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## To the Student

This collection of thousands of solved problems covers almost every type of problem which may appear in any course in linear algebra. Moreover, our collection includes both computational problems and theoretical problems (which involve proofs).
Each section begins with very elementary problems and their difficulty usually increases as the section progresses. Furhermore, the theoretical problems involving proofs normally appear after the computational problems, which can thus preview the theory. (Most students have more difficulty with proofs.)
Normally, students will be assigned a textbook for their linear algebra course. The sequence of our chapters follows the customary order found in most textbooks (although there may be some discrepancies). However, whenever possible, our chapters and sections have been written so ihat their order can be changed without difficulty and without loss of continuity.
The solution to each problem immediately follows the statement of the problem. However, you may wish to try to solve the problem yourself before reading the given solutiont In fact, even after reading the solution, you should try to resolve the problem without consulting the text. Used thus, 3000 Solved Problems in Linear Algebra can serve as a supplement to any course in linear-algebra, or even as an independent refresher course.

## I.1 VECTORS IN $\mathbf{R}^{n}$

1.1 A vector $u$ in the vector space $\mathbf{R}^{n}$ is an ordered set of $n$ real numbers: $u=-\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. The real number $a_{k}$ is called the $k$ th component or coordinate of $u$. Compare this with the definition of a vector in physics.
I Physics defines a vector u to be a quantity with magnitude and direction, represented by means of an arrow or directed line segment emanating from a seference point $O$. In Fig. 1-1 a planar vector $u$ is identified with the coordinates of its endpoint, $\dot{P}(4,2)$. That is, $u=(4,2)$-in accord with the above definition of a vector in $\mathbf{R}^{2}$.


Fig. 1-1
1.2 State the difference between a row vector and a column vector.

I A column vector $u$ is a vector whose components are arranged vertically:

$$
u=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\cdots \\
a_{n}
\end{array}\right)
$$

A row vector is a vector whose components are arranged horizontally, as in Problem 1.1. [ln this chapter, vectors will normally be written as row vectors.]
1.3 To which vector space $\mathbf{R}^{\boldsymbol{R}}$ does each vector beiong?
(a) $(3,-2,5,8)$
(b) $(3,6+2 i)$
(c) $(\pi, 2,5 \pi)$
I (a) $\mathbf{R}^{3}$, since there are four components.
(b) None, since not all the components are real numbers. (c) $\mathbf{R}^{3}\{\pi$ and $5 \pi$ are real numbers)
1.4 For vectors $u$ and $v$ in $\mathbf{R}^{\prime \prime}$, when is $u=v$ ?

I The vectors $u$ and $v$ are equal if and only if the corresponding components are equal.
1.5. Let $u_{5}=(5,2,3), u_{2}=(2,3,1), u_{3}=(5,3,2), u_{4}=\{2,3,5)$ be vectors in $R^{3}$. Which of the vectors: if any, are equal?

- Only $u_{2}$ and $n$, are componene wise equal.
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1.6 Find $x$ and $y$ if $(x, 3)=(2, x+y)$.

I Since the two vectors are equal, the corresponding components are equal to each other: $x=2$,
$3=x+y$. By subtraction, $y=1$.
1.7 Define the zero vector in $\mathbf{R}^{n}$.

I $0=\underbrace{(0,0, \ldots, 0)}_{\text {a components }}$
1.8 Find $x$ and $y$ if $u=(x+y, x-3)$ is the zero vector.

I First set each component of $u$ equal to 0 to obtain the equations $x+y=0$ and $x-3=0$. The second equation gives $x=3$; then the first equation gives $y=-3$.
1.9 Define the negative, $-u$, of a vector $u=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ in $\mathbf{R}^{n}$.
! $-u \equiv\left(-a_{1},-a_{2}, \ldots,-a_{n}\right)$
1.10 Find the negatives of (a) $u=(3,-5,-8,4)$, (b) $v=(-4,2 \pi, 0) ;$ (c) $0=(0,0,0,0)$.

ITake the negative of each component of the vector. (a) $-u=(-3,-(-5),-(-8),-4)=$ $(-3,5,8,-4) ;(b)-v=(4,-2 \pi, 0)$; (c) $-0=(-0,-0,-0,-0)=(0,0,0,0)=0$.
1.11. Show that $-(-u)=u$ for any vector $u$ in $R^{\prime \prime}$.
$\dagger$ Let $u=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. Then, because $-(-a)=a$ for any scalar $a$ in $R$,

$$
-(-u)=-\left(-a_{1},-a_{2}, \ldots,-a_{n}\right)=\left(a_{1}, a_{2}, \ldots, a_{n}\right)=u
$$

### 1.2 VECTOR ADDITION AND SCALAR MULTIPLICATION

1.12 Let $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ be any vectors in $\mathbf{R}^{n}$. Then the sum, $u+v$, is the vector

$$
u+v \equiv\left(u_{1}+v_{1}, u_{2}+v_{2}, \ldots, u_{n}+v_{n}\right)
$$

Show how this definition conforms to the addition of vectors in physics.
In physics, vector $u+v$ is the diagonal of the paralletogram formed by vectors $u$ and $v$, as pictured in Fig. 1-2(a). Now let $O$ be chosen as the origin of a coordinate system (of $R^{2}$ ), and suppose $(a, b)$ and ( $c, d$ ) are the endpoints of $\dot{v}$ and $v$, respectively, as pictured in Fig. 1-2 $(b)$. Then, using geometry, one can show that $(a+c, b+d)$ will be the endpoint of $u+v$. On the other hand, adding corresponding components, we obtain

$$
(a, b)+(c, d)=(a+c, b+d)
$$

Both definitions of addition give the same result.

(a)
(b)

Fig. 1-2
1.13 Compute: (a) $(3,-4,5,-6)+(1,1,-2,4)$, (b) $(1,2,-3)+(4,-5)$ :
f (a) Add corresponding components:

$$
(3,-4,5,-6)+(1,1,-2,4)=(3+1,-4+1,5-2,-6+4)=(4,-3,3,-2)
$$

(b) The sum is not defined, since the vectors have different numbers of components.

Compute:
(a) $\left(\begin{array}{r}7 \\ -4 \\ 2\end{array}\right)+\left(\begin{array}{r}-3 \\ -1 \\ 5\end{array}\right)$
(b) $\left(\begin{array}{l}1 \\ 3 \\ 5\end{array}\right)+\binom{-2}{4}$.
( (a) Add corresponding components:

$$
\left(\begin{array}{r}
7 \\
-4 \\
2
\end{array}\right)+\left(\begin{array}{r}
-3 \\
-1 \\
5
\end{array}\right)=\left(\begin{array}{r}
7-3 \\
-4-1 \\
2+5
\end{array}\right)=\left(\begin{array}{r}
4 \\
-5 \\
7
\end{array}\right)
$$

(b) The sum is not defined; since the vectors have different numbers of comporients.
1.15 Let $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ be any vector in $R^{n}$ and let $k$ be any scalar [real number] in $R$. Then the [scalar] product $k u$ is the vector

$$
k u \equiv\left(k u_{1}, k u_{2}, \ldots, k u_{n}\right)
$$

Sthow how this definition conforms to the scalar multiplication of vectors in physics.
Physics defines the product of a real number $k$ and a vector [arrow] u, say with reference point $O$, to be the vector (i) whose magnitude is equal to the magnitude of $u$ multiplied by $|k|$; (ii) whose direction is that of $u$ if $k \geq 0$, but is opposite to.n if $k<0$. This is piclured in Fig. 1-3(a). Now let $O$ be chosen as the origin of a coordinate system $\left\{\right.$ of $\left.\mathbf{R}^{2}\right\}$, and suppose $(a, b)$ is the endpoint of $u$, as pictured in Fig. $1-3(b)$. Then, using geometry, one can easily show that the endpoint of $k u$ is ( $k a, k b$ ). On the other hand, our definition gives $k(a, b)=(k a, k b)$, the same result.-

(a)

(b)

Fig. 1-3
1.16 Compute: (a) $-3(4,-5,-6),(b)-(6,7,-8)$.
(a) Muhiply each component by the scatar: $-3(4,-5,-6)=(-12,15,38)$. (b) Either multiply each component by -1 or take the negative of each component; either way we oblain $(6,-7,8)$.

Compute:
(a) $5\left(\begin{array}{r}-2 \\ 3 \\ 4\end{array}\right)$
(b) $-2\binom{7}{-5}$

- Multiply each component by the scalar:

$$
\text { (a) } 5\left(\begin{array}{r}
-2 \\
3 \\
4
\end{array}\right)=\left(\begin{array}{r}
-10 \\
15 \\
20
\end{array}\right) \quad \text { (b) }-2\binom{7}{-5}=\binom{-14}{10}
$$

1.18 Define the difference. $u-v$, of the vectors $u$ and $v$ in $\mathbf{R}^{n}$.

T The difference is oblained by adding the negative: $u-v \equiv n+(-v)$
1.19 Compute: (a) $(3,-5,6,8)-(4,1,-7,9)$, (b) $\binom{6}{-3}-\binom{2}{-5}$.

1 First find the negative of the second vector and then add.
(a) $(3,-5,6,8)-(4,1,-7,9)=(3,-5,6,8)+(-4,-1,7,-9)=(-1,-6,13,-1)$
(b) $\binom{6}{-3}-\binom{2}{-5}=\binom{6}{-3}+\binom{-2}{5}=\binom{4}{2}$
1.20 Lei $u=(2,-7,1), v=(-3,0,4), w=(0,5,-8)$. Find (a) $3 u-4 v$, (b) $2 u+3 v-5 w$.

I First perform the scalar multiplication and then the vector addition.
(a) $3 u-4 v=3(2,-7,1)-4(-3,0,4)=(6,-21,3)+(12,0,-16)=(18,-21,-13)$
(b) $2 u+3 v-5 w=2(2,-7,1)+3(-3,0,4)-5(0,5,-8)$

$$
\begin{aligned}
& =(4,-14,2)+(-9,0,12)+(0,-25,40) \\
& =(4-9+0,-14+0-25,2+12+40)=(-5,-39,54)
\end{aligned}
$$

1.21 Let $u=(3,-2,1,4)$ and $v=(7,1,-3,6)$ in $R^{4}$. Find (a) $u+v,(b) 4 u,(c) 2 u-3 v$.

I (a) $u+v=(3+7,-2+1,1-3,4+6)=(10,-1,-2,10) ;$ (b) $4 u=(4 \cdot 3,4 \cdot(-2), 4 \cdot 1,4 \cdot 4)$ $=(12,-8,4,16) ;$ (c) $2 u-3 v=(6,-4,2,8)+(-2!,-3,9,-18)=(-15,-7,11,-10)$.
1.22 Find. $x$ and $y$ if $(4, y)=x(2,3)$.

I (i) Multiply by the scalar $x$ to obtain $(4, y)=x(2,3)=(2 x, 3 x)$. (ii) Equate.corresponding components: $4=2 x, y=3 x$ : (iii) Solve linear equations for $x$ and $y: x=2$ and $y=6$.
1.23 Write $w=(1,9)$ as a linear combination of the vectors $u=(1,2)$ and $v=(3,-1)$.

I We want to find scalars $x$ and $y$ such that $w=x u+y v$; i.e.,

$$
(1,9)=x(1,2)+y(3,-1)=(x, 2 x)+(3 y,-y)=(x+3 y, 2 \dot{-}-y)
$$

Equality of corresponding components gives the two equations

$$
x+3 y=1 \quad 2 x-y=9
$$

To solve the system of equations; multiply the first equation by -2 and then add it to the second equation to obtain $-7 y=7$. or $y=-1$. Then substitute $y=-1$ in the first equation to obtain $x-3=1$, or $x=4$. Accordingly, $w=4 u-v$.
1.24 Write $v=(2,-3,4)$ as a linear combination of vectors $u_{1}=(1,1,1), u_{2}=(1,1,0), u_{3}=(1,0,0)$.

I Proceed as in Problem 1.23, this time using column representations.

$$
\left(\begin{array}{r}
2 \\
-3 \\
4
\end{array}\right)=x\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)+y\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right)+z\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{l}
x \\
x \\
x
\end{array}\right)+\left(\begin{array}{l}
y \\
y \\
0
\end{array}\right)+\left(\begin{array}{l}
z \\
0 \\
0
\end{array}\right)=\left(\begin{array}{c}
x+y+z \\
x+y \\
x
\end{array}\right)
$$

Now set corresponding components equal to each other:

$$
x+y+z=2 \quad x+y=-3 \quad x=4
$$

To solve the system of equations, substitute $x=4$ into the second equation to obtain $4+y=-3$, or $y=-7$. Then substitute into the first equation to find $z=5$. Thus $v=4 u_{1}-7 u_{2}+5 u_{3}$.

Write $\boldsymbol{w}=(1,2,-5)$ as a linear combination of $u_{1}=(1,-1,-1), \quad u_{2}=(2,3.4)$ and $u_{3}=(1,1,3)$.
I First multiply by scalars $x, y, z$ and then add:

$$
\left(\begin{array}{r}
1 \\
2 \\
-5
\end{array}\right)=x\left(\begin{array}{c}
1 \\
-1 \\
-1
\end{array}\right)+y\left(\begin{array}{l}
2 \\
1 \\
4
\end{array}\right)+\left(\begin{array}{l}
1 \\
1 \\
3
\end{array}\right)=\left(\begin{array}{c}
x+2 y+z \\
-x+y+z \\
-x+4 y+3 z
\end{array}\right)
$$

Then set corresponding componenis equal to each other to obtain the system:

$$
x+2 y+z=1 \quad-x+y+z=2 \quad-x+4 y+3 z=-5
$$

Add the first equation to the second equation to obtain (i) $3 y+2 z=3$. Now add the first equation to the thind equation to obtain $6 y+4 z=-4$, or (ii) $3 y+2 z=-2$. Equations (i) and (ii) are obviously inconsistent. In other words, $w$ is not a linear combination of $u_{1}, u_{2}, u_{3}$.

In Problems 1.26-1.36, $u, v, w$ denote vectors in $R^{\prime \prime} ; k, k^{\prime}$ denote scalars in $R ; u_{i}, v_{i}$ and $w_{i}$ denote the ith components of $u, v$ and $w_{2}$ respecively.
1.26 Prove that $(u+v)+w=u+(v+w)$.

1 By defmition [Problem 1.12], $u_{i}+v_{i}$ is the $i$ th component of $u+v$ and so $\left(u_{i}+v_{i}\right)+\nu_{i}$ is the ith component of $(u+v)+w$. On the ether hand; $v_{i}+w_{i}$ is the ith componen of $v+w$ and so $u_{i}+\left(v_{i}+w_{i}\right)$ is the $i$ th component of $u+(v+w)$. But $u_{i}, v_{i}$, and $w_{i}$ are real numbers for which the associative law holds; that is,

$$
\left(u_{i}+v_{i}\right)+w_{i}=u_{i}+\left(v_{i}+w_{i}\right) \quad(i=1, \ldots, n)
$$

Accordingly, $\quad(u+v)+w=u+(v+w)$, since their corresponding components are equal.
1.27 Prove that $u+0=1$.
$\boldsymbol{\int}+\boldsymbol{0}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)+(0,0, \ldots, 0)=\left(u_{1}+0, u_{2}+0, \ldots, u_{n}\right)=\left(u_{1}, u_{2}, \ldots, u_{n}\right)=u$.
1.28. Prove that $u+(-u)=0$.
\} u + ( - u ) = ( u _ { 1 } , u _ { 2 } , ··· , ) + ( - u _ { 1 } , - u _ { 2 } , ··· , - u _ { n } )

$$
=\left(u_{1}-u_{1}, u_{2}-u_{2}, \ldots, u_{n}-u_{n}\right)=(0,0, \ldots, 0)=0
$$

1.29. Prove that $u+v=v+u$.

1 By definition [Problem 1.12], $u_{i}+v_{i}$ is the ith component of $u+v_{\text {, }}$ and $v_{i}+u_{i}$ is the ith component of $v+u$. But $u_{\text {; }}$ and $v_{\text {}}$ are reat numbers for which the commutative law holds, that is,

$$
u_{i}+v_{i}=v_{i}+u_{i} \quad(i=1, \ldots, n)
$$

Hence $u+v=v+u$, since their corresponding components are equal.
$1.30 \quad$ Prove that $k(u+v)=k u+k v$.
I Since $u_{i}+v_{i}$ is the ith component of $u+v, k\left(u_{i}+v_{1}\right)$ is the ith component of $k(u+v)$. Since $k u_{i}$ and $k v_{i}$ are the ith components of $k u$ and $k v$ respectively. $k u_{i}+k v_{i}$ is the ith component of $k u+k v$. But $k, u$, and $u_{i}$ are real numbers; hence

$$
k\left(u_{i}+v_{1}\right)=k v_{;}+k v_{;} \quad(i=1, \ldots, n)
$$

Thus $k(r-t v)=k u+k v$, as corresponding componens are equat.
1.31 Prove that $\left(k+k^{\prime}\right) u=k u+k^{\prime} u$.

- By definition [Probtem 1. 155. $\left(k+k^{\prime}\right) w$, is the ith componem of the vector ( $k+k^{\prime}$ ) u. Since $k$, and $k^{\prime} n$, are the ith comprinents of $k u$ and $k^{\prime} u$. respectively. $k u,+k^{\prime} u$, is the ith component of $k u+k$ 'u. But $k-k$. and $"$, are real numbers: hence

$$
\left(k \div k^{\prime}\right) u_{1}=k u_{1}+k^{\prime} u_{1} . \quad(i=1 \ldots . n)
$$

Thas $\left(k+k^{\prime}\right) \|=k u+k \cdot n$ as correphonding components are cepuat.

Prove that $(k k j u=k(k u)$.
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1 Since $k^{\prime} u_{i}$ is the $i$ th component of $k^{\prime} u, k\left(k^{\prime} u_{i}\right)$ is the th component of $k\left(k^{\prime} u\right)$. But $\left(k k^{\prime}\right) u_{i}$ is the $i$ th component of ( $k k^{\prime}$ ) $u$ and, since $k, k^{\prime}$ and $u_{j}$ are real numbers,

$$
\left(k k^{\prime}\right) u_{i}=k\left(k^{\prime} u_{i}\right) \quad(i=1, \ldots, n)
$$

Hence $\left(k k^{\prime}\right) u=k\left(k^{\prime} u\right)$, as corresponding components are equal.
$1.33^{-}$Prove that $1 \cdot u=u$.
(1-u=1 $\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\left(1 u_{1}, 1 u_{2}, \ldots, 1 u_{n}\right)=\left(u_{i}, u_{2}, \ldots, u_{n}\right)=u$
1.34 Show that $0 u=0$ for any vector $u$.

I Method 1. $0 u=0\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\left(0 u_{1}, 0 u_{2}, \ldots, 0 u_{n}\right)=(0,0, \ldots, 0)=0$.
Method 2. By Problem 1.31, $0 u=(0+0) u=0 u+0 u$. Adding $-(0 u)$ to both sides gives

$$
\begin{aligned}
0 v+(-(0 v)) & =(0 v+0 v)+(-(0 v)) \\
0 & =0 v+(0 v+(-(0 v))) \quad \text { [by Problems 1.28, 1.26] } \\
0 & =0 v+0 \quad \text { [by Problem 1.28] } \\
0 & =0 v \quad[\text { by Problem 1.27] }
\end{aligned}
$$

[Note that Method 2, although lengthy, does not explicitly use coordinates.]
1.35 Show that $k 0=0$ for any scalar $k$.
(Method 1. $k 0=k(0,0, \ldots, 0)=(k \cdot 0, k \cdot 0, \ldots, k \cdot 0)=(0,0, \ldots, 0)=0$.
Method 2. By Problem 1.34, $0+0=0$. Then, by Problem 1.31, $k 0=k(0+0)=k 0+k 0$. Adding $-(k 0)$ to both sides leads to the required result, as in Problem 1.34..
1.36. Show that $(-1) u=-u$.

I From the previously proved properties,

$$
u+(-u)=0=0 u=(1+(-1)) u=1 u+(-1) u=u+(-1) u
$$

and the result follows upon adding - $u$ to both sides.

### 1.3 SUMMATION SYMBOL

1.37 Let $f(k)$ be an algebraic expression involving an integer variable $k$. Define the expression

$$
S_{n}=\sum_{k=1}^{n} f(k)
$$

where $n \geq 1$. [Here] is called the lower limit, $n$ is called the upper limit, and the Greek letter sigma functions as the summation symbol.]
$1 S_{n}=f(1)+f(2)+\cdots+f(n-1)+f(n)$. From this definition; it is obvious that, for $n \geq 2 . S_{n}=$ $S_{n-1}+f(n)$.
1.38 Suppose $n_{1}$ and $n_{2}$ are any integers such that $n_{1} \leq n_{2}$ Define $\sum_{k=n_{1}}^{n_{2}} f(k)$
f $\underset{\sim}{f} f(k)=f\left(n_{1}\right) \cdot f\left(n_{1}+i j+f\left(n,+2 \gamma+\cdots+f\left(n_{2}\right)\right.\right.$. For $n_{2} \& n_{1}$. the summation is usually defined (1) be zero.
1.34 Compute $\sum_{i=1}^{\leq} k^{\prime}$.

1 $\sum_{k=1}^{1} k^{3}=1^{3}+2^{3}+3^{3}+4^{3}=1+8+27+64=100$
1.40

Compute $\sum_{i=2}^{5} j^{2}$.
f. $\sum_{i=2}^{5} j^{2}=2^{2}+3^{2}+4^{2}+5^{2}=4+9+16+25=54$
1.41

Find $\sum_{k=1}^{s} x_{k}$
$1 \sum_{k=1}^{5} x_{k}=x_{1}+x_{2}+x_{3}+x_{1}+x_{5}$
1.42
Rewrite without the summation symbol:
(a) $\sum_{i=1}^{n} a_{i} b_{i}$
(b) $\sum_{i=0}^{n} a_{i} x^{i}$,
(c) $\sum_{k=1}^{p} a_{i k} b_{k j}$ -

1. (a) $a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}$
(b) $a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}$
(c) $a_{i i} b_{1 j}+a_{i 2} b_{2 i}+a_{i 3} b_{3 i}+\cdots+a_{i p} b_{p j}$
1.43

Prove: $\sum_{k=1}^{n}[f(k)+g(k)]=\sum_{k=1}^{n} f(k)+\sum_{k=1}^{n} g(k)$.
1 The proof is by induction on $n$. For $n=1$,

$$
\sum_{k=1}^{1}[f(k)+g(k)]=f(1)+g(1)=\sum_{k=1}^{1} f(k)+\sum_{k=1}^{1} g(k)
$$

Suppose $n>1$, and that the theorem holds for $n-1$; i.e.,

$$
\sum_{k=1}^{n-1}[f(k)+g(k)]=\sum_{k=1}^{n-1} f(k)+\sum_{k=1}^{-1} g(k)
$$

Then [see Problem 1.37],

$$
\begin{aligned}
\sum_{k=1}^{n}[f(k)+g(k)\} & =\sum_{k=1}^{n-1}[f(k)+g(k)]+[f(n)+g(n)]=\sum_{k=1}^{n-1} f(k)+\sum_{k=1}^{n-1} g(k)+f(n)+g(n) \\
& =\left[\sum_{k=1}^{n-1} f(k)+f(n)\right]+\left[\sum_{k=1}^{n-1} g(k)+g(n)\right]=\sum_{k=1}^{n} f(k)+\sum_{k=1}^{n} g(k)
\end{aligned}
$$

Thus the theorem is proved.
1.44 Prove: $\sum_{k=1}^{n} c f(k)=c \sum_{k=1}^{n} f(k)$.

1 The proof is immediate from the distributive taw, $a(b+c+\cdots)=a b+a c+\cdots$, for real numbers.

### 1.4 DOT (INNER) PRODUCT

1.45 Suppose $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $v=\left(v_{1}, u_{2}, \ldots, v_{n}\right)$ are vectors. in $\mathbf{R}^{n}$. The dos lor inner ar scatar) product of $u$ and $v$, denoted by $u \cdot v$, is defined to be the scalar obtained by multiplying corresponding comporients and adding the resulting products:

$$
u \cdot v=\sum_{k=1}^{n} u_{k} v_{k}
$$

Shaw how this defnition conforms to that used in physics.
1 Suppose that $\mathbf{u}$ and $\mathbf{v}$ are vectors (arrows) in $\mathbf{R}^{3}$ emanating from the origin $a$, as. pictured in Fig. 1-4. Moreover, suppose that $P\left(a_{1}, a_{2}, x_{3}\right)$ and $Q\left(b_{1}, b_{2}, b_{3}\right)$ are the endpoints of $u$ and $v$, respectivety, and let 0 denote the angle between $u$ and $v$. Physics defines the dor product as

$$
u \cdot v=|u||v| \cdot \cos \theta
$$
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Now. $|\mathrm{u}|^{2}=a_{1}^{2}+a_{2}^{2}+a_{3}^{2}, \quad|\mathrm{v}|^{2}=b_{1}^{2}+b_{2}^{2}+b_{3}^{2}, \quad$ and

$$
\begin{aligned}
\overline{\mathrm{P} \bar{Q}^{2}} & =\left(a_{1}-b_{1}\right)^{2}+\left(a_{2}-b_{2}\right)^{2}+\left(a_{3}-b_{3}\right)^{2} \\
& =\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)+\left(b_{1}^{2}+b_{2}^{2}+b_{3}^{2}\right)-2\left(a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}\right) \\
& =|\mathbf{u}|^{2}+|v|^{2}-2 \sum_{k=1}^{3} u_{1} v_{k}
\end{aligned}
$$

But, by the law of cosines, $\overline{P Q}^{2}=|u|^{2}+|v|^{2}-2|u||v| \cos \theta$; therefore, $|u||v| \cos \theta=\sum_{k=1}^{3} u_{k} v_{k}$. and the two definitions agree.
1.46. Compute $u \cdot v$, where $u=(2,-3,6)$ and $v=(8,2,-3)$.

I Multiply corresponding components and add: $u \cdot v=(2)(8)+(-3)(2)+(6)(-3)=-8$.
1.47 Compute $u \cdot v$, where $u=(1,-8,0,5)$ and $v=(3,6,4)$.

1. The dot product is not defined between vectors with different numbers of components.
1.48 Compute $u \cdot v$, where $u=(3,-5,2,1)$ and $\dot{v}=(4,1,-2,5)$.
I. Multiply corresponding components and add: $u \cdot v=(3)(4)+(-5)(1)+(2)(-2)+(1)(5)=8$.
1.49 Compute $u \cdot v$, where $u=(1,-2,3,-4)$ and $v=(6,7,1,-2)$.

1 Multiply corresponding components and add: $u \cdot v=(1)(6)+(-2)(7)+(3)(1)+(-4)(-2)=3$.
1.50 Suppose $u=(3,2,1), v=(5,-3,4), w=(1,6,-7)$. Find: (a) $(u+v) \cdot w,(b) u \cdot w+v \cdot w$.

I (a) First calculate $u+v$ by adding corresponding components: $u+v=(3+5,2-3,1+4)=$ ( $8,-1,5$ ). Then compute the dot product $(u+v) \cdot w$ by multiplying corresponding components and adding: $(u+v) \cdot w=(8)(1)+(-1)(6)+(5)(-7)=-33$.
(b) First find $u \cdot w=3+12-7=8$ and $u \cdot w=5-18-28=-41$. Then $u \cdot w=8-41=-33$. [For an explanation of the agreement between ( $a$ ) and (b), see Problem 1.52.1
1.51 Let $u=(1,2,3,-4), v=(5,-6,7,8)$; and $k=3$. Find: (a) $k(u \cdot v),(b)(k u) \cdot v,(c) u \cdot(k v)$.

I (a) First find $u \cdot v=5-12+21-32=-18$. Then $k(u \cdot v)=3(-18)=-54$.
(b) First find $k u=(3(1), 3(2), 3(3), 3(-4))=(3,6,9,-12)$. Then

$$
(k u) \cdot v=(3)(5)+(6)(-6)+(9)(7)+(-12)(8)=15-36+63-96=-54
$$

(c) First find $k v=(15,-18.21,24)$. Then

$$
u \cdot(k v)=(1)(15)+(2)(-18)+(3)(21)+(-4)(24)=15-36+63-96=-54
$$

[See Problems J. 53 and 1.54.]
1.52 Prove that $(u+v) \cdot w=u \cdot w+v \cdot w$.

I Using Problem 1.43,

$$
(u+v) \cdot w=\sum_{i=1}^{n}\left(u_{i}+v_{i}\right) w_{i}=\sum_{i=1}^{n}\left(u_{i} w_{i}+v_{i} w_{i}\right)=\sum_{i=1}^{n} u_{i} w_{i}+\sum_{i=1}^{n} v_{i} w_{i}=u \cdot w+v \cdot w
$$

1.53 Prove that $(k u) \cdot v=k(u \cdot v)$.

I Using Problem 1.44,

$$
(k u) \cdot v=\sum_{i=1}^{n}\left(k u_{i}\right) v_{i}=\sum_{i=1}^{n} k\left(u_{i} v_{i}\right)=k \sum_{i=1}^{n} u_{i} v_{i}=k(u \cdot v)
$$

1.54 Prove that $u \cdot v=v \cdot u$.
| $u \cdot v=\sum_{i=1}^{n} u_{i} v_{i}=\sum_{i=1}^{n} v_{i} u_{i}=v \cdot u$
1.55 Prove: $u \cdot u \geq 0$, and $u \cdot u=0$ iff ['if and only if'] $u=0$.

I Since $u_{i}^{2}$ is nonnegative for each $i, u \cdot u=u_{1}^{2}+u_{2}^{2}+\cdots+u_{n}^{2} \geq 0$. Furthermore, $u \cdot u=0$ iff $u_{i}=$ 0 for each $i$; that is, iff $u=0$.

In Problems 1.56 and $1.57, u_{i}$ stands for the $i$ th vector in a set of vectors (not the ith component of a vector $u$ ). Similarly for $v_{j}$.

Let $u_{1}, u_{2}, \ldots, u_{p}$ and $v$ be vectors in $R^{n}$ and let $a_{1}, a_{2}, \ldots, a_{p}$ be scalars in $R$. Prove

$$
\text { (a) }\left(\sum_{k=1}^{p} \cdot a_{k} u_{k}\right) \cdot v=\sum_{k=1}^{p} a_{k}\left(u_{k}-v\right) \quad \text { (b) } v \cdot\left(\sum_{k=1}^{k} a_{k} u_{k}\right)=\sum_{k=1}^{k} a_{k}\left(v \cdot u_{k}\right)
$$

In words: Taking the dot product with a fixed vector $v$ represents a linear operation on $\mathbf{R}^{n}$.
(a) The proof is by induction on $p$. The case $p=1$ is true by Problem 1.53. Suppose $p>1$ and the theorem lrue for $. p-1$; i.e.,

$$
\left(\sum_{k=1}^{p-1} a_{k} u_{k}\right): v=\sum_{k=1}^{p-1} a_{k}\left(u_{k}: v\right)
$$

Then, using Problems $1.37,1.52,1.53$, and the above inductive hypothesis, we have

$$
\left(\sum_{k=1}^{p} a_{k} u_{k}\right) \cdot v=\left(\sum_{k=1}^{p-1} a_{k} u_{k}\right) \cdot v+\left(a_{p} u_{p}\right) \cdot v=\sum_{k=1}^{p-1} a_{k}\left(u_{k} \cdot v\right)+a_{p}\left(u_{p} \cdot v\right)=\sum_{k=1}^{p} a_{k}\left(u_{k} \cdot v\right)
$$

(b) Using $u \cdot v=v \cdot u \quad\{P r o b l e m$ 1.54] and part (a), we have

$$
v-\left(\sum_{k=1}^{p} a_{k} u_{k}\right)=\left(\sum_{k=1}^{p} a_{k} u_{k}\right) \cdot v=\sum_{k=1}^{p} a_{k}\left(u_{k} \cdot v\right)=\sum_{k=1}^{p} a_{k}\left(v \cdot u_{k}\right)
$$

1.57 Let $u_{1}, u_{2}, \ldots, u_{p}, v_{2}, v_{2}, \ldots, v_{q}$ be vectors $R^{n}$ and let $a_{1}, a_{2}, \ldots, a_{p}, b_{1}, b_{2}, \ldots, b_{1}$, be any scalars. in $R$. Prove that

$$
\left(\sum_{j=1}^{p} a_{j} u_{j}\right) \cdot\left(\sum_{k=1}^{q} b_{k} v_{k}\right)=\sum_{j=1}^{p} \sum_{k=1}^{q} a_{j} b_{k}\left(u_{j}-v_{k}\right)
$$

## (bilinearity of the inner product):

! Using Problem 1.56

$$
\left(\sum_{j=1}^{p} a_{j} u_{j}\right) \cdot\left(\sum_{k=1}^{q} b_{k} v_{k}\right)=\sum_{i=1}^{p} a_{j}\left[u_{j} \cdot\left(\sum_{k=1}^{q} b_{k} v_{k}\right)\right]=\sum_{j=1}^{p} a_{j}\left[\sum_{k=1}^{4} b_{k}\left(u_{j} \cdot v_{k}\right)\right]=\sum_{i=1}^{p} \sum_{k=1}^{q} a_{j} b_{k}\left(u_{j} \cdot v_{k}\right)
$$

### 1.5 NORM (LENGTH) IN R ${ }^{n}$

1.58. If $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ is a vector in $\mathbf{R}^{\prime \prime}$, the norm or length of $u$, denoted $\|u\|$, is the nonnegative square root of $u \cdot u$ :

$$
\bar{\beta} u \|=\sqrt{u \cdot u}=\sqrt{u_{2}^{2}+u_{2}^{2}+\cdots+u_{n}^{2}} .
$$

Show that the above definition of the norm of a vector conforms to that of the lengit of a vector \{arrow) in physics.
1 Let $u$ be a vector [arrow] in the plane $\mathbf{R}^{2}$ with endpoint $P(a, b)$, as pictured in Fig. 1-5. Then $|a|$ and $|b|$ are the lengths of the sides of the right triangle formed by $u$ and the horizontal and vertical directions. By the Pythagorean theorem, the length of $u$ is $|u|=\sqrt{a^{2}+b^{2}}$. This value is the same as the norm of $u$.


Fig. 1-5
$1.59 \mathbf{R}^{n}$, ogether with the definitions of vector addition, scalar multiplication, and inner product, is called real Euclidean n-space. Why?

1 According to Problem 1.45, iwo vectors $u$ and $v$ in the inner-product space $\mathbf{R}^{n}$ may be termed perpendicular if $u \cdot v=0$. For such vectors, we have from Problem 1.57

$$
\|u+v\|^{2}=(u+v) \cdot(u+v)=u \cdot u+0+0+v \cdot v=\|u\|^{2}+\|v\|^{2} .
$$

which is the Pythagorean theorem. Since this theorem is a consequence of Euclidean geometry, we call $\mathbf{R}^{n}$ a "Euclidean" space.
1.60 Find $\|u\|$ if $u=(3,-12,-4)$.

I First find $\|u\|^{2}=u \cdot u$ by squaring the components of $u$ and adding: $\|u\|^{2}=3^{2}+(-12)^{2}+(-4)^{2}=$ $9+144+16=169$. Then. $\|u\|=\sqrt{169}=13$.
1.61 Find $\|v\|$ if $v=(2,-3.8 .-5)$.

I Square each component of $v$ and then add to obtain $\|v\|^{2}=v \cdot v: \quad\|v\|^{2}=2^{2}+(-3)^{2}+8^{2}+(-5)^{2}=$ $4+9+64+25=102$. Then $\|v\|=\sqrt{102}$.
1.62 Find $\|w\|$ if $w=(-3,1,-2,4,-5)$.
| $\|w\|^{2}=(-3)^{2}+1^{2}+(-2)^{2}+4^{2}+(-5)^{2}=9+1+4+16+25=55$; hence $\|w\|=\sqrt{55}$.
1.63 Determine $k$ such that $\|u\|=\sqrt{39}$ where $u=(1, k,-2.5)$.
\| $\|\mu\|^{2}=1^{2}+k^{2}+(-2)^{2}+5^{2}=k^{2}+30$. Now solve $k^{2}+30=39$ and obtain $k=3,-3$.
1.64 Give the definition of a unit bector.

I A vector $u$ is a unit vector if $\|u\|=1$ or, equivalently, if $u-u=1$.
1.65 Let $v$ be an nonzero vector. Show that

$$
\hat{v} \equiv \frac{1}{\|v\|} v=\frac{v}{\|v\|}
$$

is a unit vector in the same direction as $v$. [The process of finding $\hat{v}$ is called normalizing $v$.)
IThe vector $\hat{v}$ is a unit vecior, since

$$
\hat{v} \cdot \hat{v}=\left(\frac{v}{\|v\|}\right) \cdot\left(\frac{v}{\|v\|}\right)=\frac{1}{\|v\|^{2}}(v \cdot v)=\frac{1}{\|v\|^{2}}\|v\|^{2}=1
$$

Moreover, $\bar{v}$ is in the same direction as $\dot{v}_{2}$ since $\hat{v}$ is a positive scalar multiple of $v$.
1.66 Normalize $v=(12,-3,-4)$.

1 First find $\|v\|^{2}=v \cdot v=12^{2}+(-3)^{2}+(-4)^{2}=144+9+16=169$. Then divide each component of $v$ by $\|v\|=\sqrt{169}=13$ to obtain

$$
\hat{v}=\frac{v}{\|v\|}=\left(\frac{12}{13}, \frac{-3}{13}, \frac{-4}{13}\right)
$$

1.67 Normalize $w=(4,-2,-3,8)$.

1 First find $\|w\|^{2}=w \cdot w=4^{2}+(-2)^{2}+(-3)^{2}+8^{2}=16+4+9+64=93$. Divide each component of $w$ by $\|w\|=\sqrt{93}$ to obtain

$$
\hat{w}=\frac{w}{|w|}=\left(\frac{4}{\sqrt{93}}, \frac{-2}{\sqrt{93}}, \frac{-3}{\sqrt{93}}, \frac{8}{\sqrt{93}}\right)
$$

1.68 Normalize $v=\left(\frac{1}{2}, \frac{2}{3},-\frac{1}{4}\right)$.

I Note that $v$ and any positive multiple of $v$ will have the same normalized form [see Problem
1.72). Hence, first multiply $v$ by 12 to "clear" fractions: $12 v=(6,8,-3)$. Then $\|12 v\|^{2}=36+64+9=$ 109. Accordingly, the required unit vector is

$$
\hat{v}=\widehat{12 v}=\frac{12 v}{\|12 v\|}=\left(\frac{6}{\sqrt{109}}, \frac{8}{\sqrt{109}}, \frac{-3}{\sqrt{109}}\right)
$$

1.69 Show that $\| u \sharp \geq 0$, and $\| u 甘=0$ iff $u=0$.

I Follows at once from Problem 1.55.
1.70 Prove the Cauchy-Schwarz inequality: $|u \cdot v| \leq\|u\| \psi v \|$, for arbitrary $u$ and $v$ in $\mathbf{R}^{\prime \prime}$.

I We shall prove the following stronger statement: $|u \cdot v| \leq \sum_{i=1}^{n}\left|u_{i} v_{i}\right| \leq\|u\|\|v\|$. First, if $u=0$ or $v=0$, then the inequality reduces to $0 \leq 0 \leq 0$ and is therefore true. Hence we need only consider the case in which $u \neq 0$ and $v \neq 0$, i.e., where $\|u\| \neq 0$ and $\|v\| \neq 0$. Furthermore, because

$$
|u-v|=\left|\sum u_{i} v_{i}\right| \leq \sum\left|u_{i} v_{i}\right|
$$

we need only prove the second inequality.
Now, for any reat numbers $x, y \in R, \quad \theta \leq(x-y)^{2}=x^{2}-2 x y+y^{2}$ or, equivalenky,

$$
\begin{equation*}
2 x y \leq x^{2}+y^{2} \tag{1}
\end{equation*}
$$

Set $x=\left\{u_{i} \mu\|u\|\right.$ and $y=\left\{u_{i} \mu H v \|\right.$ in (1) to obtain. for any $i$,

$$
\begin{equation*}
2 \frac{\left|u_{i}\right|}{\left\|u^{\|}\right\|} \frac{\left|v_{i}\right|}{\left\|u^{2}\right\|_{k}} \leq \frac{\left|u_{i}\right|^{2}}{\|u\|^{2}}+\frac{\left.f v_{i}\right|^{2}}{\|v\|^{2}} \tag{2}
\end{equation*}
$$

But, by definition of the norm of a vector, $\|u\|=\sum u_{i}^{2}=\sum\left|u_{i}\right|^{2} \quad$ and $\quad\|v\|=\sum v_{i}^{2}=\sum\left|v_{i}\right|^{2}$. Thus summing (2) with respect to $i$ and using $\left|u_{i} v_{i}\right|=\left|u_{i}\right|\left|v_{i}\right|$, we have

$$
2 \frac{\sum\left|u_{i} v_{i}\right|}{\|u\| \cdot\|v\|} \leq \frac{\sum \mid u_{i} \|^{2}}{\|u\|^{2}}+\frac{\sum\left|v_{i}\right|^{2}}{\|v\|^{2}}=\frac{\|u\|^{2}}{\|u\|^{2}}+\frac{\|v\|^{2}}{\|v\|^{2}}=2
$$

that is,

$$
\frac{\sum\left|u_{i}, v_{i}\right|}{\|u\|\|v\|} \leq 1
$$

Multiplying both sides by $\|u\|\|v\|$, we obtain the required inequality.
1.71 Prove Minkowski's inequality: $\|u+v\| \leq\|u\|+\|v\|$, for arbitrary $u$ and $v$ in $\mathbf{R}^{n}$.

I By the Cauchy-Schwarz inequality (Problem 1.70) and the other properties of the inner product,

$$
\begin{aligned}
\|u+v\|^{2} & =(u+v) \cdot(u+v)=u \cdot u+2(u \cdot v)+v \cdot v . \\
& \leq\|u\|^{2}+2\|u\|\|v\|+\|v\|^{2}=(\|u\|+\|v\|)^{2}
\end{aligned}
$$

Taking the square roots of both sides yields the desired inequality.
1.72 Prove that the norm in $\mathbf{R}^{n}$ satisfies the following laws:
[ $N_{1}$ ]: For any vector $u, \quad\|u\| \geq 0$; and $\|u\| \doteq 0$ iff $u=0$.
[ $N_{2}$ ]: For any vector $u$ and any scalar $k$, $\|k u\|=|k|\|u\|$.
$\left[N_{3}\right]$ : For any vectors $u$ and $v_{2} \quad\|u+v\| \leq\|u\|+\|v\|$.
I $\left[N_{1}\right]$ was-proved in Problem 1.69 and $\left\{N_{3}\right\}$ in Problem i.71. Hence we need only prove that $\left[N_{2}\right]$ holds.
Suppose $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and so $k u=\left(k u_{1}, k u_{2}, \ldots, k u_{n}\right)$. Then

$$
\|k u\|^{2}=\left(k u_{1}\right)^{2}+\left(k u_{2}\right)^{2}+\cdots+\left(k u_{n}\right)^{2}=k^{2}\left(u_{2}^{2}+u_{2}^{2}+\cdots u_{n}^{2}\right)=k^{2}\left\|i_{i}\right\|^{2}
$$

Taking square roots gives $\left[N_{2}\right\}$.
1.73 Show that $\|-u\|=\|u\|$, for any vector $u$ in $\mathbf{R}^{n}$.

I Using property $\left[N_{2}\right]$ of Problem 1.72, we have $\|-u\|=\|(-1) u\|=|-1|\|u\|=\|u\|$.
1.74 Let $u=(1,2,-2), \quad v=(3,-12,4)$, and $k=-3$. (a) Find $\|u\| .\|v\|$, and $\|k u\|$. (b) Verify that $\|k u\|=|k|\|u\|$ and $\|u+v\| \leq\|u\|+\|v\|$.
f (a) $\|u\|=\sqrt{1+4+4}=\sqrt{9}=3$. $\|v\|=\sqrt{9+144+16}=\sqrt{169}=13, \quad k u=(-3,-6.6)$. and $\|k u\|=$ $\sqrt{9+36+36}=\sqrt{81}=9$.
(b) Since $|k|=|-3|=3$. we have $|k|\|u\|=3 \cdot 3=9=\|k u\|$. Also. $u+v=(4,-10,2)$. Thus

$$
\|u+v\|=\sqrt{16+100+4}=\sqrt{120} \leq 16=3+13=\|u\|+\|v\|
$$

### 1.6 DISTANCE, ANGLES, PROJECTIONS



$$
d(u, v) \equiv\|u-v\|
$$

Show that this definition corresponds to the usual notion of Euclidean distance in the plane $\mathbf{R}^{2}$.

I Let $u=(a, b)$ and $u=(c, d)$ in $\mathrm{R}^{2}$. As pictured in Fig. $1-6$, the distance between the points $P(a, b)$ and $Q(c, d)$ is $d=\sqrt{(a-c)^{2}+(b-d)^{2}}$. On the other hand, by the above definition,

$$
d(u, v)=\|u-v\|=\|(a-c, b-d)\|=\sqrt{(a-c)^{2}+(b-d)^{2}}
$$

Both give the same value.


Fig. 1-6
1.76 Find $d(u, v)$, where (a) $u=(1,7), \quad v=(6,-5) ;$ (b) $u=(3,-5,4), v=(6,2,-1) ; \quad$ (c) $u=$ $(1,-2,4,1), \quad v=(3,1,-5,0)$.
IIn each case use the formula $d(u, v)=\|u-v\|=\sqrt{\left(u_{1}-v_{1}\right)^{2}+\cdots+\left(u_{n}-v_{n}\right)^{2}}$.
(a) $d(u, v)=\sqrt{(1-6)^{2}+(7+5)^{2}}=\sqrt{25+144}=\sqrt{169}=13$
(b) $d(u, v)=\sqrt{(3-6)^{2}+(-5-2)^{2}+(4+1)^{2}}=\sqrt{9+49+25}=\sqrt{83}$
(c) $d(u, v)=\sqrt{(1-3)^{2}+(-2-1)^{2}+(4+5)^{2}+(1-0)^{2}}=\sqrt{95}$
1.77 Find $k$ such that $d(u, v)=6$, if: $u=(2, k, 1,-4)$ and $v=(3,-1,6,-3)$ :

I $(d(u, v))^{2}=\|u-v\|^{2}=(2-3)^{2}+(k+1)^{2}+(1-6)^{2}+(-4+3)^{2}=k^{2}+2 k+28$. Now solve $k^{2}+2 k+$ $28=6^{2}$ to obtain $k=2,-4$.
1.78 From Problem 1.72, prove that the distance function $d(u, v)$ satisfies:
$\left[M_{1}\right] d(u, v) \geq 0$, and $d(u, v)=0$ iff $u=v$.
$\left[M_{2}\right\} \cdots d(u, v)=d(v, u)$.
$\left[M_{3}\right\} \quad d(u, v) \leq d(u, w)+d(w, v)$ (rriangle inequality).
I $\left\{M_{1}\right]$ follows directly from $\left[N_{1}\right\}$ By $\left[N_{2}\right]$,

$$
d(u, v)=\|u-v\|=\|(-1)(v-u)\|=1-1 \xi\|v-u\|=\|v-u\|=d(v, u)
$$

which is $\left\{M_{2}\right\}$. By $\left\{N_{3}\right\}$,

$$
d(u, v)=\|u-u\|=\|(u-w)+(w-v)\| \leq\|u-w\|+\|w-v\|=d(u, w)+d(w, v)
$$

which is $\left\{M_{3}\right\}$
1.79. Let $u$ and $v$ be vectors in $\mathbf{R}^{n}$. The angle, $\theta$, between $u$ and $v$ if defmed by

$$
\cos \theta \equiv \frac{u \cdot v}{\|u\|\|v\|}
$$

(a) Show that $\theta$ is a unique reat number in $\wp: \pi$ ?
(b) Show how this definition corresponds. to that used in physics.
$=$
-
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$1.84 \quad$ Find $\operatorname{proj}(u, v)$ where $u=(4,-3,1,5)$ and $v=(3,6,-4,1)$.
$I$ First find $u \cdot v=12-18-4+5=-5$ and $\|v\|^{2}=9+36+16+1=62$. Then,

$$
\operatorname{proj}(u, v)=\frac{u \cdot v}{\|v\|^{2}} v=-\frac{5}{62}(3,6,-4,1)=\left(\frac{-15}{62}, \frac{-30}{62}, \frac{20}{62}, \frac{-5}{62}\right)=\left(\frac{-15}{62}, \frac{-15}{31}, \frac{10}{31}, \frac{-5}{62}\right)
$$

[Observe that when $u \cdot v<0, \operatorname{proj}(u, v)$ is in the opposite direction to $v$.$] ]$

### 1.7 ORTHOGONALITY

1.85. Let $u$ and $v$ be vectors in $\mathbf{R}^{n}$. Then $u$ is said to be orthogonal (perpendicular) to $v$ if $u \cdot v=0$. Show that this definition conforms to the perpendicularity of vectors (arrows) in physics.

1. Two arrows are perpendicular if and only if the angle between them is $\theta=90^{\circ}$. But then, and only then, $u \cdot v=0$, by Problem 1.45.
1.86 Let $u=(5,4,1), \quad v=(3,-4,1)$, and $w=(1,-2,3)$. Which of the vectors, if any, are perpendicular? I. Find the dot product of each pair of vectors:

$$
u \cdot v=15-16+1=0 \quad v \cdot w=3+8+3=14 . u \cdot w=5-8+3=0
$$

Hence $u$ and $v$ are orthogonal, $u$ and $w$ are orthogonal, but $v$ and $w$ are not orthogonal.
1.87 Determine $k$ so that $u=(1, k,-3)$ and $v=(2,-5,4)$ are orthogonal.

I Solve $u \cdot v=(1)(2)+(k)(-5)+(-3)(4)=2-5 k-12=0$ for $k$; obtaining $k=-2$.
1.88 .. Determine $k$ so that $u=(2,3 k,-4,1,5)$ and $v=(6,-1,3,7,2 k)$ are orthogonat.

I $u \cdot v=(2) 6+(3 k)(-1)+(-4)(3)+(1)(7)+(5)(2 k)=12-3 k-12+7+10 k=7 k+7=0$. Solving, $k=-1$.
1.89 Show that the zero vector 0 is orthogonal to every vector $u$ in $\mathbf{R}^{n}$.

1 Since $0 u=0,0 \cdot u=(0 u) \cdot u=0(u \cdot u)=0$.
1.90 Show that the zero vector is the only vector orthogonal to every vector in $\mathbf{R}^{\prime \prime}$.

I Suppose that $u$ is orthogonal to every vector in $\mathbf{R}^{n}$. Then $u$ is orthogonal to itself; that is, $u \cdot u=0$. By Prabiem 1.55, $u=0$.
1.91 Show that orthogonality of vectors is a symmetric relation but not a transitive relation.

1 By Problem 1.54, $u \cdot v=v \cdot u$. Therefore, $u$ is orthogonal to $v$ iff $u \cdot v=0$ iff $v \cdot u=0$ iff $v$ is orthogonal to $u$. Thus the relation is symmetric. On the other hand, consider the vectors of Problem 1.86. Here $v$ is orthogonal to $u, u$ is orthogonal to $w$, but $v$ is not orthogonal to $w$. Thus the refation is not transitive.
3.92 If $u$ and $v$ are orthogonal to $w$, show that $u+v$ is orthogonal to $w$.
! $(u+v) \cdot w=u \cdot w+v \cdot w=0+0=0$
1.93 If $u$ is orthogonal to $w$, show that any scatar multiple $k u$ is orthogonal to $w$.

I (ku) $\cdot w=k(u \cdot w)=k(0)=0$
1.94 Suppose $u, u_{2}, u_{3}$ are nonzero vectors that are pairwise orthogonal, and suppose $w$ is the linear combination $w=x u_{1}+y u_{2}+z u_{3}$ Show that

$$
x=\frac{w \cdot u_{1}}{\| u_{1} H^{2}} \quad y=\frac{w-u_{2}}{\left\|u_{2}\right\|^{2}} \quad \bar{x}=\frac{w-u_{3}}{\left\|u_{3}\right\|^{2}}
$$

1.95 Show that $u_{1}=(1,-2,3), u_{2}=(1,2,1), u_{3}=(-8,2,4)$ are orthogonal to each other.

I Compute the dot product of each pair of vectors:

$$
u_{1} \cdot u_{2}=1-4+3=0 \quad u_{1} \cdot u_{3}=-8-4+12=0 \quad u_{2} \cdot u_{3}=-8+4+4=0
$$

Thus the vectors are orthogonal to each other.
1.96 Write $w=(13,-4,7)$ as a linear combination of the vectors $u, u_{2}, u_{3}$ in Problem 1.95; i.e., find $x, y, z$ such that $w=x u_{1}+y u_{2}+z u_{3}$.
I Methed 1: Multiply by the scalars $x, y, z$ and then add:

$$
\left(\begin{array}{r}
13 \\
-4 \\
7
\end{array}\right)=x\left(\begin{array}{r}
1 \\
-2 \\
3
\end{array}\right)+y\left(\begin{array}{l}
1 \\
2 \\
1
\end{array}\right)+z\left(\begin{array}{r}
-8 \\
2 \\
4
\end{array}\right)=\left(\begin{array}{c}
x+y-8 z \\
-2 x+2 y+2 z \\
3 x+y+4 z
\end{array}\right)
$$

Then set corresponding components equal to each other to obtain the system:

$$
x+y-8 z=13 \quad-2 x+2 y+2 z=-4 \quad 3 x+y+4 z=7
$$

Solve the system to obtain $x=3, y=2, \quad z=-1$.
Method 2: Since $u_{1}, u_{2}, u_{3}$ are orthogonal to each other, use the formulas of Probiem 1.94.

$$
\begin{array}{ll}
w \cdot u_{1}=13+8+21=42 & \left\|u_{3}\right\|^{2}=1+4+9=14 \quad x=42 / 14=3 \\
-\dot{u} \cdot u_{2}=13-8+7=12 \quad\left\|u_{2}\right\|^{2}=1+4+1=6 \quad y=12 / 6=2 \\
w \cdot u_{3}=-104-8+28=-84 \quad\left\|u_{3}\right\|^{2}=64+4+16=84 \quad z=-84 / 84=-1
\end{array}
$$

(Method 2, which ases orthogonality, is much simpler than Method 1.)

### 1.8 HYPERPLANES AND LINES IN R ${ }^{n}$

This section distinguishes between an $n$-tuple $P\left(a_{1}, a_{2}, \ldots, a_{n}\right) \equiv P\left(a_{i}\right)$ viewed as a point in $\mathbf{R}^{n}$ and an $n$-tuple $v=\left\{c_{1}, c_{2}, \ldots, c_{n}\right]$ viewed as a vector (arrow) from the origin $O$ to the point $C\left(c_{1}, c_{2}, \ldots, c_{n}\right)$.
1.97 Let $P\left(a_{i}\right)$ and $Q\left(b_{i}\right)$ be points in $R^{n}$. The directed line segment from $P$ to $Q$, written $\overrightarrow{P Q}$, is identified with the vector $v=\left[b_{1}-a_{1}, b_{2}-a_{2}, \ldots, b_{n}-a_{n}\right]$. Show geometrically that $\overrightarrow{P Q}$ and $v$ have the same magnitude and direction.


Fig. 1-8
$I$ Consider points $P\left(a_{1}, a_{2}\right)$ and $Q\left(b_{1}, b_{2}\right)$ in a plane with origin $O$, as pictured in Fig. 1-8. Let $S$ be the point such that $O P Q S$ forms a parallelogram. Let $u, w$, and $v$ be the vectors from $O$ to the points $P, Q$, and $S$, respectively. By the parallelogram law for the addition of vectors, $u+v=w$, or

$$
v=w-u=\left[b_{1}, b_{2}\right]-\left[a_{1}, a_{2}\right]=\left\{b_{1}-a_{1}, b_{2}-a_{2}\right\}=
$$

But, since $O P Q S$ is a parallelogram, the vector $u$ just obtained is identical in magnitude and direction to $\bar{P} \mathbf{Q}$.
1.98 Find the vector $v$ identified with $\overrightarrow{P Q}$ for the points $P(2,5)$ and $Q(-3,4)$.

I $v=[-3-2,4-5]=[-5,-1]$
1.99 Find the vector $v$ identified with $\overrightarrow{P Q}$ for the points $P(1,-2,4)$ and $Q(6,0,-3)$.

I $v=[6-1,0+2,-3-4]=[5,2,-7]$
1.100 Consider points $P(3, k,-2)$ and $Q(5,3,4)$ in $\mathbf{R}^{3}$. Find $k$ so that $\overrightarrow{P Q}$ is orthogonal to the vector $u=$ $[4,-3,2]$.
First find $v=\overrightarrow{P Q}=[5-3,3-k, 4+2]=[2,3-k, 6]$. Next compute $u \cdot v=(4)(2)-(3)(3-k)+$ $(2)(6)=8-9+3 k+12=3 k+11$. Lastly, set $u \cdot v=0$ and solve for $k$, obtaining $k=-11 / 3$.
1.101 A hyperplane $H$ in $\mathbf{K}^{n}$ is the set of points $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ that satisfy a linear equation

$$
\begin{equation*}
a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=b \tag{I}
\end{equation*}
$$

where $\quad \alpha=\left[a_{1}, \ldots, a_{n}\right] \neq 0$ is called a normal to H . Iustify this terminology by showing that any directed line segment $\frac{n}{P Q}$, with $P, Q \in H$, is orthogonal to $\alpha$.
I. Let $u=\overrightarrow{O P}, w=\overrightarrow{O Q}$; hence $v=w-u=\overrightarrow{P Q} . \quad B y$ (1), $a \cdot u=b$ and $\alpha \cdot w=b$. But then $\alpha \cdot v=\alpha \cdot(w-u)=\alpha \cdot v-\alpha \cdot u=0$.
1.102 Refer to Problem 1.101. Prove that the distance from the origin $O$ to the hyperplane (1) is given by $|b| \mid \sqrt{a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}}$
I Let $u=\overrightarrow{O P}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be the vector from $O$ to the point $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of the hyperplane; we want to minimize $u \cdot u$ [which is the same thing as minimizing $\|u\|]$ over $H: a \cdot u=b$. Using Problem 1.94, let us represent $u$ as a linear combination of the vectors $\alpha$ and $v$, where $v$ is orthogonal to $\alpha$ (and may therefore be considered as an arrow lying in the hyperplane):

$$
u=\frac{u \cdot \alpha}{\|a\|^{2}} \alpha+\frac{u \cdot v}{\|v\|^{2}} v=\frac{b}{\|\alpha\|^{2}} \alpha+v^{*}
$$

where $\alpha \cdot v^{*}=0$. Then, using Problem 3.57

$$
u \cdot u=\frac{b^{2}}{\|\alpha\|^{4}} a \cdot \alpha+v^{*} \cdot u^{*}+2 \frac{b}{\|\alpha\|^{2}} a \cdot v^{*}=\left(\frac{\| b \mid}{\|a\|}\right)^{2}+\left\|v^{*}\right\|^{2}
$$

Obviously the minimum is assumed for $v^{*}=0$, and the desired distance is

$$
\left\|_{\mu}\right\|_{\text {min }}=\frac{|b|_{1}}{\|a\|}=\frac{|b|}{\sqrt{a_{1}^{2}+\cdots+a_{n}^{2}}}
$$

1.103 Find an equation of the plane $H$ in $X^{3}$ which passes through $P(2,-7,1)$ and is normal to. $\alpha=\{3,1,-11\}$. I An equation of $H$ is of the form $3 x+\underline{y}-11 z=k$, since $\alpha$ is normal to $H$. Substitute $P(2,-7, b)$ into this equation to obtain:

$$
(3)(2)+(1)(-7)-(11)(1)=k \quad \text { or } \quad k=-12
$$

Thus an equation of $H$ is $3 x+y-H z=-12$.
1.104 Find an equation of the hyperplane $H$ in $\mathbf{R}^{4}$ which passes through $P(3,-2,1,-4)$ and is normal to $\alpha=[2,5,-6,-2]$
I An equation of $H$ is the form $2 x+5 y-6 z-2 w=k$. Substitute $P$ into this equation to obtain $k=-2$.
1.105 'Find an equation of the plane $\mathbf{H}$ in $\mathbf{R}^{3}$ which contains $P(1,-5,2)$ and is parallel to the plane $H^{\prime}$ determined by $3 x-7 y+4 z=5$.

I H and $\mathrm{H}^{\prime}$ are parallel if and only if their normals are parallel or antiparallel. Hence an equation of H is of the form $3 x-7 y+4 z=k$. Substitute $P(1,-5,2)$ into this equation to obtain $k=46$.
1.106 Find the equation of the hyperplane $H$ in $\mathbf{R}^{n}$ which intersects the $x_{i}$-axis at $a_{i} \neq 0 \quad(i=1,2, \ldots, n)$.

I Since H does not pass through the origin, an equation of H has the form

$$
k_{1} x_{1}+k_{2} x_{2}+\cdots+k_{n} x_{n}=1
$$

For $i=1,2, \ldots, n$, substitute $P_{i}\left(0, \ldots, a_{i}, \ldots, 0\right)$ into the equation to obtain $k_{i}=1 / a_{i}$. Hence the equation is $\cdot x_{1} / a_{1}+x_{2} / a_{2}+\cdots+x_{n} / a_{n}=\mathbf{I}$.
0.107 Find the normal io the plane $\mathbf{H}$ in $\mathbf{R}^{3}$ that intersects the coordinate axes at $x=3, y=-4, z=6$.
$\int$ By Probiem 1.106, an equation of H is $x / 3-y / 4+z / 6=1$, or $4 x-3 y+2 z=12$. Hence $\alpha=$ $[4,-3,2]$ is normal to H . [Note that any scalar multiple of a normal is alse a normal.]
1.108 The line $\mathbf{L}$ in $\mathbf{R}^{n}$ passing through the point $P\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and in the direction of the nonzero vector $u=\left[u, u_{2}, \ldots, u_{n}\right]$ consists of the points $X\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ which satisfy

$$
X=P+t u \quad \text { or } \because\left\{\begin{array}{c}
x_{1}=a_{1}+u_{1} t  \tag{1}\\
x_{2}=a_{2}+u_{2} t \\
\cdots \cdots \cdots \cdots \\
x_{n}=a_{n}+u_{n} t
\end{array} .\right.
$$

where the parameter. 1 take's on all real numbers. [See Fig. 1-9.] Find a parametric representation (1) of the line in $\mathbf{R}^{1}$ passing through $P(4,-2,3,1)$ in the direction $u=\{2,5,-7,11]$.

I

$$
\left\{\begin{array}{l}
-x=4+2 t \\
y=-2+5 t \\
z=3-7 t \\
w=1+11 t
\end{array} \text { or } \quad(4+2 t,-2+5 t, 3-7 t, 1+11 t)\right.
$$

Fig. 1-9
1.109 Find the parametric representation of the line in $\mathbf{R}^{2}$ passing through the point $P(2,5)$ and in the direction $u=\{-3,4]$.
1 Use (1) of Problem 1.108 to obtain $x=2-3 t, y=5+4 t$.
1.110 . Find a parametric equation of the line in $R^{3}$ passing through the points $P(S, 4,-3)$ and $Q(1,-3,2)$.
$I$ First compute $u=\overrightarrow{P Q}=[1-5 ;-3-4,2-(-3)]=\{-4,-7,5]$. Then use (1) of Problem 1.108: $x=5-41, \quad y=4-7 t, \quad z=-3+5 t$.
1.111 Give nonparamerric equations for the lines of (a) Probiem 1.109, (b) Problem 1.110 .

I Solve each coordinate equation for $t$ and equate the results
(a)

$$
\frac{x-2}{-3}=\frac{y-5}{4} \quad \text { or } \quad 4 x-8=-3 y+15 \quad \text { or } \quad 4 x+3 y=23
$$

(b)

$$
\frac{x-5}{-4}=\frac{y-4}{-7}=\frac{z+3}{5}
$$

or the pair of linear equations $7 x-4 y=19$ and $5 x+4 z=13$.
1.112 Find a parametric equation of the line in $\mathbf{R}^{3}$ perpendicular to the plane $2 x-3 y+7 z=4$ and intersecting the plane at the point $P(6,5,1)$.
I Since the line is perpendicular to the plane, il must be in the direction of the normal vector, $\alpha=$ $[2,-3,7\}$. Hence, $x=6+2 t, y=5-3 t, z=1+7 t$.

### 1.9 COMPLEX NUMBERS

In the following group of problems, $C$ denotes the set of complex numbers; $z$ and $w$ denote complex numbers (elements of $C$ ); $a, b, x, y$ denote real numbers (elements of $\mathbf{R}$ ); and $i=\sqrt{-1}$ (meaning that $i^{2}=-1$ ).
1.113 If $z=2+3 i$ and $w=5-2 i$, find (a) $z+w,(b) z-w,(c) z w$.

I Use the ordinary rules of algebra together with $i^{2}=-1$ to obiain a result in the standard form $a+$
bi. (a) $\quad z+w=2=3 i+4+5 i=6+2 i$; (b) $z-w=(2+3 i)-(5-2 i)=2+3 i-5+2 i=-3+5 i$;
(c) $2 w=(2-3 i)(4+5 i)=8-12 i+10 i-15 i^{2}=23-2 i$.
1.114 Simplify: (a) $i^{14}, i^{3}, i^{4}$; (b) $i^{5}, i^{6}, i^{7}, i^{8}$.

I (a) $\quad i^{0}=1, \quad i^{3}=i^{2}(i)=(-1)(i)=-i, \quad i^{4}=\left(i^{2}\right)\left(i^{2}\right)=(-1)(-1)=1$
(b) $i^{5}=\left(i^{4}\right)(i)=(1)(i)=i, \quad i^{6}=\left(i^{4}\right)\left(i^{2}\right)=(1)\left(i^{2}\right)=i^{2}=-1, \quad i^{2}=i^{3}=-i, \quad i^{4}=i^{4}=1$.
1.115 Simplify: (a) $(5+3 i)(2-7 i), \quad(b) \quad(4-3 i)^{2},(c)(1+2 i)^{2}$.

I (a) $(4-3 i)^{2}=16-24 i+9 i^{2}=7-24 i ; \quad$ (b) $\quad(5+3 i)(2-7 i)=10+6 i-35 i-21 i^{2}=31-29 i$;
(c) $(1+2 i)^{3}=1+6 i+12 i^{2}+8 i^{3}=1+6 i-12-8 i=-11-2 i$.
1.116 Simplify: (a) $i^{39}$, (b) $i^{179}$, (c) $i^{252}$, (d) $i^{317}$
( (a) $\cdot i^{3 y}=i^{9-9+3}=\left(i^{4}\right)^{9} i^{3}=1^{9} i^{3}=i^{3}=-i$;
(b) $i^{174}=i^{2}=-1$;
(c) $i^{252}=i^{0}=1$;
(d) $i^{317}=i^{1}=i$.
1.117. Let $z=a+b i$. Then $a=\operatorname{Re} z$ and $b=\operatorname{lm} z$ are called, respectively, the real and imaginary parts of z. The complex conjugate of $\bar{x}$ is denoted and defined by

$$
\bar{z}=a-b i \equiv \operatorname{Re} z-i \operatorname{lm} z \quad \text { or } \quad \operatorname{Re} \overline{\bar{x}}=\operatorname{Re} z \quad \operatorname{lm} \bar{z}=-\operatorname{lm} z
$$

Find the complex conjugates of (a). $6+4 i$, (b) $7-5 i$, (c) $4+i$, (d) $-3-i$.
$\int$ (a) 6-4i;
(b) $7+5 i$
(c) $4-i$
(d) $-3+i$
1.118 Prove that $z$ is a real number iff $z=\bar{z}$.
f $\operatorname{Im} z \equiv \frac{1}{2 i}(\bar{z}-\bar{z})$ vanishes iff $z=\bar{z}$.
1.119 Show that $z \bar{z}$ is real and nonnegative.

$$
z \bar{z}=(\operatorname{Re} z+i \operatorname{lm} z)(\operatorname{Re} z-i \ln z)=(\operatorname{Re} z)^{2}+(\operatorname{lm} z)^{2} \geq 0
$$

1.120 The absolute value of a complex number $z$ is defined by $|z|=\sqrt{z \bar{z}}$. Evaluate $|z|$ when (a). $z=3+4 i$,
(b) $z=5-2 i$,
(c) $z=-7+i$,
(d) $z=-1-4 i$.

I Use the expression of Problem 1.119.
(a) $z \bar{z}=3^{2}+4^{2}=25,|\bar{z}|=\sqrt{25}=5$
(b) $z \bar{z}=5^{2}+(-2)^{2}=29,|z|=\sqrt{26}$
(c) $z \bar{z}=(-7)^{2}+1^{2}=50,|z|=\sqrt{50}=5 \sqrt{2}$
(d) $z \bar{z}=(-1)^{2}+(-4)^{2}=17,|z|=\sqrt{17}$
1.121 Prove that $|\bar{z}|=|z|$.

1 From Problem 1.117 it is clear that $\bar{z}=z$. Hence,

$$
|\bar{z}|=\sqrt{\bar{z} \overline{\bar{z}}}=\sqrt{\bar{z} \bar{z}}=\sqrt{z \bar{z}}=|z|
$$

1.122 Express in the form $a+b i$ :

$$
\begin{array}{ll}
\text { (a) } \frac{1}{3-4 i} & \text { (b) } \cdot \frac{2-7 i}{5+3 i}
\end{array}
$$

| To simplify a fraction $z / w$ of the complex numbers, multiply both numerator and denominator by $\bar{w}$, the . conjugate of the denominator.
(a) $\frac{1}{3-4 i}=\frac{(3+4 i)}{(3-4 i)(3+4 i)}=\frac{3+4 i}{25}=\frac{3}{25}+\frac{4}{25} i$
(b) $\frac{2-7 i}{5+3 i}=\frac{(2-7 i)(5-3 i)}{(5+3 i)(5-3 i)}=\frac{-11-41 i}{34}=-\frac{11}{34}-\frac{41}{34} i$.
1.123 Compute $\operatorname{lm}\left(\frac{1}{2-3 i}\right)^{2}$.
$\boldsymbol{I}\left(\frac{1}{2-3 i}\right)^{2}=\frac{1}{-5-12 i}=\frac{(-5+12 i)}{(-5-12 i)(-5+12 i)}=\frac{-5+12 i}{.169}=-\frac{5}{169}+\frac{12}{169} i$
and so

$$
\operatorname{Im}\left(\frac{1}{2-3 i}\right)^{2}=\frac{12}{169}
$$

1.124. Describe the geometrical repriesentation of the complex number system C. [Such a representation is called the complex plane.]
I Each complex number $z=a+b i$ is identified with the point $P(a, b)$ in the cartesian plane, and vice versa. [See Fig. 1-10.] The $x$-axis [horizontal axis] is called the real axis, since its points correspond to those complex numbers $z=a+0 i=a$ which are real numbers; and the $y$-axis (vertical axis) is called the imaginary axis, since its points correspond to those complex numbers $z=0+b i=b i$ which are pure imaginary. Also, $|z|=\left(a^{2}+b^{2}\right)^{1 / 2}$ is equal to the distance from the origin $O$ to the point $z=P(a, b)$.


Fig. 1-10
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1.125 Describe the geometrical relationship between the points $z$ and $\bar{z}$ of the complex plane.

I They are mirror images of each other in the real axis.
1.126 Repeat Problem 1. 125 for the points $z$ and $i \bar{z}$.

If $z=a+b i$, then $i \tilde{z}=i(a-b i)=i a-b i^{2}=b+a i$. Thus the two representative points, $P(a, b)$ and $\phi(b, a)$, are mirror images in the $45^{\circ}$ line $\operatorname{Re} z=\operatorname{Im} z$..
1.127 Suppose $z \neq 0$. Show that $\bar{z}=z^{-1}$ if and only if $z$ lies on the unit circle in the complex plane $C$.

I $\bar{z}=z^{-1}$ iff $z \bar{z}=1$ iff $|z|=1$, which gives the result.

In Problems 1.128-1.130, $z=a+b i$ and $w=c+d i$.
1.128 Prove: $\overline{z+w}=\bar{z}+\bar{w}$.
I. $\overline{z+\omega}=\overline{(a+b i)+(c+d i)}=\overline{(a+c)+(b+d) i}=(a+c)-(b+d) i$

$$
=a+c-b i-d i=(a-b i)+(c-d i)=\bar{z}+\bar{w}
$$

1.129 Prove: $\overline{z w}=\bar{z} \bar{w}$.
I.

$$
\begin{aligned}
\overline{z w} & =\overline{(a+b i)(c+d i)}=\overline{(a c-b d)+(a d+b c) i} \\
& =(\bar{a} \dot{c}-b d)-(a d+b c) i=(a-b i)(c-d \bar{i})=\bar{z} \bar{w}
\end{aligned}
$$

1. 130 Prove: $\overline{\bar{z}}=z$.

I

$$
\overline{\bar{z}}=\overline{\overline{a+b i}}=\overline{a-b i}=a-(-b) i=a+b i=z
$$

$1.131^{\text {S }}$ Show that $|\bar{z}|=|z|$.
$\int|\bar{z}|^{2}=\bar{z} \bar{z}=\bar{z} z=z \bar{z}=|z|^{2}$; hence $|\bar{z}|=|z|$.
1.132 Prove: $|z w|=|z||w|$.

I By Problem 1.129,

$$
|z w|^{2}=(z w)(\overline{z \bar{w}})=(z w)(\bar{z} \bar{w})=(z \bar{z})(w \bar{w})=|z|^{2}|w|^{2}
$$

Now take square roals.

- 1.133 Prove: $z w=0$ iff $z=0$ or $i v=0$. [Thus C has no zero divisors.]

1 Use Problem 1. 132 fand the fact that $a b=0$ iff $a=0$ or $b=0$ in $\mathbf{R}$ ]:

$$
z w=0 \text { iff. }|z w|=0 \text { iff }|z||w|=0 \text { iff }|x|=0 \text { or }|w|=0 \text { iff } z=0 \text { or } w=0
$$

1.134 Prove: For any complex numbers $z, w \in C:|z+w| \leq|z|+|w|$.

1 Let $z=a+b i$ and $w=c+d i$, where $a, b, c, d \in \mathbf{R}$. Consider the vectors $u=(a, b)$ and $v=(c, d)$ in $\mathbf{R}^{\mathbf{2}}$. Note that

$$
\begin{gathered}
|z|=\sqrt{a^{2}+b^{2}}=\|u\| . \quad|u|=|w|=\sqrt{c^{2}+d^{2}}=\|v\| \\
|z+w|=|(a+c)+(b+d)|=\sqrt{(a+c)^{2}+(b+d)^{2}}=\|(a+c, b+d)\|=\|u+u\|
\end{gathered}
$$

and
By Minkowski's inequality (Probtem 1.21). $\# a+v \# \leq\|x\|+\|v\|$ and sa

$$
k+u\}=\left|a+v_{n}\right| \leq\|u\|+\| z|=|x| F+|w|
$$
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### 1.10 VECTORS IN C"

In Problems $1.135-1.138, u=(3-2 i, 4 i, 1+6 i)$ and $v=(5+i, 2-3 i, 5)$ in $C^{3}$.
1.135 Find $u+v$.

I Add corresponding components: $u+v=(8-i, 2+i, 6+6 i)$.
1.136 Find fiu.

I Multiply each component of $u$ by the scalar $4 i$ : $4 i u=(8+12 i,-16,-24+4 i)$.
1.137 Find ( $1+i$ ) $u$.
I. Multiply each component of $v$ by the scalar $1+i$ :

$$
(1+i) v=\left(5+6 i+i^{2}, 2-i-3 i^{2}, 5+5 i\right)=(4+6 i, 5-i, 5+5 i)
$$

1.138 Find $(1-2 i) u+(3+i) v$.

I First perform the scalar multiplications and then the vector addition: $(1-2 i) u+(3+i) v=$ $(-1-8 i, 8+4 i, 13+4 i)+(14+8 i, 9-7 i, 15+5 i)=(13,17-3 i, 28+9 i)$.

Problems 1.139-1.142 refer to the vectors $u=(7-2 i, 2+5 i)$ and $v=(1+i,-3-6 i)$ in $C^{2}$.
1.139 Find $u+v$.

I $u+v=(7-2 i+1+i, 2+5 i-3-6 i)=(8-i,-1-i)$
1.140 Find $2 i u$.

I $2 i u=\left(14 i-4 i^{2}, 4 i+10 i^{2}\right)=(4+14 i,-10+4 i)$
1.141 Find (3-i) $v$.
I. $(3-i) v=\left(3+3 i-i-i^{2},-9-18 i+3 i+6 i^{2}\right)=(4+2 i,-15-15 i)$
1.142 Find $(1+i) u+(2-i) u$.

I $(1+i) u+(2-i) v=(9+5 i,-3+6 i)+(3+i,-12-3 i)=(12+6 i,-15+3 i)$

### 1.11 DOT (INNER) PRODUCT IN C ${ }^{n}$

1.143 Suppose $u=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ and $v=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ are vectors in $C^{n}$. The dot or inner product of $u$ and $v$ is defined as

$$
u \cdot \dot{v}=\sum_{k=1}^{n} z_{k} \bar{w}_{k}
$$

Show that this definition reduces to the one for $\mathbf{R}^{\mathbf{n}}$ when all the components are real.
I By Problem 1.118, $w_{k}$ is real if and only if $\bar{w}_{k} \simeq w_{k}$. Accordingly, when all $z_{k}$ and $w_{k}$ are real,

$$
u \cdot v=\sum_{k=1}^{n} z_{k} w_{k}
$$

which is the same real number as is piven by Problem 1.45.
1.144 Let $u=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ belong to $C^{n}$. The norm or length of $u$, is defined by

$$
\|u\|=\sqrt{u \cdot u}=\sqrt{z_{1} \overline{\bar{z}}_{1}+z_{2} \overline{\bar{z}}_{2}+\cdots+z_{n} \overline{\bar{z}_{n}}}
$$

Show that $\|u\|$ is real and nonnegative.
I By Problem 1.119, each $z_{k} \bar{z}_{k}$ is real and nonnegative. Hence the sum is real and nonnegative, and the square root is real and nonnegative.
1.145 Find $u \cdot v$ and $v \cdot u$, where $u=(1-2 i, 3+i)$ and $v=(4+2 i, 5-6 i)$ are vectors in $C^{2}$.

1 Recall that the conjugates of the components of the second vector appear in the dot product.

$$
\begin{aligned}
u \cdot v & =(1-2 i)(\overline{4+2 i})+(3+i)(\overline{5-6 i}) \\
& =(1-2 i)(4-2 i)+(3+i)(5+6 i)=-10 i+9+13 i \\
v \cdot u & =(4+2 i)(\overline{1-2 i})+(5-6 i)(\overline{3+i}) \\
& =(4+2 i)(1+2 i)+(5-6 i)(3-i)=10 i+9-23 i=9-13 i
\end{aligned}
$$

Note that $v \cdot u=\overline{u \cdot v}$. This is true in general, as proved in Problem 1.152.
$1.146 \cdot$ Find $u \cdot v$ and $v \cdot u$, if $u=(3-2 i, 4 i, 1+6 i)$ and $v=(5+i, 2-3 i, 7+2 i)$ are vectors in $C^{3}$.
1

$$
\begin{aligned}
u \cdot v & =(3-2 i)(\overline{5+i})+(4 i)(\overline{2-3 i})+(1+6 i)(\overline{7+2 i}) \\
& =(3-2 i)(5-i)+(4 i)(2+3 i)+(1+6 i)(7-2 i)=20+35 i \\
v \cdot u & =(5+i)(\overline{3-2 i})+(2-3 i)(\overline{4 i})+(7+2 i)(\overline{1+6 i}) \\
& =(5+i)(3+2 i)+(2-3 i)(-4 i)+(7+2 i)(1-6 i)=20-35 i=\bar{u} \cdot v
\end{aligned}
$$

1.147 Find $\forall u \|$ for $u=(3+4 i, 5-2 i, 1-3 i)$ in $C^{3}$.
I. $\|u\|^{2}=u \cdot u=z_{1} \bar{x}_{1}+z_{2} \bar{z}_{2}+z_{3} \bar{z}_{3}=\left[(3)^{2}+(4)^{2}\right]+\left[(5)^{2}+(-2)^{2}\right]+\left\{(1)^{2}+(-3)^{2}\right]=64$; so $\|u\|=8$.
1.148 Find $\|u\|$ for $u=\left(4-i_{x} 2 i, 3+2 i, 1-5 i\right)$ in $C^{4}$.

1 $\quad\|u\|^{2}=\left[4^{2}+(-1)^{2}\right]+\left\{2^{2}\right\}+\left\{3^{2}+2^{2}\right]+\left[1^{2}+(-5)^{2}\right]=60 \quad$ or $\quad\|u\|=\sqrt{60}=2 \sqrt{15}$
1.149 For $u=(7-2 i, 2+5 i)$ and $v=(1+i,-3-6 i)$ in $C^{2}$, find (a) $u \cdot v,(b)\|u\|,(c)\|v\|$.
$\boldsymbol{I}$ (a) $u \cdot v=(7-2 i)(\overline{1+i})+(2+5 i)(\overline{-3-6 i})$
$=(7-2 i)(1-i)+(2+5 i)(-3+6 i)=5-9 i-36-3 i=-31-12 i$
(b) $\|u\|=\sqrt{7^{2}+(-2)^{2}+2^{2}+5^{2}}=\sqrt{82}$
(c) $\|v\|=\sqrt{1^{2}+\mathrm{J}^{2}+(-3)^{2}+(-6)^{2}}=\sqrt{47}$
1.150 Find $u \cdot v$ for $u=(2+3 i, 4-i, 2 i)$ and $u=(3-2 i, 5,4-6 i)$ in $C^{3}$.

$$
\begin{aligned}
u \cdot v & =(2+3 i)(\overline{3-2 i})+(4-i)(\overline{5})+(2 i)(\overline{4-6 i}) \\
& =(2+3 i)(3+2 i)+(4-i)(5)+(2 i)(4+6 i)=13 i+20-5 i-12+8 i=8+16 i
\end{aligned}
$$

1.151 Find $u \cdot u$ and $\|u\|$ for $u=(2+3 i, 4-i, 2 i)$ in $C^{3}$.
$1 \quad \therefore u \cdot u=(2+3 i)(\overline{2+3 i})+(4-i)(\overline{4-i})+(2 i)(\overline{2 i})$

$$
=(2+3 i)(2-3 i)+(4-i)(4+i)+(2 i)(-2 i)=13+17+4=34
$$

so $\|u\|=\sqrt{u \cdot u}=\sqrt{34}$.
1.152 Prove that $u \cdot v=\overline{v \cdot u}$, for arbitraty $u, v$ in $\mathrm{C}^{\prime}$.

I Apply Problems 1.128-1.130 to the definition of Problem 1.143:

$$
\overline{u \cdot v}=\overline{\sum \sum z_{k} \overline{v i}_{k}}=\sum \bar{z}_{k} m_{k}=\sum w_{k} \bar{z}_{k}=v \cdot u
$$

Now interchange $u$ and $v$ for take conjugates of both sides\}.
1.153 Prove that $(z u) \cdot v=z(u \cdot v)$. for arbitrary $u, v$ in $C^{n}$ and arbitrary $z$ in $C$.

1 Since $z u=\left(z z_{1}, z z_{2}, \ldots, z z_{n}\right) \cdot(z u) \cdot v=z z_{1} \bar{w}_{1}+2 z_{2} \overline{\bar{n}}_{2}+\cdots+z \bar{z}_{n} \bar{w}_{n}=z\left(z_{1} \bar{u}_{1}+z_{2} \bar{w}_{2}+\cdots+z_{n} \bar{w}_{n}\right)=$ $z(u \cdot v)$ or in the notatior of Problem 1.443,

$$
(z H) \cdot v=\sum\left(z z_{k}\right) \bar{w}_{k}=x\left(\sum \tilde{z}_{k} \bar{w}_{k}\right)=z(u \cdot v)
$$
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1.154 Prove that $u \cdot(z v)=\bar{z}(u \cdot v)$.

I By Problems 1.152 and 1.153,

$$
u \cdot(z v)=\overline{(z v) \cdot u}=\overline{z(v \cdot u)}=\bar{z}(\overline{v \cdot u})=\bar{z}(u \cdot v)
$$

1.155 Let $u_{1}=\left(z_{1}, z_{2}, \ldots, z_{n}^{\prime}\right), u_{2}=\left(z_{1}^{\prime}, z_{3}^{\prime}, \ldots, z_{n}^{\prime}\right)$, and $v=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$. Prove:

$$
\left(u_{1}+u_{2}\right) \cdot v=u_{1} \cdot v+u_{2}^{-} \cdot v
$$

$\int$ Because $u_{1}+u_{2}^{\prime}=\left(z_{1}+z_{1}^{\prime}, z_{2}+z_{2}^{\prime}, \ldots, z_{n}+z_{n}^{\prime}\right)$,

$$
\left(u_{1}+u_{2}\right) \cdot v=\sum_{k=1}^{n}\left(z_{k}+z_{k}^{\prime}\right) \bar{w}_{k}=\sum_{k=1}^{n}\left(z_{k} \bar{w}_{k}+z_{k}^{\prime} \bar{w}_{k}\right)=\sum_{k=1}^{n} z_{k} \bar{w}_{k}+\sum_{k=1}^{n} z_{k}^{\prime} \bar{w}_{k}=u_{1} \cdot v+u_{2} \cdot v
$$

1.156 For $u, v_{1}$, and $v_{2}$ in $C^{n}$, prove: $u \cdot\left(v_{1}+v_{2}\right)=u \cdot v_{1}+u \cdot v_{2}$.
$\boldsymbol{I} \quad u \cdot\left(v_{1}+v_{2}\right)=\overline{\left(v_{1}+v_{2}\right) \cdot u}=\overline{v_{1} \cdot u+v_{2} \cdot u}=\overline{v_{1} \cdot u}+\overline{v_{2} \cdot u}=u \cdot v_{1}+u \cdot v_{2}$
1.157 Suppose that $u_{1}, u_{2}, \ldots, u_{p}, v_{1}, v_{2}, \ldots, v_{q}$ belong to $\mathbf{C}^{n}$ and that $z_{1}, z_{2}, \ldots, z_{p}, w_{1}, w_{2}, \ldots, w_{p}$ belqug to C. Prove

$$
\left(\sum_{j=1}^{p} z_{j} u_{j}\right) \cdot\left(\sum_{k=1}^{q} w_{k} v_{k}\right)=\sum_{i=1}^{p} \sum_{k=1}^{q} z_{j} \bar{v}_{k}\left(u_{j}-v_{z}\right)
$$

(bilinearity of the inner producl).
IIn $\mathbf{R}^{n}$ we have $u-k v=k(u \cdot v)$; while in $\mathbf{C}^{n}, u \cdot k v=\bar{k}(u \cdot v)$. The distributive laws are identical for both spaces. It follows that the bilinearity formula of Problem 1.57 holds in $\mathbf{C}^{n}$ if the $b_{k}$ in the double sum are replaced by their conjugates $\bar{b}_{k}$.

### 1.12 CROSS PRODUCT

The cross product is defined only for vectors in $\mathbf{R}^{3}$.
1.158 Evaluate the following determinants of order two:
(a) $\left|\begin{array}{ll}3 & 4 \\ 5 & 9\end{array}\right|$
(b) $\left|\begin{array}{rr}2 & -1 \\ 4 & 3\end{array}\right|$
(c) $\left|\begin{array}{rr}4 & 5 \\ 3 & -2\end{array}\right|$
I
(a) $\left|\begin{array}{ll}3 & 4 \\ 5 & 9\end{array}\right|=(3)(9)-(4)(5)=7$
(b) $\left|\begin{array}{rr}2 & -1 \\ 4 & 3\end{array}\right|=6+4=10$
(c) $\left|\begin{array}{rr}4 & 5 \\ 3 & -2\end{array}\right|=-8-15=-23$
1.159 Evaluate the negatives of the following determinants of order two:
(a) $\left|\begin{array}{ll}3 & 6 \\ 4 & 2\end{array}\right|$
(b) $\left|\begin{array}{rr}7 & -5 \\ 3 & 2\end{array}\right|$
(c) $\left|\begin{array}{ll}4 & -1 \\ 8 & -3\end{array}\right|$
(d) $\left|\begin{array}{rr}-4 & -3 \\ 6 & -2\end{array}\right|$
|Hint: $-\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|=-(a d-b c)=b c-a d$, the product $b c$ of the nondiagonal elements minus the product ad of the diagonal elements, called taking the determinant backward.]
(a) $-\left|\begin{array}{ll}3 & 6 \\ 4 & 2\end{array}\right|=(6)(4)-(3)(2)=18$
(b) $-\left|\begin{array}{rr}7 & -5 \\ 3 & 2\end{array}\right|=-15-14=-29$
(c) $-\left|\begin{array}{ll}4 & -1 \\ 8 & -3\end{array}\right|=-8+12=4$
(d) $\left|\begin{array}{rr}-4 & -3 \\ 2 & -2\end{array}\right|=-18-8=-26$
1.160 Let $u=\left(a_{1}, a_{2}, a_{3}\right)$ and $v=\left(b_{1}, b_{2}, b_{3}\right)$ be vectors in $R^{3}$. Define the cross product of $u$ and $v$, denoted $u \times v$.
1 The cross product is the vector $u \times v \equiv\left(a_{2} b_{3}-a_{3} b_{2}, a_{3} b_{1}-a_{1} b_{3}, a_{1} b_{2}-a_{2} b_{1}\right)$. The components of $u \times v$ may be expressed as determinants, as follows. Put the vector $v=\left(b_{1}, b_{2}, b_{3}\right)$ under the vector $u=\left(a_{1}, a_{2}, a_{3}\right)$ to form the array

Then

$$
\left.\left.\begin{array}{c}
\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right) \\
n \times v=\left(\left\lvert\, \begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} \\
b_{1}
\end{array} b_{2}\right.\right. \\
b_{3}
\end{array}|,-| \begin{array}{ll}
a_{1} & {\left[\begin{array}{ll}
a_{2} \\
b_{1} & a_{3} \\
b_{2}
\end{array}\right]} \\
b_{3}
\end{array}\right], \left\lvert\, \begin{array}{lll}
a_{1} & a_{2} \\
b_{1} & b_{2} & {\left[\left.\begin{array}{l}
a_{3} \\
b_{3}
\end{array} \right\rvert\,\right.}
\end{array}\right.\right)
$$

That is, cover the first column of the array and take the determinant to obtain the first component of $u \times v$; cover the second column and take the determinant backward to obtain the second component; and cover the third column and take the determinant to obtain the third component.
1.161 Find $u \times v$; where $u=(1,2,3)$ and $v=(4,5,6)$.

1.162 Find $u \times v$, where $u=(7,3,1)$ and $v=(1,1,1)$.

1.163 Find $u \times v$, where $u=(-4,12,2)$ and $v=(6,-18,-3)$.

Observe here that $v=-\frac{3}{2} u$; refer to Problem 1.171.
In Problems 1.164-1.169, $\mu=\left(a_{1}, a_{2}, a_{3}\right), \quad u=\left(b_{1}, b_{2}, b_{3}\right), \quad$ and $w=\left(c_{1}, c_{2}, c_{3}\right)$ are vectors in $\mathbf{R}^{3}$, and $k \in \mathbf{R}$.
1.164 Prove: $u \times v=-(v \times u)$.
$u \times v=\left(a_{2} b_{3}-a_{3} b_{2}, a_{3} b_{1}-a_{1} b_{3}, a_{1} b_{2}-a_{2} b_{1}\right)$. Then

$$
\begin{aligned}
-(v \times u) & =-\left(b_{2} a_{3}-b_{3} a_{2}, b_{3} a_{1}-b_{1} a_{3}, b_{1} a_{2}-b_{2} a_{1}\right) \\
& =\left(b_{3} a_{2}-b_{2} a_{3}, b_{1} a_{3}-b_{3} a_{1}, b_{2} a_{1}-b_{1} a_{2}\right)=u \times v
\end{aligned}
$$

1.165 Prove: $(k u) \times v=k(u \times v)=u \times(k v)$.
| $k u=\left(k a_{1}, k a_{2}, k a_{3}\right) ;$ hence,

$$
\begin{aligned}
(k u) \times u & =\left(k a_{1} b_{2}-k a_{2} b_{1}, k a_{3} b_{1}-k a_{1} b_{3}, k a_{1} b_{2}-k a_{2} b_{1}\right) \\
& =k\left(a_{1} b_{2}-a_{2} b_{1}, a_{3} b_{1}-a_{1} b_{3}, a_{1} b_{2}-a_{2} b_{1}\right)=k(u \times v)
\end{aligned}
$$

Similarly, $\quad u \times(k v)=k(u \times v)$.
1.166 Prove: $u \times(v+w)=(u \times v)+(u \times w)$.

1 The proof follows at once from the definition of vector addition and the fact that the components of a cross product are linear in the components of either vector.
1.167

Prove: $(v+w) \times u=(v \times u)+(w \times u)$.

- By Problems 1.164 and 1.166;

$$
(v+w) \times u=-\{u \times(v+w)\}=-\{(u \times v)-(u \times w)\}=-(u \times v)-(u \times w)\}=(a \times u)+(w \times u)
$$

1.168

Prove: $(u \times v) \times w=(u \cdot w) v-(v \cdot w) u$.
I Here $u \cdot w=a_{1} c_{1}+a_{2} c_{2}+a_{3} c_{3}$ and $v \cdot w=b_{1} c_{1}+b_{2} c_{2}+b_{3} c_{3}$. Let $(u \cdot w) v-(v \cdot w) u=\left(x_{1}, x_{2}, x_{3}\right)$; then

$$
x_{1}=\left(a_{1} c_{1}+a_{2} c_{2}+a_{3} c_{3}\right) b_{1}-\left(b_{1} c_{1}+b_{2} c_{2}+b_{3} c_{3}\right) a_{1}=\left(a_{2} c_{2}+a_{3} c_{3}\right) b_{1}-\left(b_{2} c_{2}+b_{3} c_{3}\right) a_{1}
$$

Similarly,

$$
x_{2}=\left(a_{1} c_{1}+a_{3} c_{3}\right) b_{2}-\left(b_{1} c_{1}+b_{3} c_{3}\right) a_{2} \quad x_{3}=\left(a_{1} c_{1}+a_{2} c_{2}\right) b_{3}-\left(b_{1} c_{1}+b_{2} c_{2}\right) a_{3}
$$

Write $(u \times v) \times w=\left(y_{1}, y_{2}, y_{3}\right)$; then

$$
\begin{aligned}
y_{1} & =\left(a_{3} b_{1}-a_{1} b_{3}\right) c_{3}-\left(a_{1} b_{2}-a_{2} b_{1}\right) c_{2}=a_{3} b_{1} c_{3}-a_{1} b_{3} c_{3}-a_{1} b_{2} c_{2}+a_{2} b_{1} c_{2} \\
& =b_{1}\left(a_{3} c_{3}+a_{2} c_{2}\right)-a_{1}\left(b_{3} c_{3}+b_{2} c_{2}\right)
\end{aligned}
$$

Thus, $y_{1}=x_{1}$ - Similarly, $y_{2}=x_{2}$ and $y_{3}=x_{3}$.
1.169 Prove: $\boldsymbol{u} \times \boldsymbol{v}$ is orthogonal to both $\boldsymbol{u}$ and $\boldsymbol{v}$.

1

$$
\begin{aligned}
u \cdot(u \times v) & =a_{1}\left(a_{2} b_{3}-a_{3} b_{2}\right)+a_{2}\left(a_{3} b_{1}-a_{1} b_{3}\right)+a_{3}\left(a_{1} b_{2}-a_{2} b_{1}\right) \\
& =a_{1} a_{2} b_{3}-a_{1} a_{3} b_{2}+a_{2} a_{3} b_{1}-a_{1} a_{2} b_{3}+a_{1} a_{3} b_{2}-a_{2} a_{3} b_{1}=0
\end{aligned}
$$

Thus, $u \times v$ is orthogonal to $u$. Similarly, $u \times v$ is orihogonal to $v$.
1.170 Show that $u \times u=0$ for any vector $u$.
$\int$ By Problem 1.164, $u \times u=-(u \times u)$. Hence $u \times u=0$.
1.171 Show that two vectors in $\mathbf{R}^{3}$ are linearly dependent if and only if their cross product is the zero vector.

I Linear dependence of two vectors $u$ and $v$ means that either $u=k v$, for some scalar $k$, or $v=l u$, for some scalar $l$. Suppose, then, that $u=k v$; by Problems 1.165 and 1.170, $u \times v=(k v) \times v=$ $k(v \times v)=k 0=0$, with the same result if $v=l u$. Conversely, suppose that $u \times v=0$. If $u=0$, then $u=k v$, for $k=0$. If $u \neq 0$, set $. w=u$ in Problem 1.168 to obtain

$$
0=(u \cdot u) v-(v \cdot u) u \quad \text { or } \quad v=\frac{v \cdot u}{u \cdot u} u \equiv l u
$$

1.172 Find a unit vector $u$ orthogonal to $v=(1,3,4)$ and $w=(2,-6,5)$.

1 In view of Problem 1.169, first find $v \times w$. The array

$$
\left(\begin{array}{rrr}
1 & 3 & 4 \\
2 & -6 & -5
\end{array}\right) \text { gives } v \times w=(-15+24,8+5,-6-6)=(9,13,-12)
$$

Now: normalize $v \times w$ to get $u=(9 / \sqrt{394}, 13 / \sqrt{394},-12 / \sqrt{394})$ :

Problems 1.173-1.176 refer to the points $P_{1}(1,2,3), P_{2}(2,5,-1)$, and $P_{3}(5,3,1)$ in $\mathbf{R}^{\mathbf{3}}$.
1.173 Find the directed line segment (vector) $u$ from $P_{1}$ to $P_{2}$.

$$
\text { I } u=P_{2}-P_{1}=(2,5,-1)-(1,2,3)=(1,3,-4)
$$

1.174 Find the directed line segment (vector) $v$ from $P_{1}$ to $P_{3}$.

$$
\boldsymbol{I} v=P_{3}-P_{1}=(5,3,1)-(1,2,3)=(4,1,-2) .
$$

1.175 Find a vector $w$ normal to the plane $H$ containing the points $P_{1}, P_{2}$, and $P_{3}$.

1 H contains the vectors $u$ and $v$ determined above. Hence $u \times v$ is normal to $H$. The array

$$
\left(\begin{array}{lll}
1 & 3 & -4 \\
4 & 1 & -2
\end{array}\right) \quad \text { gives } \quad w=u \times v=(-6,+4,-16+2,1-12)=(-2,-14,11)
$$

:
1.176 Give an equation for the plane $\mathbf{H}$ of Problem 1.175.

I Use the point $P_{1}(1,2,3)$ and the normal direction $w$ to obtain

$$
-2(x-1)-14(y-2)-11(z-3)=0 \quad \text { or } \quad 2 x+14 y+11 z=63
$$

1.177 Prove Lagrange's identity, $\|u \times v\|^{2}=(u \cdot u)(v \cdot v)-(u \cdot v)^{2}$.

F If $u=\left(a_{1}, a_{2}, a_{3}\right)$ and $v=\left(b_{1}, b_{2}, b_{3}\right)$, then

$$
\begin{gather*}
\|u \times v\|^{2}=\left(a_{2} b_{3}-a_{3} b_{2}\right)^{2}+\left(a_{3} b_{1}-a_{1} b_{3}\right)^{2}+\left(a_{1} b_{2}-a_{2} b_{1}\right)^{2}  \tag{1}\\
(u \cdot u)(v \cdot v)-(u \cdot v)^{2}=\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)\left(b_{3}^{2}+b_{2}^{2}+b_{3}^{2}\right)-\left(a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}\right)^{2} \tag{2}
\end{gather*}
$$

Expansion of the right-hand sides of (1) and (2) establishes the identity.
1.178 Show that $\|u \cdot v\|=\|u\|\|v\| \sin \theta$, where $\theta$ is the angle between $u$ and $v$.
\| By Problem 1.79, $u-v=\|u\|\|v\| \cos \theta$. Then, by Problem 1.177,

$$
\|u \times v\|^{2}=\|u\|^{2}\|v\|^{2}-\|u\|^{2}\|v\|^{2} \cos ^{2} \theta=\|u\|^{2}\|v\|^{2}\left(1-\cos ^{2} \theta\right)=\|u\|^{2}\|v\|^{2} \sin ^{2} \theta
$$

Taking square roots gives us our result.

This chapter uses letters $A, B, C, \ldots$ to denote matrices and lowercase letters $a, b, c, x, y, \ldots$ to denote scalars.- Unless otherwise stated or implied, scalars will be real numbers; in other words, the matrices will be over $\mathbf{R}$.

### 2.1 MATRICES

2.1 Find the rovs, columns and size of the matrix $A=\left(\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6\end{array}\right)$.

The rows of $A$ are the horizontal lines of numbers; there are two of them: (1 $\left.\begin{array}{lll}1 & 2 & 3\end{array}\right)$ and (4 $\left.\begin{array}{ll}4 & 5\end{array}\right)$. The columns of $A$ are the vertical lines of numbers; there are three of them:

$$
\binom{1}{4} \quad\binom{2}{5} \quad\binom{3}{6}
$$

The size of $A$ is $2 \times 3$ [read: 2 by 3], the number of rows by the number of columns.
2.2 The notation $A=\left(a_{i j}\right)_{m . n}$ [or simply $A=\left(a_{i j}\right)$ ] is used to denote an $m \times n$. matrix. What is the significance of the first subscript, $i$, and the second subscript, $j$ ?
I The scalar $a_{i j}$ is the element of $A$ in row $i$ and column $j$. Thus, the first subscript tells the row of the element and the second subscript tells the column.
2.3 Given the matrix $A=\left(a_{i j}\right)$, find the location of (a) $a_{3,5}$, (b) $a_{4,12},(c) a_{0,11},(d) a_{13,-4}$.

I (a) $a_{35}$ lies in the third row and fifth column. (b) $a_{4.12}$ appears in row 4 and column 12. [Note that here, we need a comma to distinguish the subscripts.] (c) and. (d) The scalars $a_{0,11}$ and $a_{13,-4}$ cannot be elements of $A$, since subscripts in a matrix are, by convention, positive integers.

Given matrices $A$ and $B$, when is $A=B$ ?
1 Two matrices are equal if and only if they have the same size and corresponding entries are equal.
Find $x, y, z, w$ if $\left(\begin{array}{cc}x+y & 2 z+w \\ x-y & z-w\end{array}\right)=\left(\begin{array}{ll}3 & 5 \\ 1 & 4\end{array}\right)$.
I Equate corresponding entries:

$$
\left\{\begin{aligned}
x+y & =3 \\
x-y & =1 \\
2 z+w & =5 \\
z-w & =4
\end{aligned}\right.
$$

The solution of the system of equations is $x=2, y=1, z=3, w=-1$.
2.6 Which of the following matrices, if any, are equal?

$$
A=\left(\begin{array}{ll}
4 & 1 \\
2 & 3
\end{array}\right) \quad B=\left(\begin{array}{ll}
2 & 3 \\
4 & 1
\end{array}\right) \quad C=\left(\begin{array}{ll}
4 & 2 \\
1 & 3
\end{array}\right) \quad D=\left(\begin{array}{ll}
4 & 1 \\
3 & 2
\end{array}\right)
$$

I Although all four matrices are $2 \times 2$ and contain the scalars $1,2,3,4$, no two of the matrices are equal element by element.
2.7 The $m \times n$ zero matrix, denoted by $0_{m . n}$ or simply 0 , is the matrix whose elements are all zero. Find $x, y^{\prime}, z, t$ if

$$
\left(\begin{array}{ll}
x+y & z+3 \\
y-4 & z+w
\end{array}\right)=0
$$

I Set all entries equal to zero to obtain ihe system

$$
x+y=0 \quad z+3=0 \quad y-4=0 \quad z+w=0
$$

The solution of the system is $x=-4 ; y=4, z=-3 . \quad w=3$.
2.8 The negative of an $m \times n$ matrix $A=\left(a_{i j}\right)$ is the $m \times n$ matrix $-\lambda \equiv\left(-a_{i j}\right)$. Find the negatives of

$$
A=\left(\begin{array}{rrrr}
1 & -3 & 4 & 7 \\
2 & -5 & 0 & -8
\end{array}\right) \quad B=\left(\begin{array}{rr}
2 & -3 \\
-6 & 1
\end{array}\right) \quad 0=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

I Take the negative of each element:

$$
\begin{aligned}
& -A=\left(\begin{array}{llll}
-1 & -(-3) & -4 & -7 \\
-2 & -(-5) & -0 & -(-8)
\end{array}\right)=\left(\begin{array}{cccc}
-1 & 3 & -4 & -7 \\
-2 & 5 & 0 & 8
\end{array}\right) . \\
& -B=\left(\begin{array}{rr}
-2 & 3 \\
6 & -1
\end{array}\right) \quad-0=\left(\begin{array}{ccc}
-0 & -0 & -0 \\
-0 & -0 & -0
\end{array}\right)=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)=0
\end{aligned}
$$

2.9 Show that, for any matrix $A$, we have $-(-A)=A$.

I $-(-A)=-\left(-a_{i j}\right)_{m, n}=\left(-\left(-a_{i j}\right)\right)_{m, n}=\left(a_{i j}\right)_{m, n}=A$
2.10 A matrix $A$ with only one row is called a row mairix or a row vector and is frequently denoted by $A=\left(\begin{array}{llll}a_{1} & a_{2} & \cdots & a_{n}\end{array}\right)$; we omit its first subscript since it must be one. Analogously, a matrix $B$ with only one column is called a column matrix or a column vector and is frequently denoted by

$$
B=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\cdots \\
b_{n}
\end{array}\right)
$$

Discuss the difference, if any, between the following ebjects:

$$
u=\left(\begin{array}{lll}
1 & 2 & 3
\end{array}\right) \quad \text { and } \quad v=\left(\begin{array}{l}
1 \\
2 \\
3
\end{array}\right)
$$

IViewed as vectors in $\mathbf{R}^{3}, u$ and $v$ may be considered equal: However, as matrices, they cannot be equal, for they have different sizes.

### 2.2 MATRIX ADDITION AND SCALAR MULTIPLICATION

2.11 If $A=\left(a_{i j}\right)_{m, \ldots}$ and $B=\left(b_{i j}\right)_{m . n}$ are matrices of the same size, their sum is defined as $A+B \equiv$ $\left(a_{i j}+b_{i j}\right)_{m, n}$. Find the sum of

$$
A=\left(\begin{array}{rrr}
1 & -2 & 3 \\
4 & 5 & -6
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{rrr}
3 & 0 & 2 \\
-7 & 1 & 8
\end{array}\right)
$$

I Add corresponding entries:

$$
A+B=\left(\begin{array}{rrr}
1+3 & -2+0 & 3+2 \\
4-7 & 5+1 & -6+8
\end{array}\right)=\left(\begin{array}{rrr}
4 & -2 & 5 \\
-3 & 6 & 2
\end{array}\right)
$$

2.12

Find $A+B$ if $A=\left(\begin{array}{rrr}1 & 2 & -3 \\ 0 & -4 & 1\end{array}\right)$ and $B=\left(\begin{array}{rr}3 & 5 \\ 1 & -2\end{array}\right)$.
I The sum is not defined, since the matrices have different sizes.
2.13 Find $A+B$ for $A=\left(\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6\end{array}\right)$ and $B=\left(\begin{array}{rrr}1 & -1 & 2 \\ 0 & 3 & -5\end{array}\right)$.

I Add corresponding elements:

$$
A+B=\left(\begin{array}{ccc}
1+1 & 2+(-1) & 3+2 \\
4+0 & 5+3 & 6+(-5)
\end{array}\right)=\left(\begin{array}{ccc}
2 & 1 & 5 \\
4 & 8 & 1
\end{array}\right)
$$

2.14 Add $C=\left(\begin{array}{rrrr}1 & 2 & -3 & 4 \\ 0 & -5 & 1 & -1\end{array}\right)$ and $D=\left(\begin{array}{rrrr}3 & -5 & 6 & -1 \\ 2 & 0 & -2 & -3\end{array}\right)$.

I

$$
C+D=\left(\begin{array}{llll}
1+3 & 2+(-5) & (-3)+6 & 4+(-1) \\
0+2 & (-5)+0 & 1+(-2) & (-1)+(-3)
\end{array}\right)=\left(\begin{array}{rrrr}
4 & -3 & 3 & 3 \\
2 & -5 & -1 & -4
\end{array}\right)
$$
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2.15 Redefine the negative of a matrix [Problem 2.8] in terms of matrix addition.

I The negative of a given matrix $A$ is the [unique] matrix whose sum with $A$ is the zero matrix, that is, $A+(-A)=0$. [Note that this way of defining $-A$ avoids reference to the elements of $A$.]
2.16 If $A=\left(a_{i j}\right)_{m, n}$ and $k$ is a scalar, the matrix $k A \equiv\left(k a_{i j}\right)_{m, n}$ is called the product of $A$ by the scalar k. Find $3 A$ and $-5 A$, where

$$
A=\left(\begin{array}{rrr}
1 & -2 & 3 \\
4 & 5 & -6
\end{array}\right)
$$

1 Multiply each entry by the given scalar:

$$
\begin{aligned}
3 A & =\left(\begin{array}{ccc}
3 \cdot 1 & 3 \cdot(-2) & 3 \cdot 3 \\
3 \cdot 4 & 3 \cdot 5 & 3 \cdot(-6)
\end{array}\right)=\left(\begin{array}{rrr}
3 & -6 & 9 \\
12 & 15 & -18
\end{array}\right) \\
-5 A & =\left(\begin{array}{ccc}
-5 \cdot 1 & -5 \cdot(-2) & -5 \cdot 3 \\
-5 \cdot 4 & -5 \cdot 5 & -5 \cdot(-6)
\end{array}\right)=\left(\begin{array}{ccc}
-5 & 10 & -15 \\
-20 & -25 & 30
\end{array}\right)
\end{aligned}
$$

$2: 17$
Compute: (a) $3\left(\begin{array}{rr}2 & 4 \\ -3 & 1\end{array}\right)$,
(b) $-2\left(\begin{array}{rr}1 & 7 \\ 2 & -3 \\ 0 & -1\end{array}\right)$.

1 (a)
$3\left(\begin{array}{rr}2 & 4 \\ -3 & 1\end{array}\right)=\left(\begin{array}{cc}3 \cdot 2 & 3 \cdot 4 \\ 3 \cdot(-3) & 3 \cdot 1\end{array}\right)=\left(\begin{array}{rr}6 & 12 \\ -9 & 3\end{array}\right)$
(b)

$$
-2\left(\begin{array}{rr}
1 & 7 \\
2 & -3 \\
0 & -1
\end{array}\right)=\left(\begin{array}{cc}
(-2) \cdot 1 & (-2) \cdot 7 \\
(-2) \cdot 2 & (-2) \cdot(-3) \\
(-2) \cdot 0 & (-2) \cdot(-1)
\end{array}\right)=\left(\begin{array}{rr}
-2 & -14 \\
-4 & 6 \\
0 & 2
\end{array}\right)
$$

2.18

The difference, $\dot{A}-B$, of two matrices $A$ and $B$ of the same size is defined by. $A-B \equiv A+\dot{( }-B)$. Find $A-B$ if

$$
\begin{gathered}
A=\left(\begin{array}{rrr}
4 & -5 & 6 \\
2 & 3 & -1
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{rrr}
2 & -3 & 8 \\
1 & -2 & -6
\end{array}\right) \\
A-B=A+(-B)=\left(\begin{array}{rrr}
4 & -5 & 6 \\
2 & -3 & -1
\end{array}\right)+\left(\begin{array}{rrr}
-2 & 3 & -8 \\
-1 & 2 & 6
\end{array}\right)=\left(\begin{array}{rrr}
2 & -2 & -2 \\
1 & 5 & 5
\end{array}\right)
\end{gathered}
$$

2.19 Find $2 A-3 B$, where $A=\left(\begin{array}{rrr}1 & -2 & 3 \\ 4 & 5 & -6\end{array}\right)$ and $B=\left(\begin{array}{rrr}3 & 0 & 2 \\ -7 & 1 & 8\end{array}\right)$.

I First perform the scalar multiplications, and then a matrix addition:

$$
2 A-3 B=\left(\begin{array}{rrr}
2 & -4 & 6 \\
8 & 10 & -12
\end{array}\right)+\left(\begin{array}{rrr}
-9 & 0 & -6 \\
21 & -3 & -24
\end{array}\right)=\left(\begin{array}{rrr}
-7 & -4 & 0 \\
29 & 7 & -36
\end{array}\right)
$$

[Note that we multiply $B$ by -3 and then add, rather than multiplying $B$ by 3 and subtracting. This usualiy avoids errors.]
2.20 If $A=\left(\begin{array}{rrr}2 & -5 & 1 \\ 3 & 0 & -4\end{array}\right), \quad B=\left(\begin{array}{rrr}1 & -2 & -3 \\ 0 & -1 & 5\end{array}\right), \quad C=\left(\begin{array}{rrr}0 & 1 & -2 \\ 1 & -1 & -1\end{array}\right)$, find $3 A+4 B-2 C$.

I First perform the scalar multiplications, and then the matrix additions:

$$
3 A+4 B-2 C=\left(\begin{array}{rrr}
6 & -15 & 3 \\
9 & 0 & -12
\end{array}\right)+\left(\begin{array}{rrr}
4 & -8 & -12 \\
0 & -4 & -20
\end{array}\right)+\left(\begin{array}{rrr}
0 & -2 & 4 \\
-2 & 2 & 2
\end{array}\right)=\left(\begin{array}{rrr}
10 & -25 & -5 \\
7 & -2 & 10
\end{array}\right)
$$

2.21 Find $x, y, z$, and $w$, if $3\left(\begin{array}{ll}x & y \\ z & w\end{array}\right)=\left(\begin{array}{cc}x & 6 \\ -1 & 2 w\end{array}\right)+\left(\begin{array}{cc}4 & x+y \\ z+w & 3\end{array}\right)$ :
| First write each side as a single matrix:

$$
\left(\begin{array}{ll}
3 x & 3 y \\
3 z & 3 w
\end{array}\right)=\left(\begin{array}{cc}
x+4 & x+y+6 \\
z+w-1 & 2 w+3
\end{array}\right)
$$

Set corresponding entries equal to each other to obrain the system of four equations,

$$
\begin{aligned}
& 3 x=x+4 \quad 2 x=4 \text {. } \\
& \begin{array}{ll}
3 y=x+y+6 \\
3 z=z+w-1
\end{array} \quad \text { or } \quad 2 y=6+x \\
& 3 z=z+w-1 \quad \text { or } \quad 2 z=w-1 \\
& 3 w=2 w+3 \quad w=3
\end{aligned}
$$

The solution is: $x=2, y=4, z=1, w=3$.
2.22 Let $B=\left(\begin{array}{rr}5 & -2 \\ 4 & 7\end{array}\right)$ and $C=\left(\begin{array}{rr}1 & 2 \\ 6 & -3\end{array}\right)$. Find $A=\left(\begin{array}{ll}x & y \\ z & w\end{array}\right)$ such that $2 A=3 B-2 C$.

I Method 1. First compute $3 B-2 C$ :

$$
3 B-2 C=\left(\begin{array}{cc}
15 & -6 \\
12 & 21
\end{array}\right)+\left(\begin{array}{rr}
-2 & -4 \\
-12 & 6
\end{array}\right)=\left(\begin{array}{rr}
13 & -10 \\
0 & 27
\end{array}\right)
$$

Then sel $2 A=3 B-2 C$ :

$$
\left(\begin{array}{ll}
2 x & 2 y \\
2 z & 2 w
\end{array}\right)=\left(\begin{array}{rr}
13 & -10 \\
0 & 27
\end{array}\right)
$$

Equate corresponding entries: $2 x=13,2 y=-10,2 z=0,2 w=27$. Hence $x=13 / 2, y=-5, z=0$, and $w=27 / 2$; that is,

$$
\therefore \quad A=\left(\begin{array}{cc}
13 / 2 & -5 \\
0 & 27 / 2
\end{array}\right)
$$

Method 2. Apply Theorem.2.1 [proved in Problems 2.24-2.31] 10 obtain directly $A=(3 / 2) B-C$.
Find $2 A+5 B$, where $A=\left(\begin{array}{rr}1 & 3 \\ 2 & -5\end{array}\right)$ and $B=\left(\begin{array}{rrr}4 & -3 & -6 \\ 3 & 7 & -8\end{array}\right)$.
I Although $2 A$ and $5 B$ are defined, the sum $2 A+5 B$ is not defined since $2 A$ and $5 B$ have different sizes.

Theorem 2.I: Let $M$ be the collection of all $m \times n$ matrices over a field $K$ of scalars. Then for any matrices $A=\left(a_{i j}\right), \quad B=\left(b_{i j}\right)$, and $C=\left(c_{i j}\right)$ in $M$, and any scalars $k_{1}, k_{2}$ in $K$,
(i) $(A+B)+C=A+(B+C)$
(v) $k_{1}(A+B)=k_{1} A+k_{1} B$
(ii) $A+0=A$
(vi) $\quad\left(k_{1}+k_{2}\right) A=k_{1} A+k_{2} A$
(iii) $A+(-A)=0$
(vii) $\quad\left(k_{1} k_{2}\right) A=k_{1}\left(k_{2} A\right)$
(iv) $A+B=B+A$
(viii) $1 A=A$
2.24 Prove (i) of Theorem 2.1

1 The ij-entry of $A+B$ is $a_{i j}+b_{i j}$ : hence, $\left(a_{i j}+b_{i j}\right)+c_{i j}$ is the $i j$-entry of $(A+B)+C$. The $i$ i- entry of $B+C$ is $b_{i j}+c_{i j}$; hence, $a_{i j}+\left(b_{i j}+c_{i j}\right)$ is the $i j$-entry of $A+(B+C)$. However, by the associative law of addition in $\mathbf{K}$,

$$
\left(a_{i j}+b_{i j}\right)+c_{i j}=a_{i j}+\left(b_{i j}+c_{i j}\right)
$$

Therefore, $(A+B)+C$ and $A+(B+C)$ have the same $\ddot{j}$-entries, and hence $(A+B)+C=A+$ $(B+C)$.

Prove (ii) of Theorem 2.1.
1 The $i$-entry of $A+0$ is $a_{i j}+0=a_{i j}$. Therefore, $A+0$ and $A$ have the same $i$ entries, and hence $A+0=A$.

### 2.3 MATRIX MULTIPLICATION

The product of a row matrix and a column matrix with the same number of elements is their inner product as defined in Problem 1.45:

$$
\left(a_{1} a_{2}, \ldots, a_{n}\right)\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\cdots \\
b_{n}
\end{array}\right)=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n} \equiv \sum_{k=1}^{n} a_{k} b_{k}
$$

Calculate:
(a) $(8,-4,5)\left(\begin{array}{r}3 \\ 2 \\ -1\end{array}\right)$
(b) $(6,-1,7,5)\left(\begin{array}{c}4 \\ -9 \\ -3 \\ 2\end{array}\right)$
(c) $(3,8,-2,4)\left(\begin{array}{r}5 \\ -1 \\ 6\end{array}\right)$
and (d) $(1,8,3,4)(6,1,-3,5)$.
1 (a) Multiply corresponding entries and add:

$$
(8,-4,5)\left(\begin{array}{r}
3 \\
2 \\
-1
\end{array}\right)=(8)(3)+(-4)(2)+(5)(-1)=24-8-5=11
$$

(b) Multiply corresponding entries and add:

$$
(6,-1,7,5)\left(\begin{array}{r}
4 \\
-9 \\
-3 \\
2
\end{array}\right)=24+9-21+10=22
$$

(c) The product is not defined when the row matrix and column matrix bave different numbers of elemenis. (d) The product of a row matrix and a row matrix is not defined.

Let ( $r \times s$ ) denote a matrix with size $r \times s$. Find the size of each product, when the product is defined:
(a) $(2 \times 3)(3 \times 4)$
(c) $(1 \times 2)(3 \times 1)$
(e) $(3 \times 4)(3 \times 4)$
(b) $(4 \times 1)(1 \times 2)$
(d) $(5 \times 2)(2 \times 3)$
(f) $(2 \times 2)(2 \times 4)$

I An $m \times p$ matrix is multipliable on the right by a $q \times n$ matrix only when $p=q$, and then the product is an $m \times n$ matrix. (a) $2 \times 4$; (b) $4 \times 2$; (c) not defined; (d) $5 \times 3$; (e) not defined; (f) $2 \times 4$
2.39 Suppose that $A=\left(a_{i k}\right)$ is an $m \times p$ matrix and $B=\left(b_{k j}\right)$ is a $p \times n$ matrix. Then the product $A B \equiv\left(c_{i j}\right)$ is the $m \times n$ matrix for which

$$
c_{i j}=a_{i 1} b_{1 j}+a_{i 2} b_{2 j}+\cdots+a_{i p} b_{p j}=\sum_{k=1}^{n} a_{i k} b_{k j}
$$

that is, the ij-entry of $A B$ is the product of the $i$ th row vector of $A$ and the $j$ th column vector of $B$. Find the product $A B$ for

$$
A=\left(\begin{array}{rr}
1 & 3 \\
2 & -1
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{rrr}
2 & 0 & -4 \\
3 & -2 & 6
\end{array}\right)
$$

I Since $A$ is $2 \times 2$ and $B$ is $2 \times 3$, the product $A B$ is defined as a $2 \times 3$ matrix. To obtain the entries in the first row of $A B$, multiply the first row (1 3 ) of $A$ by the columns $\binom{2}{3},\binom{0}{-2}$ and $\binom{-4}{6}$ of $B$, respectively:

$$
\begin{aligned}
\left(\begin{array}{rr}
1 & 3 \\
2 & -1
\end{array}\right)\left(\left[\begin{array}{c}
2 \\
3
\end{array}\right]\left[\begin{array}{c}
-4 \\
-2
\end{array}\right]\right. & =\left(\begin{array}{l}
(1)(2)+(3)(3)(1)(0)+(3)(-2)(1)(-4)+(3)(6)
\end{array}\right) \\
& =(2+9-6-4+18)=\left(\begin{array}{ll}
11-6
\end{array}\right)
\end{aligned}
$$
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To obtain the entries in the second row of $A B$, muttiply the second row $(2,-1)$ of $A$ by the columns of $B$, respectively:
2.40 Find the product $B A$ of the matrices $A$ and $B$ in Problem 2.39.

Note that $B$ is $2 \times 3$ and $A$ is $2 \times 2$. Since the inner numbers 3 and 2 are not equal, the product $B A$ is not defined.
2.41 Find the product $A B$, where $A=\left(\begin{array}{ll}2 & 1\end{array}\right)$ and $B=\left(\begin{array}{rrr}1 & -2 & 0 \\ 4 & 5 & -3\end{array}\right)$.

- Since $A$ is $1 \times 2$ and $B$ is $2 \times 3$, the product $A B$ is defined as a $1 \times 3$ matrix, or row vector with 3 components. To obtain the components of $A B$, multiply the row of $A$ by each column of $B$ :

$$
A B=\left(\begin{array}{ll}
2 & 1
\end{array}\right)\left(\begin{array}{l}
1 \\
4
\end{array}\right]\left[\begin{array}{r}
-2 \\
5
\end{array} \quad \begin{array}{r}
0 \\
-3
\end{array}\right)=((2)(1)+(1)(4),(2)(-2)+(1)(5),(2)(0)+(1)(-3))=(6,1,-3)
$$

2.42 Find the product $A B$, if

$$
A=\left(\begin{array}{rr}
2 & -1 \\
1 & 0 \\
-3 & 4
\end{array}\right) \quad B=\left(\begin{array}{rrr}
1 & -2 & -5 \\
3 & 4 & 0
\end{array}\right)
$$

Since $A$ is $3 \times 2$ and $B$ is $2 \times 3$, the product $A B$ is defined as a $3 \times 3$ matrix. To obtain the first row of $A B$, multiply the first row of $A$ by each column of $B$, respectively:

$$
\left(\begin{array}{rr}
{\left[\begin{array}{rr}
2 & -1 \\
1 & -1 \\
-3 & 4
\end{array}\right)\left(\left[\begin{array}{l}
1 \\
3
\end{array}\right] \cdot\left[\begin{array}{r}
-2 \\
4
\end{array}\right] \quad\left[\begin{array}{r}
-5 \\
0
\end{array}\right)=\left(\begin{array}{ccc}
2-3 & -4-4 & -10+0 \\
& \cdot
\end{array}\right)=\left(\begin{array}{ccc}
-1 & -8 & -10 \\
& \cdot
\end{array}\right) . .\right.}
\end{array}\right.
$$

To obtain the second row of $A B$, multiply the second row of $A$ by each column of $B$, respectively:

$$
\left(\begin{array}{cc}
2 & -1 \\
\hline 1 & 0 \\
-3 & 4
\end{array}\right)\left(\left[\begin{array}{r}
1 \\
3
\end{array}\right]\left[\begin{array}{r}
-2 \\
4
\end{array}\right]\right)=\left(\begin{array}{ccc}
-1 & -8 & -10 \\
1+0 & -2+0 & -5+0
\end{array}\right)=\left(\begin{array}{ccc}
-1 & -8 & -10 \\
1 & -2 & -5
\end{array}\right)
$$

To obtain the third row of $A B$, multiply the third row of $A$ by each column of $B$, respectively

$$
\left(\begin{array}{cc}
2 & -1 \\
1 & 0 \\
-3 & 4
\end{array}\right)\left(\left[\begin{array}{l}
1 \\
3
\end{array}\right]\left[\begin{array}{r}
-2 \\
4
\end{array}\right]\left[\begin{array}{c}
-5 \\
0
\end{array}\right)=\left(\begin{array}{ccc}
-1 & -8 & -10 \\
1 & -2 & -5 \\
-3+12 & 6+16 & 15+0
\end{array}\right)=\left(\begin{array}{ccc}
-1 & -8 & -10 \\
1 & -2 & -5 \\
9 & 22 & 15
\end{array}\right)\right.
$$

$$
A B=\left(\begin{array}{rrr}
-1 & -8 & -10 \\
1 & -2 & -5 \\
9 & 22 & 15
\end{array}\right)
$$

2.43 Find the product $B A$, where $A$ and $B$ are the matrices of Problem 2.42.
$\|$ Since $B$ is $2 \times 3$ and $A$ is $3 \times 2$, the product $B A$ is defined as a $2 \times 2$ matrix. To obtain the first row of $B A$, multiply the first row of $B$ by each column of $A_{₹}$ respectively:

$$
\left(\begin{array}{cc}
\begin{array}{l}
1 \\
\hline
\end{array}-2 & -5 \\
3 & 4
\end{array} 0\right)\left(\left[\begin{array}{r}
2 \\
1 \\
-3
\end{array}\right]\left[\begin{array}{r}
-1 \\
0 \\
4 \\
\hline
\end{array}\right)=\left(\begin{array}{cc}
2-2+15 & -1+0-20 \\
\ddots & \cdots
\end{array}\right)=\left(\begin{array}{cc}
15 & -21
\end{array}\right)\right.
$$

To oblain the second row of $B A$, multiply the second row of $B$ by each column of $A$, respectively:

Thus


$$
B A=\left(\begin{array}{cc}
15 & -21 \\
10 & -3
\end{array}\right)
$$

Find the size of the product $A B$, where

$$
A=\left(\begin{array}{rrr}
2 & -1 & 0 \\
1 & 0 & -3
\end{array}\right) \quad B=\left(\begin{array}{rrrr}
1 & -4 & 0 & 1 \\
2 & -1 & 3 & -1 \\
4 & 0 & -2 & 0
\end{array}\right)
$$

Since $A$ is $2 \times 3$ and $B$ is $3 \times 4$, the product $A B$ is a $2 \times 4$ matrix.
Suppose $A B=\left(c_{i j}\right)$ for the matrices $A$ and $B$ of Problem 2.44. Find: (a) $c_{23}$, (b) $c_{34},(c) c_{21},(d) c_{32}$.
The element $c_{i j}$, the $i j$-entry of $A B$, is the product of row $i$ of $A$ by column $j$ of $B$.
(a)

$$
c_{23}=(1,0,-3)\left(\begin{array}{r}
0 \\
3 \\
-2
\end{array}\right)=(1)(0)+(0)(3)+(-3)(-2)=0+0+6=6
$$

(b)
(c)

$$
c_{t 4}=(2,-1,0)\left(\begin{array}{r}
1 \\
-1 \\
0
\end{array}\right)=(2)(1)+(-1)(-1)+(0)(0)=2+1+0=3
$$

$$
c_{21}=(1,0,-3)\left(\begin{array}{l}
1 \\
2 \\
4
\end{array}\right)=(1)(1)+(0)(2)+(-3)(4)=1+0-12=-11
$$

(d) The element $c_{32}$ does not exist, since $A$, and with it $A B$, has only two rows.

Find $A B$, where

$$
A=\left(\begin{array}{rrr}
2 . & 3 & -1 \\
4 & -2 & 5
\end{array}\right) \quad B=\left(\begin{array}{rrrr}
2 & -1 & 0 & 6 \\
1 & 3 & -5 & 1 \\
4 & 1 & -2 & 2
\end{array}\right)
$$

Since $A$ is $2 \times 3$ and $B$ is $3 \times 4$, the product is defined as a $2 \times 4$ matrix. Multiply the rows of $A$ by the columns of $B$ to obtain:

$$
A B=\left(\begin{array}{cccc}
4+3-4 & -2+9-1 & 0-15+2 & 12+3-2 \\
8-2+20 & -4-6+5 & 0+10-10 & 24-2+10
\end{array}\right)=\left(\begin{array}{rrrr}
3 & 6 & -13 & 13 \\
26 & -5 & 0 & 32
\end{array}\right)
$$

Refer to Problem 2.46. Suppose that only the third column of the product $A B$ were of interest. How could it be computed independently?

- By the rule for matrix multiplication, the jth column of a product is equal to the frst factor times the jth column vector of the second. Thus,

$$
\left(\begin{array}{rrr}
2 & 3 & -1 \\
4 & -2 & 5
\end{array}\right)\left(\begin{array}{c}
0 \\
-5 \\
-2
\end{array}\right)=\binom{0-15+2}{0+10-10}=\binom{-13}{0}
$$

Simitarly, the ith row of a product is equal to the ith row vector of the first factor times the second factor.

Find $\left(\begin{array}{rr}1 & 6 \\ -3 & 5\end{array}\right)\binom{2}{-7}$.

- The first factor is $2 \times 2$ and the second is $2 \times 1$. so the product is defined as a $2 \times 1$ matrix.

$$
\left(\begin{array}{rr}
1 & 6 \\
-3 & 5
\end{array}\right)\binom{2}{-7}=\binom{2-42}{-6-35}=\binom{-40}{-45}
$$
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2.49 Find $\binom{6}{5}\left(\begin{array}{rr}2 & 1 \\ -7 & -3\end{array}\right)$.

- The product is not defined since the first factor is $2 \times 1$ and the second factor is $2 \times 2$.

1 The first factor is $1 \times 2$ and the second factor is $2 \times 2$, so the product is defined as a $1 \times 2$ (row) matrix.

$$
(2,-7)\left(\begin{array}{rr}
1 & 6 \\
-3 & 5
\end{array}\right)=(2+21,12-35)=(23,-23)
$$

2.51 Find $\left(\begin{array}{rr}1 & 6 \\ -3 & .5\end{array}\right)(2,-7)$.

1 The product is not defined, since the first factor is $2 \times 2$ and the second factor is $1 \times 2$.
2.52 Let $A$ be an $m \times n$ matrix, with $m>1$ and $n>1$. Assuming $u$ and $v$ are vectors, discuss the conditions under which (a) $A u$, (b) $v A$ is defined.

I (a) The product $A u$ is defined only when $u$ is a column vector with $n$ components; i.e., an $n \times 1$ matrix. In such case, $A u$ is a column vector with $m$ components. (b) The product $v A$ is defined only when $v$ is a row vector with $m$ components; i.e., a $1 \times m$ matrix. In such case, $v A$ is a row vector with $n$ components.
2.53 Compute

$$
\left(\begin{array}{r}
2 \\
3 \\
-1
\end{array}\right)\left(\begin{array}{ll}
6 & -4 \cdot 5)
\end{array}\right.
$$

1 The first factor is $3 \times 1$ and the second factor is $1 \times 3$, so the product is defined as a $3 \times$ 3 matrix.

$$
\left(\begin{array}{r}
2 \\
3 \\
-1
\end{array}\right)\left(\begin{array}{lll}
6 & -4 & 5
\end{array}\right)=\left(\begin{array}{ccc}
(2)(6) & (2)(-4) & (2)(5) \\
(3)(6) & (3)(-4) & (3)(5) \\
(-1)(6) & (-1)(-4) & (-1)(5)
\end{array}\right)=\left(\begin{array}{rrr}
12 & -8 & 10 \\
18 & -12 & 15 \\
-6 & 4 & -5
\end{array}\right)
$$

$2.54{ }^{-}$Compute

$$
(6,-4,5)\left(\begin{array}{r}
2 \\
3 \\
-1
\end{array}\right)
$$

IThe first factor is $1 \times 3$ and the second factor is $3 \times 1$, so the product is defined as a $1 \times 1$ matrix, which we frequently write as a scalar.

$$
(6,-4,5)\left(\begin{array}{r}
2 \\
3 \\
-1
\end{array}\right)=(12-12-5)=(-5)=-5
$$

Problems 2.55-2.58 establish the following theorem, where we assume that all products are defined.
Theorem 2.2: Suppose that $A, B, C$ are matrices and $k$ is a scalar. Then:
(i) $(A B) C=A(B C)$ associative law
(ii) $A(B+C)=A B+A C$ left distributive law
(iii) $(B+C) A=B A+C A \quad$ right distributive law
(iv) $k(A B)=(k A) B=A(k B)$.

Prove (i) of Theorem 2.2..
1 Let $A=\left(a_{i j}\right)$ : $B=\left(b_{j k}\right)$, and $C=\left(c_{k}\right)$. Furihermore, iet $A B=S=\left(s_{i k}\right)$ and $B C=T=\left(t_{i j}\right)$.

Then

$$
s_{i k}=\sum_{j=1}^{m} a_{i j} b_{j k} \quad t_{i j}=\sum_{k=1}^{n} b_{j k} c_{k j}
$$

Now multiplying $S$ by $C$, i.e, ( $A B$ ) by $C$, the element in the ith row and th column of the matrix ( $A B$ ) $C$ is

$$
\sum_{k=1}^{n} s_{i k} c_{k t}=\sum_{k=1}^{n} \sum_{j=1}^{m}\left(a_{i j} b_{j k}\right) c_{k l}
$$

On the other hand, multiplying $A$ by $T$, i.e., $A$ by $B C$, the element in the $i$ th row and $/$ th column of the matrix $A(B C)$ is

$$
\sum_{j=1}^{m} a_{i i_{j} f_{j}}=\sum_{j=1}^{m} \sum_{k=1}^{n} a_{i j}\left(b_{j k} c_{k j}\right)
$$

The associative law in the field of scalars implies that the two double sums are equal, proving (i).
2.56 Prove (ii) of Theorem 2.20.

1 Let $A=\left(a_{i k}\right), B=\left(b_{k j}\right)$, and $C=\left(c_{k j}\right)$. [Since $A B$ and $A C$ are defined, we can use the same index $k$ for we columns of $A$ and the rows of $B$ and $C$.] Lei $D=B+C=\left(d_{k j}\right), E=A B=\left(e_{i j}\right)$, and $F=A C=\left(f_{i j}\right)$. Then

$$
d_{k j}=b_{k j}+c_{k j} \quad e_{i j}=\sum_{k=1}^{-p} a_{i k} b_{k j} \quad f_{i j}=\sum_{k=1}^{p} a_{i k} c_{k j}
$$

Hence the $i j$-entry of the matrix $A B+A C$ is

$$
\begin{equation*}
e_{i j}+f_{i j}=\sum_{k=1}^{p} a_{i k} b_{k j}+\sum_{k=1}^{p} a_{i k} c_{k j}=\sum_{k=1}^{p}\left(a_{i k} b_{k j}+a_{i k} c_{\underline{k}}\right) \tag{1}
\end{equation*}
$$

On the other hand, the ij-entry of the matrix $A D=A(B+C)$ is

$$
\begin{equation*}
\sum_{k=1}^{p} a_{i k} d_{k j}=\sum_{k=1}^{p} a_{i k}\left(b_{k k}+c_{k j}\right) \tag{2}
\end{equation*}
$$

The right sides of (1) and (2) are equal by virtue of the distributive law in the scalar field; this proves (ii).
2.57. Prove (iii) of Theorem 2.2.
| The proof is as in Problem 2.56. [There is no distinction between left and right multiplication in the field of scalars.]
2.58. Prove (iv) of Theorem 2.2.
$1 \quad-k\left(\sum_{r} a_{i r} b_{i j}\right)=\sum_{i}\left(k a_{i r}\right) b_{r j}=\sum_{,} a_{i, r}\left(k b_{r j}\right)$
2.59 Display two matrices $A$ and $B$ such that $A B$ and $B A$ are defined and have the same size, but $A B \neq B A$.

1 Let $A=\left(\begin{array}{rr}1 & 6 \\ -3 & 5\end{array}\right)$ and $B=\left(\begin{array}{rr}4 & 0 \\ 2 & -1\end{array}\right)$. Then

$$
\begin{aligned}
& A B=\left(\begin{array}{rr}
1 & 6 \\
-3 & 5
\end{array}\right)\left(\begin{array}{cc}
4 & 0 \\
2 & -1
\end{array}\right)=\left(\begin{array}{cc}
4+12 & 0-6 \\
-12+10 & 0-5
\end{array}\right)=\left(\begin{array}{cc}
16 & -6 \\
-2 & -5
\end{array}\right) \\
& B A=\left(\begin{array}{cc}
4 & 0 \\
2 & -1
\end{array}\right)\left(\begin{array}{rr}
1 & 6 \\
-3 & 5
\end{array}\right)=\left(\begin{array}{cc}
4+0 & 24+0 \\
2+3 & 12-5
\end{array}\right)=\left(\begin{array}{cc}
4 & 24 \\
5 & 7
\end{array}\right)
\end{aligned}
$$

Matrix muhiplication does nor obey the commurative tan'.
2.60 Show that $0 A=0$ 位 $A$ is not square, the two zero matrices with be of different sizes].

1 Each entry of $O A$ is the inner product of a zero now of 0 and a column of $A$, and hence is the scatar 0 . Thus. $0 A=0$.
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2.61. Show that $A 0=0$.

1 Each entry of $A 0$ is the inner product of a row of $A$ and a zero column of 0 , and hence is the scalar 0 . Therefore, $\quad A 0=0$.
2.62 Show that we can have $A B=0$, "with $A \neq 0$ and $B \neq 0$.

Let $A=\left(\begin{array}{ll}1 & 2 \\ 2 & 4\end{array}\right)$ and $B=\left(\begin{array}{rr}6 & 2 \\ -3 & -1\end{array}\right)$. Then

$$
A B=\left(\begin{array}{ll}
1 & 2 \\
2 & 4
\end{array}\right)\left(\begin{array}{rr}
6 & 2 \\
-3 & -1
\end{array}\right)=\left(\begin{array}{cc}
6-6 & 2-2 \\
12-12 & 4-4
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

[In other words, matrix multiplication has zero divisors.]
Show that $(A+B)(C+D)=A C+A D+B C+B D$.
1 Method 1. Using the left and then the right distributive laws,

$$
(A+B)(C+D)=(A+B) C+(A+B) D=A C+B C+A D+B D=A C+A D+B C+B D
$$

Method 2. Using the right and then the left distributive laws,

$$
(A+B)(C+D)=A(C+D)+B(C+D)=A C+A D+B C+B D
$$

### 2.4 TRANSPOSE OF A MATRIX

2.64 The transpose of a matrix $\dot{A}$, denoted $A^{T}$, is the matrix obtained by writing the rows of $A$, in order, as columns. In other words, if $A=\left(a_{i j}\right)$ is an $m \times n$ matrix, then $A^{r}=\left(\dot{a}_{i j}^{r}\right)$ is the $n \times m$ matrix where $a_{i j}^{T}=a_{i j}$, for all $i$ and $j$. Find $A^{T}$ for

$$
A=\left(\begin{array}{rrr}
1 & 2 & 3 \\
4 & -5 & -6
\end{array}\right)
$$

I The first and second rows of $A$ become the first and second columns of $A^{T}$ :

$$
A^{r}=\left(\begin{array}{rr}
1 & 4 \\
2 & -5 \\
3 & -6
\end{array}\right)
$$

Equivalently, the first, second, and third columns of $A$ become the first, second, and third rows of $A^{T}$.

Transpose:
2.66 Find $u^{T}, v^{T}, w^{T}$ for the row vectors $u=(2,4), v=(1,3,5) . \quad w=(6,6,6)$.
\| The tramspose of a row vector will be a column vector:

$$
u^{T}=\binom{2}{4} \quad v^{T}=\left(\begin{array}{l}
1 \\
3 \\
5
\end{array}\right) \quad w^{r}=\left(\begin{array}{l}
6 \\
6 \\
6
\end{array}\right)
$$

2.67. Find the transposes of the following column vectors:

$$
u=\binom{1}{1} \quad v=\left(\begin{array}{l}
2 \\
4 \\
6
\end{array}\right) \quad u=\left(\begin{array}{r}
-5 \\
-6 \\
7
\end{array}\right)
$$

1 The iranspose of a column vector will be a row vector: $u^{T}=(1,1), \quad v^{T}=(2,4,6), \quad w^{T}=(-5,-6,7)$.
2.68 Given $A=\left(\begin{array}{rrr}1 & 3 & 5 \\ 6 & -7 & -8\end{array}\right)$, find $A^{T}$ and $\left(A^{T}\right)^{T}$.

1 Rewrite the rows of $A$ as columns to obtain $A^{T}$, and then rewrite the rows of $A^{T}$ as columns to obtain $\left(A^{T}\right)^{T}:$

$$
A^{T}=\left(\begin{array}{rr}
1 & 6 \\
3 & -7 \\
5 & -8
\end{array}\right) \quad\left(A^{T}\right)^{T}=\left(\begin{array}{rrr}
1 & 3 & 5 \\
6 & -7 & -8
\end{array}\right)
$$

Observe that $\left(A^{T}\right)^{T}=A$; see Problem 2.76.
2.69 Show that the malrices $A A^{T}$ and $A^{T} A$ are defined for any matrix $A$.

1 If $A$ is an $m \times n$ matrix, then $A^{T}$ is an $n \times m$ matrix. Hence $A A^{T}$ is defined as an $m \times m$ matrix, and $A^{T} A$ is defined as an $n \times n$ matrix.
2.70 Find $A A^{T}$, where $A=\left(\begin{array}{rrr}1 & 2 & 0 \\ 3 & -1 & 4\end{array}\right)$.

I Obtain $A^{T}$ by rewriting the rows of $A$ as columns:

$$
A^{T}=\left(\begin{array}{rr}
1 & 3 \\
2 & -1 \\
0 & 4
\end{array}\right) \quad \text { whence } \quad A A^{T}=\left(\begin{array}{rrr}
1 & 2 & 0 \\
3 & -1 & 4
\end{array}\right)\left(\begin{array}{rr}
1 & 3 \\
2 & -1 \\
0 & -4
\end{array}\right)=\left(\begin{array}{rr}
5 & 1 \\
1 & 26
\end{array}\right)
$$

2.71 Find $A^{\top} A$, where $A$ is the matrix of. Problem 2.70.

1

$$
A^{T} A=\left(\begin{array}{rr}
1 & 3 \\
2 & -1 \\
0 & 4
\end{array}\right)\left(\begin{array}{rrr}
1 & 2 & 0 \\
3 & -1 & 4
\end{array}\right)=\left(\begin{array}{ccc}
1+9 & 2-3 & 0+12 \\
2-3 & 4+1 & 0-4 \\
0+12 & 0-4 & 0+16
\end{array}\right)=\left(\begin{array}{rrr}
10 & -1 & 12 \\
-1 & 5 & -4 \\
12 & -4 & 16
\end{array}\right)
$$

2.72 Find $(A B)^{T}$, if $A=\left(\begin{array}{cc}1 & 2 \\ 3 & -4\end{array}\right)$ and $B=\left(\begin{array}{rr}5 & 0 \\ -6 & 7\end{array}\right)$.

$$
\text { - } A B=\left(\begin{array}{cc}
5-12 & 0+14 \\
15+24 & 0-28
\end{array}\right)=\left(\begin{array}{cc}
-7 & 14 \\
39 & -28
\end{array}\right) \quad \text { so } \quad-\quad(A B)^{r}=\left(\begin{array}{cc}
-7 & 39 \\
14 & -28
\end{array}\right)
$$

2.73. For the matrices of Problem 2.72, find $A^{T} B^{T}$.

I We have

Fhen

$$
\begin{aligned}
& A^{T}=\left(\begin{array}{rr}
1 & 3 \\
2 & -4
\end{array}\right) \quad B^{T} \\
&=\left(\begin{array}{rr}
5 & -6 \\
0 & 7
\end{array}\right) \\
& A^{T} B^{T}=\left(\begin{array}{ll}
5+0 & -6+21 \\
10+0 & -12-28
\end{array}\right)
\end{aligned}=\left(\begin{array}{rr}
5 & 15 \\
10 & -40
\end{array}\right), ~ \$
$$

Note from Problem 2.72 that $(A B)^{T} \neq A^{T} B^{F}$.
For the matrices of Problem 2.72, find $B^{T} A^{T}$.
1

$$
B^{F} A^{T}=\left(\begin{array}{cc}
5 & -6 \\
0 & 7
\end{array}\right)\left(\begin{array}{ll}
1 & 3 \\
2 & -4
\end{array}\right)=\left(\begin{array}{ll}
5-12 & 15 \\
0+14 & 0-28
\end{array}\right)=\left(\begin{array}{rr}
-7 \\
14 & -28
\end{array}\right)
$$
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Fron Problens 2.72, $(A B)^{\boldsymbol{T}}=B^{\boldsymbol{T}} A^{\boldsymbol{T}}$; see Problem 2.78.
Theorem 2.3: The transpose operation on matrices satisfies
(i) $(A+B)^{T}=A^{T}+B^{T}$
(iii) $(k A)^{T}=k A^{T} \quad(k$ a scalar)
(ii). $\left(A^{T}\right)^{T}=A$
(iv) . $(A B)^{T}=B^{T} A^{T}$
2.75 Prove Theorem 2.3(i).

IIf $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$, then $a_{i j}+b_{i j}$ is the $\ddot{\ddot{y}}$-entry of $A+B$; hence $a_{i j}+b_{i j}$ is the $j i-$ entry (reverse order) of $(A+B)^{T}$. On the other hand, $a_{i j}$ is ithe $j i$-entry of $A^{T}$. and $b_{i j}$ is the $j i$-entry of $B^{T}$; so $a_{i j}+b_{i j}$ is the $j i$-entry of $A^{T}+B^{T}$. Thus $(A+B)^{T}=A^{T}+B^{T}$, since corresponding entries are equal.
2.76 Prove Theorem 2.3(ii).

1 Obviously, a double interchange of rows and columns is equivalent to no interchange.
2.77 Prove Theorem 2.3(iii).

1 If $A=\left(a_{i j}\right)$, then $k a_{i j}$ is the $i j$-entry of $k A$, and so $k a_{i j}$ is the $j$-entry [reverse order] of $(k A)^{T}$. On the other hand, $a_{i j}$ is the $j i$-entry of $A^{T}$, and hence $k a_{i j}$ is the $j i$-entry of $k A^{T}$. Thus $(k A)^{T}=k A^{T}$, since corresponding entries are equal.
2.78 Prove Theorem 2.3(iv).

1 If $A=\left(a_{i j}\right)$ and $B=\left(b_{k j}\right)$, the $i j$-entry of $A B$ is,

$$
\begin{equation*}
a_{i 1} b_{1 j}+a_{i 2} b_{2 j}+\cdots+a_{i m} b_{m j} \tag{i}
\end{equation*}
$$

Thus $(1)$ is the $j i$-entry [reverse order] of $(A B)^{T}$.
On the other hand, column $j$ of $B$ becomes row $j$ of $B^{\top}$, and row $i$ of $A$ becomes column $i$ of $A^{T}$.
Consequently, the ji-entry of $B^{\top} A^{T}$ is

$$
\left(\begin{array}{llll}
b_{i j} & b_{2 j} & \cdots & b_{m j}
\end{array}\right)\left(\begin{array}{l}
a_{i 1} \\
a_{i 2} \\
\cdots \\
a_{i m}
\end{array}\right)=b_{i j} a_{i 1}+b_{2 j} a_{i 2}+\cdots+b_{m i} a_{i m}
$$

Thus, $(A B)^{T}=B^{T} A^{T}$, since corresponding entries are equal.

### 2.5 ELEMENTARY ROW OPERATIONS; PIVOTS

2.79 Show that each of the following elementary row operations has an inverse operation of the same type.
$\left[E_{1}\right]$ : Interchange the ith row and the jth row: $R_{i} \leftrightarrow R_{;}$;
$\left[E_{2}\right]:$ Multiply the $i$ th row by a nonzero scalar $k: R_{i} \rightarrow k R_{i}, k \neq 0$.
[ $E_{3}$ ]: Replace the $i$ th row by $k$ limes the $j$ th row plus the ith row: $R_{i} \rightarrow k R_{j}+R_{i}$.
I (a) Interchanging the same two rows twice, we obtain the original matrix; that is, this operation is its own inverse. (b) Multiplying the ith row by $k$ and then by $k^{-1}$, or by $k^{-1}$ and then by $k$, we obtain the original matrix. In other words, the operations $R_{i} \rightarrow k R_{i}$ and $R_{i} \rightarrow k^{-1} R_{i}$ are inverses. (c) Applying the operation $R_{i} \rightarrow k R_{j}+R_{i}$, and then the operation $R_{i} \rightarrow-k R_{j}+R_{i}$, or applying the operation $R_{i} \rightarrow-k R_{j}+R_{i}$ and then the operation $R_{i} \rightarrow k R_{i}+R_{i}$, we obtain the original matrix. In other words, the operations $R_{i} \rightarrow k R_{j}+R_{i}$ and $R_{j} \rightarrow-k R_{j}+R_{i}$ are inverses.
2.80 Express the following row operation in terms of the elementary row operations of Problem 2.79:
$[E]$ : Replace the ith row by $k^{\prime}$ times the jth row plus $k$ (nonzero) times the ith row: $R_{i} \rightarrow k^{\prime} R_{j}+k R_{i}$, $k \neq 0$.
1 $E$ is equivalent to $E_{2}$ [with parameter $k$ ] followed by $E_{3}$ [with parameter $k^{\prime}$ ].
2.81 Apply the operation $\quad R_{2} \leftrightarrow R_{3}$ to

$$
\begin{gathered}
A=\left(\begin{array}{rrrr}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
3 & -4 & 5 & -6
\end{array}\right) \\
\left(\begin{array}{rrrr}
1 & 2 & 3 & 4 \\
3 & -4 & 5 & -6 \\
5 & 6 & 7 & 8
\end{array}\right)
\end{gathered}
$$

$\div$
$I$
2.82 Apply the operation $R_{1} \rightarrow 3 R_{1}$ to the matrix of Problem 2.81.

I $\quad\left(\begin{array}{rrrr}3 & 6 & 9 & 12 \\ 5 & 6 & 7 & 8 \\ 3 & -4 & 5 & -6\end{array}\right)$
2.83 Apply the operation $R_{3} \rightarrow-3 R_{1}+R_{3}$ to the matrix of Problem 2.81.
. 1

$$
\left(\begin{array}{rrrr}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
0 & -10 & -4 & -18
\end{array}\right)
$$

2.84 Matrix $A$ is row equivalent to matrix $B$, written $A \sim B$, if $B$ can be obtained from $A$ by a sequence of elementary row operations. Show that row equivalence is an equivatemce relation. That is, show that
(a) $\dot{A} \sim A$;
(b) if $A \sim B$, then $B \sim A$;
(c) if $A \sim B$ and $B \sim C$, then $A \sim C$.

I (a) $A$ can be obtained from $A$ by applying $E_{2}$ with $k=1$. (b) If $B$ can be obtained from $A$ by a sequence of elementary row operations, then applying the inverse operations to $B$ in the reverse order will yield $A$. [By Problem 2.79, the inverse of an elementary row operation is an elementary row
operation.] (c) If $B$ can be obtained from $A$ by a sequence of elementary row operations, and $C$ can be obtained from $B$ by a sequence of elementary row operations, then applying the sequences one after the other on $A$ will result in $C$.

Suppose that $a_{i j}$ is a nonzero element in a matrix $A$. Show that each of the following row operations, which change the $k$ th row of $A$, yields a 0 in the $k j$-position of $A$ :
(a) $\quad R_{k} \rightarrow\left(-\dot{a}_{k j} / a_{i j}\right) R_{i}+R_{k}$
(b) $R_{k} \rightarrow-a_{k j} R_{i}+a_{i j} R_{k}$
[The above element $a_{i j}$ which is used to produce Os above and/or below it is called the pivor of the operations.]
I The new scalar in the $k j$-position of $A$ is

$$
(a) .\left(-a_{k j} \mid a_{i j}\right) a_{i j}+a_{k j}=0 \quad \text { (b) }\left(-a_{k j}\right) a_{i j}+\left(a_{i j}\right) a_{k j}=0
$$

2.86 Refer to Problem 2.85. Discuss the advantages, if any, of using operation (b) instead of operation (a). - Although (a) will involve fewer arithmetic operations (Problem 2.91), fractions may occur even if all $a_{i j}$ are integers. Operation (b), which uses only multiplication and addition, will not produce fractions if all the entries $a_{i j}$ are integers.

Discuss the advantage of using $a_{i j}=1$ as a pivot.
In this case, operations ( $a$ ) and (b) are the same, and no fractions will be introduced if all the $a_{i j}$ are integers.

Produce Os above and below the (boxed) pivot:

$$
\left(\begin{array}{cccc}
1 & 3 & -4 & 5 \\
0 & 1 & 2 & -1 \\
0 & -2 & 3 & 4
\end{array}\right)
$$
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I Since the second row $R_{2}$ [which contains the pivol] will not change, first write down $R_{2}$ :

$$
\left(\begin{array}{llll}
0 & 1 & 2 & -1
\end{array}\right)
$$

To obtain a 0 in $R_{1}$ above the pivot, multiply the second row $R_{2}$ by -3 and add it to $R_{1}$; that is, apply the operation $R_{1} \rightarrow-3 R_{2}+R_{1}$ :

$$
\left(\begin{array}{cccc}
0+1 & -3+3 & -6-4 & 3+5 \\
0 & 1 & 2 & -1 \\
& & &
\end{array}\right)=\left(\begin{array}{rrrr}
1 & 0 & -10 & 8 \\
0 & 1 & 2 & -1 \\
& & &
\end{array}\right)
$$

To obtain a 0 in $R_{3}$ below the pivot, multiply $R_{2}$ by 2 and add it to $R_{3}$; that is, apply the operation $R_{3} \rightarrow 2 R_{2}+R_{3}$ :

$$
\left(\begin{array}{cccc}
1 & 0 & -10 & 8 \\
0 & 1 & 2 & -1 \\
0+0 & 2-2 & 4+3 & -2+4
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & -10 & 8 \\
0 & 1 & 2 & -1 \\
0 & 0 & 7 & 2
\end{array}\right)
$$

This is the required matrix.
2.89 Produce Os below the (boxed) pivot:

$$
\left(\begin{array}{rrrr}
{\left[\begin{array}{r}
2 \\
3
\end{array}\right.} & 1 & -3 & 4 \\
5 & -2 & 1 & -2 \\
5 & 0
\end{array}\right)
$$

IFirst write down $R_{1}$, since it will not change:

$$
\left(\begin{array}{cccc}
2 & 1 & -3 & 4 \\
& & &
\end{array}\right)
$$

To obtain a 0 in $R_{2}$ below the pivot, apply the operation $R_{2} \rightarrow-3 R_{1}+2 R_{2}$ : that is, calculate:

$$
\left(\begin{array}{cccc}
2 & 1 & -3 & 4 \\
-6+6 & -3+8 & 9+2 & -12-4
\end{array}\right)=\left(\begin{array}{cccc}
2 & 1 & -3 & 4 \\
0 & 5 & 11 & -16
\end{array}\right)
$$

To obtain a 0 in $R_{3}$ below the pivot; apply the operation $R_{3} \rightarrow-5 R_{1}+2 R_{3}$ :

$$
\left(\begin{array}{cccc}
2 & 1 & -3 & 4 \\
0 & 5 & 11 & -16 \\
-10+10 & -5-4 & 15+6 & -20+0
\end{array}\right)=\left(\begin{array}{cccc}
2 & 1 & -3 & 4 \\
0 & 5 & 11 & -16 \\
0 & -9 & 21 & -20
\end{array}\right)
$$

This is the required matrix.
2.90 Produce Os below the (boxed) pivot:

$$
\left(\begin{array}{rrrr}
0 & 1 & -2 & 4 \\
2 & 3 & 1 & -6 \\
1 & -1 & 5 & 7
\end{array}\right)
$$

I Since the designated [boxed] element is zero, it cannot be used as a pivot.
2.91 Suppose $A$ is an $m \times n$ matrix. Find the number of multiplications in (a) $R_{k} \rightarrow\left(-a_{k j} / a_{i j}\right) R_{i}+R_{k}$, (b) $R_{k} \rightarrow-a_{k j} R_{i}+a_{i j} R_{k}$. [In computer applications, one counts only multiplications, not additions, in determining the complexity of a procedure.]
(a) After calculating the multiplier $-a_{k j} / a_{i j}$, there will be only $n$ multiplicants. [Each row contains $n$ elements.] (b) Here there will be $2 n$ multiplications.

### 2.6. EChelon matrices, row reduction, pivoting

2.92 Find the leading nonzero entries in the following matrices:

$$
\left(\begin{array}{rrrrr}
0 & 1 & -3 & 4 & 6 \\
4 & 0 & 2 & 5 & -3 \\
0 & 0 & 7 & -2 & 8
\end{array}\right) \quad\left(\begin{array}{rrrrr}
0 & 0 & 0 & 0 & 0 \\
1 & 2 & 3 & 4 & 5 \\
0 & 0 & 5 & -4 & 7
\end{array}\right) \quad\left(\begin{array}{lllll}
0 & 2 & 2 & 2 & 2 \\
0 & 3 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

| The leading nonzero entries are the first nonzero entries in the rows of the matrix:

$$
\left(\begin{array}{ccccc}
0 & {[1} & -3 & 4 & 6 \\
4 & 0 & 2 & 5 & -3 \\
0 & 0 & {[7]} & -2 & 8
\end{array}\right) \quad\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
1 & 2 & 3 & 4 & 5 \\
0 & 0 & 5] & -4 & 7
\end{array}\right) \quad\left(\begin{array}{llll}
0 & {\left[\frac{2}{3}\right.} & 2 & 2
\end{array}\right)
$$

2.93 . How many leading nonzero entries can an $m \times n$ matrix have?

1 There are anywhere from 0 to m leading nonzero entries, one for each nonzero row.
2.94 A matrix $A$ is called an echelon matrix, or is said to be in echelon form, if (i) any zero rows are on the bottom of the matrix; (ii) each leading nonzero entry is to the right of the leading nonzero entry in the preceding row. Whict, if any, of the matrices in Problem 2.92 are in echelon form?

I None of the three matrices is in echelon form. [In the third matrix, the 3 is not to the right of the 2.]
2.95 Give an algorithm that row reduces'an arbitrary $A=\left(a_{i j}\right)$ to echelon form. [The term "row reduce" or simply "reduce" shall mean to transform a matrix by row operations.]
I Step 1: Find the first column with a nonzero entry; call it the $j_{1}$-column.
Step 2. Interchange the rows so that a nonzero entry appears in the first row of the $j_{1}$-column; that is, so that $a_{1 ;} \neq 0$.
Step 3. Use $a_{1 ;}$ as a pivot to obtain $0_{s}$ below $a_{i i_{1}}$; that is, for each $i>1$, apply the row operation $R_{i} \rightarrow-a_{i j} R_{i}+a_{1 i_{i}} R_{i}$ or $R_{i} \rightarrow\left(-a_{i j} / a_{i j}\right) R_{i}+R_{i}$.
Step 4. Repeat Steps 1, 2, and 3 with the submatrix formed by all the rows except the first.
Step 5. Continue the above process until the matrix is in echelon form.
Row reduce

$$
A=\left(\begin{array}{llll}
1 & 2 & -3 & 0 \\
2 & 4 & -2 & 2 \\
3 & 6 & -4 & 3
\end{array}\right)
$$

to echelon form.
1 Use $a_{12}=1$ as a pivot to obtain os below $a_{11}$; that is, apply the row operations $R_{2} \rightarrow-2 R_{1}+R_{2}$ and $R_{3} \rightarrow-3 R_{1}+R_{3}$ to obtain the matrix

$$
\left(\begin{array}{rrrr}
1 & 2 & -3 & 0 \\
0 & 0 & 4 & 2 \\
0 & 0 & 5 & 3
\end{array}\right)
$$

Now use $a_{23}=4$ as a pivot to obtain a 0 below $a_{23}$ : that is, apply the row operation $R_{3} \rightarrow-5 R_{2}+4 R_{3}$ to obtain the matrix

$$
\left(\begin{array}{rrrr}
1 & 2 & -3 & 0 \\
0 & 0 & 4 & 2 \\
0 & 0 & 0 & 2
\end{array}\right)
$$

which is in echeton form.
2.97 Row reduce

$$
A=\left(\begin{array}{rrrr}
1 & -2 & 3 & -1 \\
2 & -1 & 2 & 2 \\
3 & 1 & 2 & 3
\end{array}\right)
$$

10 echelon form.
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Row-reduce

$$
A=\left(\begin{array}{rrr}
-4 & 1 & -6 \\
1 & 2 & -5 \\
6 & 3 & -4
\end{array}\right)
$$

to echelon form.
I Hand calculations are isually simpler if the pivot element equals 1. Therefore, first interchange $R_{1}$ and $R_{2}$; then apply $R_{2} \rightarrow 4 R_{1}+R_{2}$ and $R_{2} \rightarrow-6 R_{1}+R_{3}$; and then apply $R_{3} \rightarrow R_{2}+R_{3}$ :

$$
A \sim\left(\begin{array}{rrr}
1 & 2 & -5 \\
-4 & 1 & -6 \\
6 & 3 & -4
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & 2 & -5 \\
0 & 9 & -26 \\
0 & -9 & 26
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & 2 & -5 \\
0 & 9 & -26 \\
0 & 0 & 0
\end{array}\right)
$$

The matrix is now in echelon form.
2.100 The algorithm of Problem 2.95 beciomes the pizoting algorithm if, in step 2 , the entry in column $j$, of greatest absolute value is chosen as the pivot $a_{1, j}$, and if, in step 3 , the row operation $R_{i} \rightarrow\left(-a_{i j} / a_{i j}\right) R_{1}+$ $R_{i}$ is specified. Use the pivoting algorithm to reduce the following matrix $A$ to echelon form:

$$
A=\left(\begin{array}{rrrr}
2 & -2 & 2 & 1 \\
-3 & 6 & 0 & -1 \\
1 & -7 & 10 & 2
\end{array}\right)
$$

1 First interchange $R_{1}$ and $R_{2}$ so that -3 can be used as the pivot, and then apply $R_{2} \rightarrow(2 / 3) R_{1}+R_{2}$ and $R_{3} \rightarrow(1 / 3) R_{1}+R_{3}$ :

$$
A \sim\left(\begin{array}{rrrr}
-3 & 6 & 0 & -1 \\
2 & -2 & 2 & 1 \\
1 & -7 & 10 & 2
\end{array}\right)-\left(\begin{array}{rrrr}
-3 & 6 & 0 & -1 \\
0 & 2 & 2 & 1 / 3 \\
0 & -5 & 10 & 5 / 3
\end{array}\right)
$$

Now interchange $R_{2}$ and $R_{3}$ so that -5 may be used as the pivot, and apply $R_{3} \rightarrow(215) R_{2}+R_{3}$ :

$$
A \sim\left(\begin{array}{rrrr}
-3 & 6 & 0 & -1 \\
0 & -5 & 10 & 5 / 3 \\
0 & 2 & 2 & 1 / 3
\end{array}\right) \sim\left(\begin{array}{rrrr}
-3 & 6 & 0 & -1 \\
0 & -5 & 10 & 5 / 3 \\
0 & 0 & 6 & 1
\end{array}\right)
$$

The matrix has been brough to echeton form.
2.101 Describe the advantages, if any, of using the pivoting algorithm.

The row operation $R_{i} \rightarrow\left(-a_{i j} / a_{1 j_{1}}\right) R_{1}+R_{i}$ involves division by the [current] pivot $a_{1 j_{1}-}$ On the computer, roundoff errors may be substantially reduced when one divides by a number as large in absolute. value as possible.
2.102 If $A$ and $B$ are echelon matrices with the same size, show that the sum $A+B$ need not be an echelon matrix.

I

$$
\left(\begin{array}{lll}
3 & 4 & 5 \\
0 & 2 & 1
\end{array}\right)+\left(\begin{array}{rrr}
-3 & -4 & 1 \\
0 & 1 & -3
\end{array}\right)=\left(\begin{array}{rrr}
0 & 0 & 6 \\
0 & 3 & -2
\end{array}\right)
$$

2.103 . Show that if $A$ is an echelon matrix, then $k A$, for any scalar $k$, is also an echelon matrix.

If $k=0$, then $k A$ is the zero matrix, which is in echelon form. If $k \neq 0$, then multiplying the entries of $A$ by $k$ does not change the positions of the zero rows, and does not change the positions of the leading nonzero entries.

### 2.7 ROW CANONICAL FORM, GAUSS ELIMINATION

2.104 A matrix $A$ is said to be in row canonical form if (i) $A$ is an echeton matrix; (ii) each leading nonzero entry is $l$; (iii) each leading nonzero entry is the only nonzero entry in its column. Which of the following echelon matrices, whose leading nonzero entries have been boxed, are in row canonical form?

$$
\begin{aligned}
& \text { (a) }\left(\begin{array}{ccccccc}
2 & 3 & 2 & 0 & 4 & 5 & -6 \\
0 & 0 & 7 & 1 & -3 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 6 & 2 \\
0 & 0 & 0 & 0 & -0 & 0 & 0
\end{array}\right) \quad \text { (b) }\left(\begin{array}{ccc}
1 & 2 & 3 \\
0 & 0 & \boxed{1} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \\
& \text { (c) }\left(\begin{array}{ccccccc}
0 & 1 & 3 & 0 & 0 & 4 & 0 \\
0 & 0 & 0 & 1 & 0 & -3 & 0 \\
0 & 0 & 0 & 0 & 1 . & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

( $a$ ) The matrix is not in row canonical form since leading nonzero entries are not 1 . (b) The leading nonzero entry in the second row is not the only nonzero entry in its column; thus the matrix is net in row canonical form. (c) This matrix is in row canonical form.
2.105. Which of the matrices in Problem 2.92 are in row canonical form?

- These matrices are not echelon matrices and hence automatically cannot be in row canonical form.
2.106 Which of the matrices are in row canonical form?

$$
\left(\begin{array}{rrrrr}
1 & 2 & -3 & 0 & 1 \\
0 & 0 & 5 & 2 & -4 \\
0 & 0 & 0 & 7 & 3
\end{array}\right) \quad\left(\begin{array}{rrrrr}
0 & 1 & 7 & -5 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lllll}
1 & 0 & 5 & 0 & 2 \\
0 & 1 & 2 & 0 & 4 \\
0 & 0 & 0 & 1 & 7
\end{array}\right)
$$

IThe second and third.
2.107 Give the Gauss elimination algorithm for the reduction of an arbitrary matrix $A$ to row canonicat form.

I The algorithm consists of two main steps:
Step 1. Reduce the matrix $A$ to an echelon form [Problem 2.95]: denote the leading nonzero entries $a_{j_{i}}, a_{2 j_{2}}, \ldots, a_{r j,}$.
Step 2. If $a_{r j_{r}} \neq 1$, muhiply the last nonzero row, $R$, by $1 / a_{r i}$. Then use $a_{r i,}=1$ as pivot to obtain 0 s above the pivot. Repeat the process with $R_{r-1}, R_{r-2}, \ldots, R_{2}$. Finally, if necessary, multiply $R_{1}$ by $1 / a_{1 j}$ to make $a_{1 j_{1}}=1$.
The matrix is now in row canonical form. Step 2 is sometimes calted back-subsfinution, since the leading nonzero entries are used as pivots in the rewerse order, from the bottom up.
2.109: Reduce the matrix

$$
A \sim\left(\begin{array}{ccccc}
1 & 3 / 2 & 0 & 7 / 6 & 0 \\
0 & 0 & 1 & 2 / 3 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

$$
B=\left(\begin{array}{rrrrr}
2 & 2 & -1 & 6 & 4 \\
4 & 4 & 1 & 10 & 13 \\
6 & 6 & 0 & 20 & 19
\end{array}\right)
$$

to row canonical form.
I First, reduce $B$ to an echelon form by applying $R_{2} \rightarrow-2 R_{1}+R_{2}$ and $R_{3} \rightarrow-3 R_{1}+\dot{R}_{3}$. and then $R_{3} \rightarrow-R_{2}+R_{3}:$

$$
B \sim\left(\begin{array}{rrrrr}
2 & 2 & -1 & 6 & 4 \\
0 & 0 & 3 & -2 & 5 \\
0 & 0 & 3 & 2 & 7
\end{array}\right) \sim\left(\begin{array}{rrrrr}
2 & 2 & -1 & 6 & 4 \\
0 & 0 & 3 \cdot & -2 & 5 \\
0 & 0 & 0 & 4 & 2
\end{array}\right)
$$

Now apply step 2 of the Gauss algorithm. Multiply $R_{3}$ by $1 / 4$, so the pivot. $b_{35}=1$, and then apply $R_{2} \rightarrow 2 R_{3}+R_{2}$ and $R_{1} \rightarrow-6 R_{3}+R_{1}$ :

$$
B \sim\left(\begin{array}{rrrrr}
2 & 2 & -1 & 6 & 4 \\
0 & 0 & 3 & -2 & 5 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right) \sim\left(\begin{array}{ccccc}
2 & 2 & -1 & 0 & 1 \\
0 & 0 & 3 & 0 & 6 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right)
$$

Now multiply $R_{2}$ by $1 / 3$, making the pivot $b_{22}=1$, and apply $R_{1} \rightarrow R_{2}+R_{1}$ :

$$
B \sim\left(\begin{array}{rrrrr}
2 & 2 & -1 & 0 & 1 \\
0 & 0 & 1 & 0 & 2 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right) \sim\left(\begin{array}{ccccc}
2 & 2 & 0 & 0 & 3 \\
0 & 0 & 1 & 0 & 2 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right)
$$

Finally, multiply $R$, by $1 / 2$ to obtain the row canonical form

$$
B \sim\left(\begin{array}{ccccc}
1 & 1 & 0 & 0 & 3 / 2 \\
0 & 0 & 1 & 0 & 2 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right)
$$

2.110. Reduce to row canonical form

$$
A=\left(\begin{array}{rrrrr}
1 & -2 & 3 & 1 & 2 \\
1 & 1 & 1 & -1 & 3 \\
2 & 5 & 9 & -2 & 8
\end{array}\right)
$$

1 First reduce $A$ to echelon form by applying $R_{2} \rightarrow-R_{1}+R_{2}$ and $R_{3} \rightarrow-2 R_{1}+R_{3}$, and then applying $R_{3} \rightarrow-3 R_{2}+R_{3}$ :

$$
A \sim\left(\begin{array}{rrrrr}
1 & -2 & 3 & 1 & 2 \\
0 & 3 & 1 & -2 & 1 \\
0 & 9 & 3 & -4 & 4
\end{array}\right)-\left(\begin{array}{rrrrr}
1 & -2 & 3 & 1 & 2 \\
0 & 3 & 1 & -2 & 1 \\
0 & 0 & 0 & 2 & 1
\end{array}\right)
$$

Now use back-substitution. Multiply $R_{3}$ by $1 / 2$ to obtain the pivot $a_{34}=1$, and then apply $R_{2} \rightarrow 2 R_{3}+$ $R_{2}$ and $R_{1} \rightarrow-R_{3}+R_{1}$ :

$$
A \sim\left(\begin{array}{rrrrr}
1 & -2 & 3 & 1 & 2 \\
0 & 3 & 1 & -2 & 1 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right) \sim\left(\begin{array}{rrrrc}
1 & -2 & 3 & 0 & 3 / 2 \\
0 & 3 & 1 & 0 & 2 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right)
$$

Now multiply $R_{2}$ by $1 / 3$ to obtain the pivot $a_{2 n}=1$, and then apply $R_{1} \rightarrow 2 R_{2}+R_{1}$ :

$$
A \sim\left(\begin{array}{ccccc}
1 & -2 & 3 & 0 & 3 / 2 \\
0 & 1 & 1 / 3 & 0 & 2 / 3 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right) \sim\left(\begin{array}{ccccc}
1 & 0 & 11 / 3 & 0 & 17 / 6 \\
0 & 1 & 1 / 3 & 0 & 2 / 3 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right)
$$

Since $a_{11}=1$, the last matrix is the desired row canonical form:
2.111 Describe the Gauss-Jordan elimination algorithm which reduces an arbitráry matrix $A$ to its row canonical form.
I The algorithm is similar to the algorithm in Problem $\dot{2} .95$ except that here the algorithm first normalizes a row to obtain a unit pivot and then uses the pivot to place 0 s both below and above the pivot before obtaining the next pivot.
2.112 One speaks of "an" echelon form of a matrix $A$, "the" row canonical form" of $A$. Why?

1 An arbitrary matrix $A$ may be row equivalent to many echeton marrices. On the other hand, regardless of the algorithm that is used, a matrix $A$ is row equivalent to a unique matrix in row canonical form. [The term" "canonical" usually connotes uniqueness.]
2.113 Use Gauss-Jordan elimination to obtain the sow canonical form of the matrix of Problem 2.110

1 Use ihe leading nonzero entry $a_{11}=1$ as pivot to put 0 s below $i t$, applying $R_{2} \rightarrow-R_{1}+R_{2}$ and $R_{3} \rightarrow-2 R_{1}+R_{3}$; this yields

$$
A \sim\left(\begin{array}{rrrrr}
1 & -2 & 3 & 1 & 2 \\
0 & 3 & 1 & -2 & 1 \\
0 & 9 & 3 & -4 & 4
\end{array}\right)
$$

Multiply $R_{2}$ by $1 / 3$ io get the pivot $a_{22}=1$ and produce 0 below and above $a_{22}$ by applying $R_{3} \rightarrow-9 R_{2}+R_{3}$ and $R_{1} \rightarrow 2 R_{2}+R_{1}$ :

$$
A \sim\left(\begin{array}{ccccc}
1 & -2 & 3 & 1 & 2 \\
0 & 1 & 1 / 3 & -2 / 3 & 1 / 3 \\
0 & 9 & 3 & -4 & 4
\end{array}\right) \sim\left(\begin{array}{ccccc}
1 & 0 & 11 / 3 & -1 / 3 & 8 / 3 \\
0 & 1 & 1 / 3 & -2 / 3 & 1 / 3 \\
0 & 0 & 0 & 2 & 1
\end{array}\right)
$$

Lastly, multiply $R_{3}$ by $1 / 2$ to get the pivot $a_{34}=1$ and produce 0 s above $a_{36}$ by applying $R_{2} \rightarrow(2 / 3) R_{3}+R_{2}$ and $R_{3} \rightarrow(1 / 3) R_{3}+R_{1}:$

$$
A \sim\left(\begin{array}{ccccc}
1 & 0 & 11 / 3 & -1 / 3 & 8 / 3 \\
0 & 1 & 1 / 3 & -2 / 3 & 1 / 3 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right) \sim\left(\begin{array}{ccccc}
1 & 0 & 11 / 3 & 0 & 17 / 6 \\
0 & 1 & 3 / 3 & 0 & 2 / 3 \\
0 & 0 & 0 & 1 & 1 / 2
\end{array}\right)
$$

2.114 Exhibit ail the row canonical forms for $2 \times 2$ matrices.

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \quad\left(\begin{array}{ll}
1 & k \\
0 & 0
\end{array}\right) \quad\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

where $k$ is an afbitrary scatar.

- The sum $A+B$ may be obtained by adding corresponding blocks:

$$
A+B=\left(\begin{array}{cccc}
A_{n 1}+B_{n 1} & A_{12}+B_{12} & \cdots & A_{1 n}+B_{1 n} \\
A_{21}+B_{21} & A_{22}+B_{22} & \cdots & A_{2 n}+B_{2 n} \\
\cdots \cdots \cdots & \cdots & \cdots & \cdots
\end{array}\right)
$$

The justification is that adding the corresponding blocks adds the corresponding elements of $A$ and $B$.
2.119 Let a matrix $A$ be partitioned into blocks; say, $A=\left(A_{i j}\right)$. Find the scalar multiple $k A$.

$$
k A=\left(\begin{array}{cccc}
k A_{11} & k A_{12} & \cdots & k A_{1 n} \\
k A_{21} & k A_{22} & \cdots & k A_{2 n} \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right)
$$

because miltiplying each block by $k$ effects the multiplication of each element of $A$ by $k$.
Suppose matrices $U$ and $V$ are partitioned into blocks as follows:

$$
U=\left(\begin{array}{cccc}
U_{11} & U_{12} & \cdots & U_{1 p} \\
U_{21} & U_{22} & \cdots & U_{2 p} \\
\cdots & \cdots & \cdots & \cdots \\
U_{n 01} & U_{m 2} & \cdots & U_{m p}
\end{array}\right) \quad V=\left(\begin{array}{cccc}
V_{11} & V_{12} & \cdots & V_{1 n} \\
V_{21} & V_{22} & \cdots & V_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
V_{p 1} & \bar{V}_{22} & \cdots & V_{p n}
\end{array}\right)
$$

where the number of columns of each block $U_{i k}$ is equal to the number of rows in each block $V_{k j}$. Find the product UV.
I The product $U V$ may be obtained by multiplying the corresponding block matrices; that is,

$$
U V=\left(\begin{array}{cccc}
W_{11} & W_{12} & \cdots & W_{1 n} \\
W_{21} & W_{22} & \cdots & W_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
W_{m 1} & W_{n 2} & \cdots & W_{m n}
\end{array}\right) \quad \text { where } \quad W_{\overline{i n}}=U_{i \mathrm{i}} V_{1 ;}+U_{i 2} V_{2 i}+\cdots+U_{i p} V_{p i}
$$

To convince yourself of the validity of block multiplication, consider the following compuration of the ( 1,1 ) element of $U V$ :

$$
\begin{aligned}
& \text { (1.1): element of } U_{31} V_{n} \\
& \text { (1. 1)-element of } U_{12} V_{21} \\
& w_{11}=\overbrace{u_{11} v_{11}+u_{12} v_{2,}+u_{13} u_{31}+\cdots}+\bar{u}_{u_{1, ~} v_{21}+v_{1,+1}+u_{1, f+1} v_{r+1,1}+\cdots}+\cdots
\end{aligned}
$$

Thus, the partitioning of $U$ and $V$ merely partitions the sums defining the elements of $U V$.
Compute AB using block multiplication, where

$$
A=\left(\begin{array}{ll:l}
1 & 2 & 1 \\
3 & 4 & 0 \\
\hdashline 0 & 0 & 2
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{lll:l}
1 & 2 & 3 & 1 \\
4 & 5 & 6 & 1 \\
\hdashline 0 & 0 & 0 & 1
\end{array}\right)
$$

Here $A=\left(\begin{array}{cc}E & F \\ 0_{1 \times 2} & G\end{array}\right)$ and $B=\left(\begin{array}{cc}R & S \\ 0_{1 \times 3} & T\end{array}\right)$ where $E, F, G, R, S$, and $T$ are the given blocks. Hence

$$
A B=\left(\begin{array}{cc}
E R & E S+F T \\
0_{1 \times 3} & G T
\end{array}\right)=\left(\begin{array}{cc}
\left(\begin{array}{rrr}
9 & 12 & 15 \\
19 & 26 & 33
\end{array}\right) & \binom{3}{7}+\binom{1}{0} \\
\left(\begin{array}{lll}
0 & 0 & 0
\end{array}\right)=\left(\begin{array}{rrrr}
9 & 12 & 15 & 4 \\
19 & 26 & 33 & 7 \\
0 & 0 & 0 & 2
\end{array}\right)
\end{array}\right)
$$

2.122 Compute CD using block multiplication, where

$$
C=\left(\begin{array}{lll:l}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 2 \\
0 & 0 & 1 & 3
\end{array}\right) \quad \text { and } \quad \therefore \quad D=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
\hdashline & 5 & 6
\end{array}\right)
$$

2. 123 Compute $E F$ by block multiplication, where
$\quad E=\left(\begin{array}{rr:lll}1 & -2 & 0 & 0 & 0 \\ 3 & 4 & 0 & 0 & 0 \\ \hdashline 0 & 0 & 5 & 1 & 2 \\ 0 & 0 & 3 & 4 & 1\end{array}\right) \quad$ and $\quad F=\left(\begin{array}{rr:rr}3 & -2 & 0 & 0 \\ 2 & 4 & 0 & 0 \\ \hdashline 0 & 0 & 1 & 2 \\ 0 & 0 & 2 & -3 \\ 0 & 0 & -4 & 1\end{array}\right)$

- $E F=\left(\begin{array}{ll}\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)\left(\begin{array}{rr}3 & -2 \\ 2 & 4\end{array}\right) & 0_{2 \times 2} \\ & 0_{2 \times 2}\end{array}\left(\begin{array}{rrr}5 & 1 & 2 \\ 3 & 4 & 1\end{array}\right)\left(\begin{array}{rr}1 & 2 \\ 2 & -3 \\ -4 & 1\end{array}\right)\right)=\left(\begin{array}{cc}\left(\begin{array}{cc}3+4 & -2+8 \\ 9+8 & -6+16\end{array}\right) & 0_{2 \times 2} \\ 0_{2 \times 2} & \left(\begin{array}{cc}5+2-8 & 10-3+2 \\ 3+8-4 & 6-12+1\end{array}\right)\end{array}\right)$

$$
=\left(\begin{array}{rrrr}
7 & 6 & 0 & 0 \\
17 & 10 & 0 & 0 \\
0 & 0 & -1 & 9 \\
0 & 0 & 7 & -5
\end{array}\right)
$$

Multiply

$$
A=\left(\begin{array}{rr:rr}
3 & 1 & 0 & 0 \\
-2 & 1 & 0 & 0 \\
\hdashline 0 & 0 & 6 & -4 \\
0 & 0 & 2 & -3
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{rr:rr}
0 & 0 & 4 & 1 \\
0 & 0 & -3 & -1 \\
\hdashline 1 & 2 & 0 & 0 \\
-5 & 3 & 0 & 0
\end{array}\right)
$$


2.125 In how many ways can a $5 \times 8$ matrix be partitioned into a $3 \times 4$ block matrix?

- Required will be $3-1=2$ horizontal dividing lines and 4-1=3 vertical dividing lines. Now, there are $5-1=4$ places to put the horizontal lines, and $8-1=7$ places for the vertical lines. The 2 horizontal lines can be put in 4 places in $\binom{4}{2}=6$ ways, and the 3 vertical lines can be put in 7 places in $\binom{7}{3}=35$ ways. Accordingly, there are $6 \cdot 35=210$ ways to accomplish the partitioning.
2.126 In how many ways can an $m \times n$ matrix be partitioned into an $r \times s$ block matrix?
- $\binom{m-1}{r-1}\binom{n-1}{s-1}$ ways (generalization of Problem 2.125).


### 3.1 LINEARITY. SOLUTIONS

3.1 .. When is an equation in $n$ unknowns, $x_{1}, x_{2}, \ldots, x_{n}$, said to be linear?

When it has the following standard form:

$$
\begin{equation*}
a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=b \tag{1}
\end{equation*}
$$

In (1), the constant $a_{k}$ is called the coefficient of $x_{k}$ and $b$ is called the constant of the equation. In the problems of this chapter, all constants are assumed to belong to $\mathbf{R}$.
3.2 Determine whether the equation $5 x+7 y-8 y z=16$ is linear.

I No, since the product $y z$ of two unknowns is of second degree.
3.3 Is the equation $x+\pi y+e z=\log 5$ linear?

- Yes, since $\pi, e$, and $\log 5$ are constants.
3.4 Determine whether $\frac{y+8}{x-2}=x+6$ is equivalent to a linear equation.
( Assuming $x \neq 2$, clear the fraction:

$$
y+8=(x-2)(x+6)=x^{2}+4 x-12 \text { or } x^{2}+4 x-y=20
$$

No, since $x^{2}$ is of second degree.
3.5 Determine whether the following equation is linear: $3 x+k y-8 z=16$.
f As it stands, there are four unknowns: $x, y, z, k$. Because of the term $k y$ it is not a linear equation. However, assuming $k$ is a constant, the equation is linear in the unknowns $x, y, z$.
3.6 Is $x=3, y=2, z=1$ a solution of the [linear] equation $x+2 y-3 z=4$ ?

In general, the $n$-tuple [vector in $\left.\mathbf{R}^{n}\right\} \quad u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ is a solution of (or solves or satisfies) the equation $F\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0$ if $F\left(u_{1}, u_{2}, \ldots, u_{n}\right)=0$. So we substitute in the given equation to obtain:

$$
3+2(2)-3(1) \stackrel{?}{=} 4 \quad \text { or } \quad 3+4-3 \stackrel{?}{=} 4 \quad \text { or } \quad 4 \stackrel{?}{=} 4
$$

Yes, it is a solution.
3.7. Is $x=1, y=2, z=3$ a solution of the equation of Problem 3.6?

- Substitute in the equation to obtain:

$$
1+2(2)-3(3) \stackrel{?}{=} 4 \quad \text { or } \quad 1+4-9 \stackrel{?}{=} 4 \quad \text { or } \quad-4 \stackrel{?}{=} 4
$$

No, it is not a solution.
Is $u=(8,1,2)$ a solution of the equation $x+2 y-3 z=4$ ?
Since $x, y, z$ is the ordering of the unknowns, $u=(8,1,2)$ is shori for $x=8, y=1, \quad z=2$. Substitute in the equation to obtain:

$$
8+2(1)-3(2) \stackrel{?}{=} 4 \quad \text { or } \quad .8+2-6 \stackrel{3}{=} 4 \text { or } .4 \stackrel{?}{=} 4
$$

Yes, it is a solution.
3.9 Is $v=(2,-1,5)$ a solution of the equation of Problem 3.8?

I Substitute in the equation to obtain:

$$
2+2(-1)-3(5) \stackrel{?}{=} 4 \quad \text { or } \quad 2-2-15 \stackrel{?}{=} 4 \quad \text { or } \quad-15 \stackrel{?}{=} 4
$$

No, it is not a solution.
3.10 Is $w=(3,-1,2,5)$ a solution of the equation of Problem 3.8?

I No, only a vector with 3 components can be a solution, since the equation has only three unknowns.
3.11 Is $u=(3,2,1,0)$ a solution of the equation $x_{1}+2 x_{2}-4 x_{3}+x_{4}=3$ ?

I Substitute to obtain $3+2(2)-4(1)+0 \stackrel{?}{=} 3$, or $3 \stackrel{?}{=} 3$; yes, it is a solution.
3.12 Is $v=(1,2,4,5)$ a solution of the equation of Problem 3.11?

I Substitute to obtain $1+2(2)-4(4)+5 \stackrel{?}{=} 3$, or $-6 \stackrel{?}{=} 3$; not a solution.
3.13 Is $u=(3,-5,2)$ a solution of the equation $y+2 x=z-1$ ?

I We will assume that $x, y, z$ is the ordering of the unknowns in $u$, regardless of their order in the equation. Thus $u=(3,-5,2)$ is short for $x=3, y=-5, z=2$. Substitute in the equation 10 obtain:

$$
-5+2(3) \stackrel{?}{=} 2-1 \quad \text { or } \quad-5+6 \stackrel{?}{=} 2-1 \quad \text { or } \quad 1 \stackrel{?}{=} 1
$$

Yes, it is a solution.
3.14 Is $u=(6,4,-2)$ a solution of the equation $3 x_{2}+x_{3}-x_{1}=4$ ?

I By convention, the components of $u$ are ordered according to the subscripts on the unknowns. That is, $u=(6,4,-2)$ is short for $x_{1}=6, x_{2}=4, x_{3}=-2$. Substitute in the equation to obtain $3(4)-2-6 \stackrel{?}{=} 4$, or $4 \stackrel{?}{=} 4$. Yes, is is a solution.

Theorem 3.1: Consider the degenerate linear equation $0 x_{1}+0 x_{2}+\cdots+0 x_{n}=b$. (i) If the constant $b \neq 0$, the equation has no solution. (ii) If the constant $b=0$, every vector in $R^{\prime \prime}$ is a solution.
3.15 Prove (i) of Theorem 3.1.
$\int$ Consider any vector $u=\left(k_{1}, k_{2}, \ldots, k_{1}\right)$. Because $0 k_{i}=0$, for any $i$, we obtain upon substitution:

$$
0 k_{1}+0 k_{2}+\cdots+0 k_{1}=b \quad \text { or } \quad 0+0+\cdots+0=b \quad \text { or } \quad 0=b
$$

This is not a true statement, since $b \neq 0$. Hence there is no vector $u$ that is a solution.
3.16 Prove (ii) of Theorem 3.1.
I. For any $u=\left(k_{1}, k_{2}, \ldots, k_{n}\right)$ in $R^{n}, \quad 0 k_{1}+0 k_{2}+\cdots+0 k=0$; thus $u$ is a solution.
3.17 Describe the solutions of the equation $x+3 y+x-3=2 y+2 x+y$.

I Rewrite in standard form by collecting terms and transposing:

$$
2 x+3 y-3=2 x+3 y \quad \text { or } 2 x+3 y-2 x-3 y=3 \text { or } 0 x+0 y=3
$$

The equation is degenerate with a nonzero constant; thus the equation has no solution.
3.18 Describe the solutions of the equation $4 y-x-3 y+3=2+x-2 x+y+1$.
$\boldsymbol{I}$ Rewrite in standard forns by collecting terms and transposing:

$$
y-x+3=y-x+3 \text { or } y-x-y+x=3-3 \quad \text { or } \quad 0 x+0 y=0
$$

The equation is degenerate with a zero constant; thus every vector $u=(a, b)$ in $\mathbf{R}^{2}$ is a solution.

### 3.2 LINEAR EQUATIONS IN ONE UNKNOWN

Theorem 3.2: Consider the linear equation $a x=b$. (i) If $a \neq 0$, then $x=b / a$ is the unique solution. (ii) If $a=0$ bui $b \neq 0$, there is no solution. (iii) if $a=0$, and $b=0$, every scatar $k$ is a solution.
3.19 Prove (i) of Theorem 3.2.

1 Since $a \neq 0$, the scalar $b / a$ exists. Substituting $b / a$ in $a x=b$ yields $a(b / a)=b$, or $b=b$; hence $b / a$ is a solution. On the other hand, suppose $x_{0}$ is a solution to $a x=b$, so that $a x_{0}=b$. Multiplying both sides by $1 / a$ yields $x_{0}=b / a$. Hence $b / a$ is the unique solution of $a x=b$.
3.20 Prove (ii) of Thearem 3.2.

- Proved by Theorem 3.1(i).
3.21 Prove (iii) of Theorem 3.2.

I Proved by Theorem 3.1(ii).
3.22. Solve $4 x=-12$.

- Multiply by $1 / 4$ to obtain the unique solution $x=-12 / 4=-3$.
3.23 Solve $S x=0$.

I Multiply by $1 / 5$ to obtain the unique solution $\dot{x}=0 / 5=0$.
3.24 Solve $k \dot{x}=\pi$.
I. Assuming that $k$ is a constant and $k \neq 0$, then $\pi / k$ is the unique solution. If $k=0$, there is no solution.
3.25 Solve $4 x-1=x+6$.

Transpose to rewrite the equation in standard form: $4 x-x=6+1$; or $3 x=7$. Multiply by $1 / 3$ to obtain the unique solution $x=7 / 3$.
3.26 Solve $2 x-5-x=x+3$.

I Rewrite the equation in standard form $x-5=x+3$, or $x-x=3+8$, or $0 x=8$. The equation has no solution [Theorem 3.2(ii)].
3.27. Solve $4+x-3=2 x+1-x$.
I. Rewrite the equation in standard form: $x+1=x+1$, or $x-x=1-1$, or $0 x=0$. Every scalar $k$ is a solution [Theorem 3.2(iii)\},

### 3.3 LINEAR EQUATIONS IN TWO UNKNOWNS

3.28 Determine three distinct solutions of $2 x+y=4$.

Choose any value for either unknown, say $x=-2$. Substitute $x=-2$ into the equation to obtain $2(-2)+y=4$, or $-4+y=4$, or $y=8$. Thus $x=-2, y=8$ or, in other words, the point ( $-2,8$ ) in $R^{2}$ is a solution. Now substitute $x=3$ in the equation to abtain $2(3)+y=4$, or $6+y=4$, or $y=-2$; hence $(3,-2)$ is a solution. Lastly, substitute $y=0$ in the equation to obtain $2 x+0=4$, or $2 x=4$; or $x=2$; Thus $(2,0)$ is a solution.
3.29 Plot the graph of the equation $2 x+y=4$ in Problem 3.28.

I Plot the three solutions, $(-2,8),(3,-2)$, and $(2,0)$, in the cartesian plase $\boldsymbol{R}^{2}$, as pictured in Fig. 3-1. Draw the straight line $\mathscr{L}$ determined by two of the solutions-say, $(-2,8)$ and $(2,0)$-and note that the third solution also lies on $\mathscr{L}$. Indeed, $\mathscr{L}$ is the set of all solutions; that is 10 say, $\mathscr{L}$ is the graph of the given equation.
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Fig. 3-1
3.30 Find three distinct solutions of $2 x-3 y=14$.

I Choose any value for either unknown. [Normally, one finds two solutions by choosing $x=0$ to get the $x$-intercept, and then $y=0$ to get the $\dot{y}$-intercept.] Substitute $x=0$ into the equation to obtain

$$
2(0)-3 y=14 \quad \text { or } \quad-3 y=14 \quad \text { or } \quad y=-14 / 3
$$

Thus $x=0, y=-14 / 3$ or, in other words, the pair $(0,-14 / 3)$ is a solution.
Sübstitute $y=0$ into the equation to obtain

$$
2 x-3(0)=14 \quad \text { or } \quad 2 x=14 \quad \text { or } \quad x=7
$$

Hence $(7,0)$ is another solution. Substitute $x=-2$ into the equation to obtain

$$
2(-2)-3 y=14 \quad \text { or } \quad-4-3 y=14 \quad \text { or }-3 y=18 \quad \text { or } \quad y=-6
$$

Thus $x=-2$ and $y=-6$ or, in other words, the pair $(-2,-6)$ is a solution.
3.31 Plot the graph of the equation $2 x-3 y=14$ in Problem 3.30.

I Plot the three solutions on the cartesian plane $\mathbf{R}^{\mathbf{2}}$, as pictured in Fig. 3-2. The line [cf. Problem 3.29] passing through these three points is the graph of the equation.


Fig. 3-2

Find three distinct solutions in $R^{2}$ of $x=3$, and graph the equation.
1 As an $R^{2}$-equation, $x=3$ is short for $x+0 y=3$. Here, any value of $y$ yields $x=3$; for example, $(3,2),(3,-4),(3,0)$ are solutions. The graph of $x=3$ is a vertical line which intersects the $x$-axis at $x=3$, as pictured in Fig. 3-3.


Fig. 3-3
3.33 Find three distinct solutions in $\mathbf{R}^{2}$ of $y=-2$, and graph the equation.

1 As an $\mathrm{R}^{2}$-equation, $y=-2$ is short for $0 x+y=-2$. Thus any value of $x$ yields $y=-2$; for example, $(3,-2),(-4,-2),(0,-2)$ are solutions. The graph of $y=-2$ is a horizontal line which intersects the $y$-axis at $y=-2$, as pictured in Fig. 34.


Fig. 3-4
3.34 Consider a system of two linear cquations, call them $l_{1}$ and $\mathbf{L}_{2}$, in unknowns $x$ and $y$. A solution of the system is a pair $u=\left(k_{1}, k_{2}\right)$ which satisfies both equations.
(a) Describe geometrically the case where the system has a unigue solution, and give an example.
(b) Describe geometrically the case where the system has no solution, and give an example.
(c) Describe geometrically the case where the system has an infinite number of solutions, and give an example.
(a) The lines corresponding to the linear equations $L_{y}$ and $L_{2}$ intersect in a single point, as in Fig. 3-5.
(b) The lines corresponding to the linear equations $L_{1}$ and $L_{2}$ are parallel, as in Fig. 3-6.
(c) The lines corresponding to the linear equations $L_{1}$ and $L_{2}$ coincide, as in Fig. 3-7.


Fig. 3-5


Fig. 3-6


Fig. 3-7

$$
\mathbf{L}_{1}: \quad 3 x-2 y=7
$$

$$
\mathbf{L}_{2}: \quad x+2 y=1
$$

Substitute $x=2$ into the second equation to obtain $2+2 y=1$, or $y=-\frac{1}{2}$. Thus $x=2 ; y=-\frac{1}{2}$ or, in other words, the pair $\left(2,-\frac{1}{2}\right)$, is the solution of the system.

Solve -

$$
\text { Addition: . } \begin{aligned}
& 3 x-2 y=7 \\
& \frac{x+2 y=1}{4 x}=8 \text { or } \quad x=2
\end{aligned}
$$

I As the coefficients of $y$ are the negatives of each other, add the equations:

Solve Problem 3.36 by first eliminating $y$.

- Multiply $L_{1}$ by 2 to get $4 x+10 y=16$; multiply $L_{2}$ by 5 ta get $15 x-10 y=-35$; then add to get $19 x=-19$, or $x=-1$. Substitute $x=-1$ in L , so obtain $2(-1)+5 y=8$, or $-2+5 y=8$, or $5 y=10$, or $y=2$. Again we get $(-1,2)$ as the solution.

Solve

$$
\begin{array}{ll}
\mathbf{L}_{1}: & 2 x+5 y=8 \\
\mathbf{L}_{2}: & 3 x-2 y=-7
\end{array}
$$

To eliminate $x$, multiply $L_{1}$ by 3 and multiply $L_{2}$ by -2 , and then add the resulting equations:

$$
\begin{array}{r}
3 L_{1}: \quad 6 x+15 y=24 \\
-2 L_{2}: \quad-6 x+4 y=14 \\
\hline \text { Addition: } \quad 19 y=38 \quad \text { or } \quad y=2
\end{array}
$$

Substitute $y=2$ into one of the original equations, say $L_{1}$, to obtain $2 x+5(2)=8$, or $2 x+10=8$, or $2 x=-2$, or $x=-1$. Hence $x=-1$ and $y=2$, or the pair $(-1,2)$, is the unique solution to the system.
-

$$
\text { oly } L_{2} \text { by }
$$

$L_{1}: 5 x-2 y=8$
$L_{2}: 3 x+4 y=10$
To eliminate $y$ multiply $L_{1}$ by 2 to get $10 x-4 y=16$; then add it $10 L_{2}$ to obtain $13 x=26$ or

$$
L_{2}: \quad 3 x+4 y=10
$$

$x=2$. Substitute $x=2$ in $L_{2}$ to obtain $3(2)+4 y=10$, or $6+4 y=10$, or $4 y=4$, or $y=1$. Thus the pair $(2,1)$ is the unique solution to the-system.
3.39 Solve

$$
\begin{aligned}
& \mathbf{L},: x-2 y=5 \\
& \mathbf{L}_{2}:-3 x+6 y=-10
\end{aligned}
$$

1 To eliminate $x$, multiply $L_{\text {, }}$, by 3 to get $3 x-6 y=15$, then add it to $L_{2}$ to get $0 x+0 y=5$. This is a degenerate equation which has a nonzero constant; therefore, the system has no solution. [Geometrically speaking, the lines are parallel.]
3.40 Solve

$$
\begin{aligned}
& \mathbf{L}_{1}: \quad x-2 y=5 \\
& \mathbf{L}_{2}:-3 x+6 y=-15
\end{aligned}
$$

1 To eliminate $x$, multiply $L_{1}$ by 3 to get $3 x-6 y=15$; then add it to $L_{z}$ to obtain $0 x+0 y=0$. This is a degenerate equation where the constant term is also zero. Hence the system bas an infinite number of solutions, which correspond to the solutions of either equation. [Geometrically speaking, the lines coincide.] To find the general solution, which encompasses this infinity of particular solutions, let $y=a$ and substitute in $L$, to obtain $x-2 y=5$; or $x=5+2 a$. Accordingly, the general solution to the system is $(5+2 a, a)$, where $a$ is any real number.

Suppose . $a d-b c \neq 0$ for the system

$$
\begin{aligned}
& \mathbf{L}_{1}: a x+b y=e \\
& L_{2}: c x+d y=f
\end{aligned}
$$

Show that the system has the unique solution $x=(d e-b f) /(a d-b c), y=(a f-c e) /(a d-b c)$.
$\int$ Multiply $L_{1}$ by $d_{1}$ multiply $L_{2}$ by $-b$, and then add to obtain $(a b-b c) x=d e-b f$. Since $a d-b c \neq$ 0 , we obtain the unique value $x=(d e-b f) /(a d-b c)$. Now multiply $L_{1}, b y-c$, multiply $L_{2}$ by $a$, and then add to obtain $(a d-b c) y=a f-c e$. Since $a d-b c \neq 0$, we obtain the unique value $y=$ $(a f-c e) /\left(a d^{t}-b c\right)$.
3.42 Give a geometrical interpretation of the result of Problem 3.41. Assume, for simplicity, that bd $\neq 0$.
$\int$ The condition $a d-b c \neq 0$ can be rewritten as

$$
a d \neq b c \quad \text { or } \quad \frac{a}{b} \neq \frac{c}{d} \quad \text { or } \quad-\frac{a}{b} \neq-\frac{c}{d}
$$

But $-(a / b)$ is the slope of $\mathscr{L}_{1}: \quad y=-(a / b) x+(e / b)$ and $-(c / d)$ is the slope of $\mathscr{L}_{2}: \quad y=-(c / d) x+$ (ftd). When the slopes are distinct, the two lines must intersect in a single point.

Conversely, we see that when $a d-b c=0$, the two lines are parallel or coincident, so that the system of Problem 3.41 has no solution.

### 3.4 ONE EQUATION IN MANY UNKNOWNS

This section deals further with the linear equation (1) of Problem 3.1.
3.43 Find the leading unk nown and its position $p$ in the equation

$$
0 x_{3}+0 x_{2}+8 x_{3}-4 x_{3}+0 x_{5}-7 x_{5}=2
$$

I By the leading unknown in a linear equation we mean the first unknown with a nonzero coefficient. Its position $p$ is the fefore the smallest integral vatue of $\bar{f}$ for which $a_{i} \neq 0$. Here, $x_{3}$ is the leading unknown. since $a_{1}=0, a_{2}=0$, but $a_{3} \neq 0$. Thus $p=3$.
3.46 Find the leading unknown and its position $p$ in the equation $0 x+0 y+0 z=6$.

I The equation is degenerate; hence it does not have a leading uniknown.

Theorem 3.3: Consider a nondegenerate linear equation $a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=b$, where $n>1$; let the leading unknown be $x_{p}$.
(i) Any set of values for the unknowns $x_{j}$ with $i \neq p$ will yield a unique solution of the equation. [The unknowns $x_{j}$ are called free variables, since one can assign any values to them.]
(ii) Every solution of the equation is obtained in (i). [The set of all solutions is called the general solution of the equation.]
3.47. Prove (i) of Theorem 3.3.

- Set $x_{j}=k_{j}$ for $j \neq p$. Because $a_{i}=0 \cdot$ for $j<p$, substitution in the equation yields
$a_{p} x_{p}+a_{p+1} k_{p+1}+\cdots+a_{n} k_{n}=b \quad$ or. $\quad a_{p} x_{p}=b-a_{p+3} k_{p+1}-\cdots-a_{n} k_{n}$
with $a_{p} \neq 0$. By Theorem 3.2(i), $x_{p}$ is uniquely determined as

$$
x_{p}=\frac{1}{a_{p}}\left(\bar{b}-a_{j+1} k_{p+1}-\cdots-a_{n} b_{n}\right)
$$

3.48 Prove (ii) of Theorem 3.3.

I Suppose $u=\left(k_{1}, k_{2}, \ldots, k_{n}\right)$ is a solution. Then

$$
a_{p} \dot{k}_{p}+a_{p+1} k_{p+1}+\cdots+a_{n} k_{n}=b \quad \text { or } \quad k_{p}=\frac{1}{a_{p}}\left(b-a_{\rho+1} k_{p+1}-\cdots-a_{n} k_{n}\right)
$$

This, however, is precisely the solution

$$
u=\left(k_{1}, \ldots, k_{p-1}, \frac{b-a_{p+1} k_{p+1}-\cdots-a_{n} b_{n}}{a_{p}}, k_{p+1}, \ldots, k_{n}\right)
$$

obtained in Problem 3.47.
3.49 - Find three particular solutions to the equation $2 x-4 y+z=8$.

I Here $r$ is the leading unknown. Accordingly, assign any values to the free variables $y$ and $z$, and then solve for $x$ to obtain a solution. For example: (1) Set $y=1$ and $z=1$. Substitution in the equation yields $2 x-4(1)+1=8$, or $2 x-4+1=3$, or $2 x=11$, or $x=11 / 2$; thus $u_{1}=(11 / 2,1,1)$ is a solution. (2) Set $y=1, z=0$. Substitution yields $x=6$; hence $u_{2}=(6,1,0)$ is a solution. (3) Set $y=0, z=1$. Substitution yields $x=7 / 2$; thus $u_{3}=(7 / 2,0,1)$ is a solution.

Find the general solution of the equation of Problem 3.49
1 To find the general solution, assign arbitrary values to the free variables, say, $y=a$ and $z=b$.
[We call $a$ and $b$ parameters of the solution.] Then substitute in the equation to obtain $2 x \sim 4 a+b=8$. or $2 x=8+4 a-b$. or $x=4+2 a-\frac{1}{2} b$. Thus $u=\left(4+2 a-\frac{1}{2} b, a, b\right)$ is the general solution.

Find three particular solutions of the equation $0 x+3 y-4 z=5$ or. simply. $3 y-4 z=5$.

1 Here $y$ is the leading unknown, and $x$ and $z$ are free vaniables. (1) Set $x=1$ and $y=1$. Substitution yields. $y=1 / 3$; hence $u_{t}=(1,1 / 3,1)$ is a solution. (2). Set $x=0$ and $y=1$. Substitution yietds $y=1 / 3$; hence $u_{2}=(0,1 / 3,1)$ is a solution. (3) Set $x=1$ and $y=0$. Substitution yields $y=5 / 3$; hence $u_{3}=(1,5 / 3,0)$ is a solution.

Find the general solution of the equation of Problem 3.51.
1 Set $x=a$ and $z=b$ (where $a$ and $b$ are parameters). Substitute to obtain $3 y-4 b=5$, or $3 y=$ $5+4 b$, or $y=(5+4 b) / 3$. Thus $u=(a,(5+4 b) / 3, b)$ is the general solution.

## $n$ EQUATIONS IN $n$ UNKNOWNS

We consider a system with standard form

$$
\begin{align*}
& \mathbf{L}_{1}: \quad \dot{a}_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=b_{1} \\
& \mathbf{L}_{2}: \quad a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=b_{b} \\
& \cdots \cdots \cdots+\cdots+\cdots+\cdots+\cdots+\cdots+\cdots+a_{m n} x_{n}=b_{m}  \tag{3.1}\\
& \mathbf{L}_{m}: \quad a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{n}
\end{align*}
$$

Find the number of unknowns in the system

$$
\begin{array}{r}
x+2 z=7 \\
3 x-5 y=4
\end{array}
$$

- Although each equation shows only 2 unknowns, the system has 3 unknowns, $x, y$ and $z$. fWe assume that there is no unknown with only zero coefficients.]

Determine whether $x_{1}=-8, x_{2}=4, x_{3}=1, x_{3}=2$ is a solution of the system

$$
\begin{array}{r}
x_{1}+2 x_{2}-5 x_{3}+4 x_{4}=3 \\
2 x_{2}+3 x_{2}+x_{3}-2 x_{4}=1
\end{array}
$$

I Substitute in each equation to obtain:

$$
\begin{array}{lllll}
\text { (1) }-8+2(4)-5(1)+4(2) \stackrel{?}{=} 3 & \text { or } & -8+8-5+8 \stackrel{?}{=} 3 & \text { or } & 3 \stackrel{?}{=} 3 \\
\text { (2) } 2(-8)+3(4)+1-2(2) \stackrel{?}{=} 1 & \text { or } & -16+14+1-4 \stackrel{?}{=} 1 & \text { or } & -5 \stackrel{?}{=} 3
\end{array}
$$

No, the second equation is not satisfied.
3.55. Is $u=(-8,6,1,1)$ a solution of the system of Problem 3.54?

- Substitute $u$ in each equation to obtain:
(1) $-8+2(6)-5(1)+4(1) \stackrel{?}{=} 3$ or $-8+12-5+4 \stackrel{?}{=} 3$ or $\quad 3 \stackrel{?}{=} 3$
(2) $2(-8)+3(6)+1-2(1) \stackrel{?}{=} 1$ or $-16+18+1-2 \stackrel{?}{=} 1$ or $\quad \stackrel{?}{=} 1$

Yes, since it is a solution of both equations.
3.56 Is $u=(1,2,3,4,5)$ a solution of the system of Problem 3.54?

- No, a vector with 5 componens cannot solve a system with only 4 unknowns.

Rewrite the following system in standard form:

$$
\begin{array}{r}
2 x+2 y-z=7 \\
z+3 x-y=4
\end{array}
$$

As always, we order the unknowns as $(x, y, z)$. Hence the standard form of the system is

$$
\begin{aligned}
& 2 x+2 y-z=2 \\
& 3 x-y+z=4
\end{aligned}
$$

3.62 Show that the effect of applying $[E]$ can be obtained by applying $\left[E_{2}\right]$ and then $\left[E_{3}\right]$.

I Applying $\mathbf{L}_{i} \rightarrow k \mathbf{L}_{i}$ and then applying $\mathbf{L}_{i} \rightarrow k^{\prime} \mathbf{L}_{i}+\mathbf{L}_{i}$ has the same result as applying the operation $\mathbf{L}_{i} \rightarrow k^{\prime} \mathbf{L}_{i}+\boldsymbol{k} \mathbf{L}_{i}$ -
3.63 Show that $[E]$ has an inverse operation of the same type:

I By Problems 3.60-3.62, applying the inverse of $[E]$ is equivalent to applying the inverse of $\left[E_{3}\right]$, $\mathbf{L}_{i} \rightarrow-k^{\prime} \mathbf{L}_{i}+\mathbf{L}_{i}$, and then applying the inverse of $\left[E_{i}\right] . \mathbf{L}_{i} \rightarrow \dot{k}^{-1} \mathbf{L}_{i}$. Thus the desired operation is

$$
L_{i} \rightarrow k^{-1}\left(-k^{\prime} L_{i}+L_{i}\right)=\left(-k^{-1} k^{\prime}\right) L_{j}+k^{-1} \dot{L}_{i} \quad\left(k^{-1} \neq 0\right)
$$

which has the form of $[E]$.
3.64 Apply the operation $L_{2} \leftrightarrow L_{3}$ to

$$
\begin{aligned}
& L_{1}: \quad x-2 y+3 z=5 \\
& l_{1}: 2 x+y-4 z=1 \\
& L_{3}: 3 x+2 y-7 z=3 \\
& L_{1}: \quad x-2 y+3 z=5 \\
& l_{3}: 3 x+2 y-7 z=3 \\
& L_{2}: 2 x+y-4 z=1
\end{aligned}
$$

3.65 Apply the operation $\mathbf{L}_{2} \rightarrow 3 \mathbf{L}_{2}$ to the original system in Problem 3.64.

I

$$
\begin{aligned}
\mathbf{L}_{1}: & x-2 y+3 z
\end{aligned}=50
$$

3.66 Apply the operation $\mathbf{L}_{3} \rightarrow-3 \mathbf{L}_{1}+\mathbf{L}_{3}$ to the original system in Problem 3.64.

I Multiply $\mathbf{L}_{1}$ by -3 and add it to $\mathbf{L}_{3}$ :

$$
\begin{array}{r}
-3 L_{1}: \quad-3 x+6 y-9 z=-15 \\
\frac{L_{3}:}{} \quad 3 x+2 y-7 z=-3 \\
\hline \text { Addition: } \quad 8 y-16 z=-12
\end{array}
$$

This last equation replaces the third equation in the original system to yield

$$
\begin{aligned}
L_{1}: x-2 y+3 z & =5 \\
L_{2}: 2 x+y-4 z & =1 \\
-3 L_{1}+L_{3}: & 8 y-16 z
\end{aligned}=-12
$$

[Observe that the unknown $x$ has been eliminated from the third equation.]
3.67 Suppose that each equation $L_{i}$ in the system (3.1) is multiplied by a constant $c_{i}$, and that the resulting equations are added to yield

$$
\begin{equation*}
\left(c_{1} a_{11}+\cdots+c_{m} a_{m 1}\right) x_{1}+\cdots+\left(c_{1} a_{1 n}+\cdots+c_{m} a_{m n}\right) x_{n}=c_{1} b_{1}+\cdots+c_{m} b_{m} \tag{1}
\end{equation*}
$$

Such an equation is termed a linear combination of the equations $L_{i}$. Show that any solution of the system (3.1) is also a solution of the linear combination (1).

- Suppose $u=\left(k_{1}, k_{2}, \ldots, k_{n}\right)$ is a solution of (3.1):

$$
\begin{equation*}
a_{i 1} k_{1}+a_{i 2} k_{2}+\cdots+a_{i n} k_{n}=b_{i} \quad(i=1, \ldots, m) \tag{2}
\end{equation*}
$$

To show that $u$ is a solution of (1), we must verify the equation

$$
\left(c_{1} a_{11}+\cdots+c_{m} a_{m 1}\right) k_{1}+\cdots+\left(c_{1} a_{1 n}+\cdots+c_{m} a_{m n}\right) k_{n}=c_{1} b_{1}+\cdots+c_{m} b_{m}
$$

But this can be rearranged into

$$
c_{1}\left(a_{11} k_{1}+\cdots+a_{1 n} k_{n}\right)+\cdots+c_{m}\left(a_{m 1}+\cdots+a_{m n} k_{n}\right)=\dot{c}_{1} b_{1}+\cdots+c_{m} b_{m}
$$

or, by (2),

$$
c_{1} b_{1}+\cdots+c_{m} b_{m}=c_{1} b_{1}+\cdots+c_{m} b_{m}
$$

which is clearly a true statement.
3.68 Suppose that a system (\#) of linear equations is obtained from a system (*) of linear equations by applying a single elementary operation- $\left[E_{1}\right],\left[E_{2}\right]$, or $\left[E_{3}\right]$. Show that (\#) and (*) have all solutions in common [the two systems are equivalent].

- Each equation in (\#) is a linear combination of the equations in (*). Therefore, by Problem 3.67, any solution of (*) will be a solution of all the equations in (\#). In other words, the solution set of (*) is contained in the solution set of (\#). On the other hand, since the operations $\left[E_{1}\right],\left[E_{2}\right]$ and $\left[E_{3}\right]$ have inverse elementary operations, the system (*) can be obtained from (\#) by a single elementary operation. Accordingly, the solution set of (\#) is contained in the solution set of (*). Thus (\#) and (*) have the same solutions.
3.69 Show that if a system (\#) of linear equations is obtained from a system (*) of linear equations by a finite sequence of elementary operations, then (\#) and ( ${ }^{\circ}$ ) are equivalent systems.
I By Problem 3.68, each step preserves the solution set. Hence the original system (*) and the final system (\#) [and any system in between] are equivalent. [This result forms the basis of the solution techniques of Sections. 3.6 and 3.7.)
3.70 If a system of linear equations contains the degenerate equation

$$
\mathbf{L}: \quad 0 x_{1}+0 x_{2}+\cdots+0 x_{n}=b \quad(b \neq 0)
$$

what can one say about the solution set of the system?

- L does not have any solution, and bence the system does not have any solution; the solution set is emply.
3.71 If a system of linear equations contains the degenerate equation

$$
l: 0 x_{1}+0 x_{2}+\cdots+0 x_{n}=0
$$

what can one say about the solution set of the system?

* Every vector in $R^{\prime \prime}$ satisfies $L$. Heace we may delete $L$ from the system without changing its solution set.
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3.73 Describe the back-substitution algorithm for the unique solution of a triangular system of linear equations.

I The technique of back substitution is as follows. First, we solve the last equation of (3.2) for the last unknown, $x_{n}$ :

$$
x_{n}=\frac{b_{n}}{a_{n n}}
$$

Second, we substitute this value for $x_{n}$ in the next-to-last equation and solve it for the next-to-last unknown, $x_{n-1}$ :

$$
x_{n-1}=\frac{b_{n-1}-a_{n-1, n}\left(b_{n} / a_{n n}\right)}{a_{n-1, n-1}}
$$

Third, we substitute these values for $x_{n}$ and $x_{n-1}$ in the third-from-last equation and solve it for the third-from-last unknown, $x_{:=-2}$ :

$$
x_{n-2}=\frac{b_{n-2}-\left(a_{n-2, n-1} / a_{n-1, n-1}\right)\left[b_{n-1}-a_{n-1, n}\left(b_{n} / a_{n n}\right)\right]-\left(a_{n-2, n} / a_{n n}\right) b_{n}}{a_{a-2, n-2}}
$$

In general, we determine $x_{k}$ by substituting the previously obtained values of $x_{n}, x_{n-1}, \ldots, x_{k+1}$ in the $k$ th equation:

$$
x_{k}=\frac{b_{k}-\sum_{m=k+i}^{n} a_{k m n} x_{m}}{a_{k k}}
$$

The process ceases when we have determined the first unknown, $x_{1}$. The solution is unique because, at each step of the algorithm, the value of $x_{k}$ is uniquely determined.
3.74 Find the solution of the system -

$$
\begin{aligned}
2 x+4 y-z & =11 \\
5 y+z & =-2 \\
3 z & =-9
\end{aligned}
$$

I The system is in triangular form, so solve by back substitution. (i) The last equation yields, $z=-3$.
(ii) Substitute in the second equation to obtain $5 y-3=2$, or $5 y=5$, or $y=1$. (iii) Substitute $z=-3$ and $y=1$ in the first equation to obtain $2 x+4(1)-(-3)=11$, or $2 x+4+3=11$, or $2 x=4$, or $x=2$. Thus the vector $u=(2,1,-3)$ is the unique solution of the system.

Solve the system

$$
\begin{array}{r}
5 x-3 y+2 z=1 \\
2 y-5 z=2 \\
4 z=8
\end{array}
$$

- The system is in triangular form; hence solve by back substitution. (i) The last equation gives $z=2$ :
(ii) Substitute in the second equation to obtain $2 y-5(2)=2$, or $2 y-10=2$, or $2 y=12$, or $y=6$.
(iii) Substitute $z=2$ and $y=6$ in the first equation to obtain $5 x-3(6)+2(2)=1$. or $5 x-18+4=1$, or $5 x=15$, or $x=3$. Thus the vector $(3,6,2)$ is the unique solution of the system.

Solve

$$
\begin{aligned}
2 x-3 y+5 z-2 t & =9 \\
5 y-z+3 t & =1 \\
7 z-y & =3 \\
2 t & =8
\end{aligned}
$$

1 The system is in triangular form; hence we solve by back substitution. (i) The last equation gives $t=4$. (ii) Substituting in the third equation gives $7 z-4=3$, or $7 z=7$, or $z=1$. (iii): Substituting $z=1$ and $t=4$ in the second equation gives $5 y-1+3(4)=1$, or $5 y-1+12=1$, or $5 y=-10$, or $y=-2$ (iv) Substituting $y=-2, z=1, t=4$ in the first equation gives $2 x-3(-2)+5(1)-$ $2(4)=9$, or $2 x+6+5-8=9$, or $2 x=6$, or $x=3$. Thus, $x=3, y=-2, z=1, t=4$ is the unique solution of the system.

What is meant by echelon form?
A system of linear equations is in echelon form if no equation is degenerate and if the leading unknown in each equation is to the right of the leading unknown of the preceding equation. The paradigm is:

$$
\begin{array}{r}
a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3}+\cdots \cdots \cdots \cdots \cdots+a_{2 n} x_{n}=b_{1} \\
a_{2 j_{2} j_{i 2}}+a_{2, i_{2}+1} x_{j_{2}+1}+\cdots \cdots \cdots \cdots \cdots+a_{2 n} x_{n}=b_{2}  \tag{3.3}\\
a_{r r_{r}} x_{j r}+a_{r, j,+1} x_{j+1}+\cdots+a_{r n} x_{n}=b_{r}
\end{array}
$$

where $1<j_{2} \leq \cdots<j_{r}$, and where $a_{11} \neq 0, \quad a_{2 i_{2}} \neq 0, \ldots, a_{r_{r}} \neq 0$. Note that $r \leq n$.
3.78 Determine the free variables in the system

$$
\begin{aligned}
3 x+2 y-5 z-6 s+2 t & =4 \\
2+8 s-3 t & =6 \\
5-5 t & =5
\end{aligned}
$$

In the echelon form, any unknown that is not a leading unknown is termed a free variable. Here, $y$ and $t$ are the free variables.

Determine the free variables in the system

$$
\begin{array}{r}
5 x-3 y+7 z=1 \\
4 y+5 z=6 \\
4 z=9
\end{array}
$$

1 The leading unknowns are $x, y, z$. Hence there are no free variables (in any triangular system).
3.80 - Determine the free variables in the system

$$
\begin{array}{r}
x+2 y-3 z=2 \\
2 x-3 y+z=1 \\
5 x-4 y-z=4
\end{array}
$$

I The notion of free variable applies only to a system in echelon form.

Theorem 3.4: The system (3.3) of linear equations in echelon form has a unique solution, if $r=n$; and has one solution for each specification of the $n-r$ free variables, if $r<n$.

Prove Theorem 3.4.
1 The proof is by induction on the number $r$ of equations in the system. If $r=1$, then we have a single, nondegenerate, linear equation, to which Theorem 3.3 applies when $n>r=1$ and Theorem 3.2 (i) applies when $n=r=1$. Thus the theorem holds for $r=1$.
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Now assume that \(r>1\) and that the theorem is true for a system of \(r-1\) equations. We view the \(r-1\) equations
\[
\begin{gathered}
a_{2 i_{2}} x_{j_{2}}+a_{2 j_{2}+1} x_{i_{2}+1}+\cdots \ldots \ldots \ldots+a_{2 n} x_{n}=b_{2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots+\cdots \cdots+a_{r n} x_{n}=b_{r}
\end{gathered}
\]
```

as a system in the unknowns $x_{i j}, \ldots, x_{n}$. Note that the system is in echelon form. By the induction hypothesis, we can arbitrarily assign values to the $\left(n-j_{2}+1\right)-(r-1)$ free variables in the reduced system to obtain a solution [say, $x_{j_{2}}=k_{i_{2}}, \ldots, x_{n}=k_{n}$ ]. As in case $r=1$, these values and arbitrary values for the additional $j_{2}-2$ free variables [say, $x_{2}=k_{2}, \ldots, x_{i_{2}-1}=k_{i_{2}-1}$ ], yield a solution of the first equation with

$$
x_{1}=\frac{1}{a_{11}}\left(b_{1}-a_{12} k_{2}-\cdots-a_{1 n} k_{n}\right)
$$

[Note that there are $\left(n-j_{2}+1\right)-(r-1)+\left(j_{2}-2\right)=n-r$ free variables.] Furthermore, these values for $x_{1}, \ldots, x_{n}$ also satisfy the other equations since, in these equations, the coefficients of $x_{1}, \ldots, x_{j_{2}-1}$ are zero.
Now if $r=n$, then $j_{2}=2$. Thus by induction we obtain a unique solution of the subsystem and then a unique solution of the entire system. Accordingly, the theorem is proven.
3.82 Show how to obtain the parametric form of the general solution of the echelon system (3.3) when $n>r$.

I Replace the $n-r$ free variable by parameters $t_{1}, t_{2}, \ldots, t_{n-r}$. Then use back substitution to obtain values of the leading unknowns in terms of the parameters. The solution will be in the form

$$
\begin{aligned}
& x_{1}=c_{1}+c_{11} t_{1}+c_{12} t_{2}+\cdots+c_{1, n-i} t_{n-r} \\
& x_{2}=c_{2}+c_{21} t_{1}+c_{22} t_{22}+\cdots+c_{2 n-r} t_{n-r} \\
& \cdots \cdots+\cdots+\cdots+\cdots+c_{n-n-r} t_{n-r} \\
& x_{n}=c_{n}+c_{n 1} t_{1}+c_{n 2} t_{2}+\cdots+\cdots+c_{1}
\end{aligned}
$$

3.83 Show how to obtain the free-variable form of the general solution of the echelon system (3.3) whien $n>r$.

I Suppose $x_{k_{1}}, x_{k_{2}}, \ldots, x_{k_{n-r}}$ are the free variables. Use back substitution to solve for the nonfree variables $x_{1}, x_{j_{2}}, \ldots, x_{j_{r}}$ in terms of the free variables. The solution will be in the form

$$
\begin{aligned}
& x_{1}=d_{1}+d_{11} x_{k_{1}}+d_{12} x_{k_{2}}+\cdots+d_{1, n-r} x_{k_{n-1}} \\
& x_{i_{2}}=d_{2}+d_{21} x_{k_{1}}+d_{22} x_{k_{2}}+\cdots+d_{2 n-r} x_{k_{n-r}} \\
& \cdots \cdots \cdots+\cdots+\cdots+\cdots+\cdots d_{r n-r} x_{k_{n-1}} \\
& x_{i_{r}}=d_{r}+d_{11} x_{k_{1}}+d_{r 2} x_{k_{2}}+\cdots+\cdots+d_{1}
\end{aligned}
$$

3.84 Find three particular solutions of the system

$$
\begin{array}{r}
x+4 y-3 z+2 t=5 \\
z-4 t=2
\end{array}
$$

1. The system is in echelon form. The leading unknowns are $x$ and $z$; hence the free variables are $y$ and t. Accordingly, assign any values to $y$ and $t$, and then solve by back substitution for $x$ and $z$ to obtain a solution. For example:
(1) Let $y=1$ and $t=1$. Substitute $t=1$ in the last equation to obtain $z-4=2$, or $z=6$. Substitute $y=1, z=6 . \quad t=1$ in the first equation to obtain $x+4(1)-3(6)+2(1)=5$. or $x+$ $4-18+2=5$, or $x=22$. Thus $u_{1}=(22,1.6 .1)$ is a particular solution.
(2) Let $y=1, t=0$. Substitute $t=0$ in the last equation to get $z=2$. Substitute $y=1 . z=2$, $t=0$ in the first equation to get $x=6$. Thus $u_{2}=(6,1.2 .0)$ is a particular solution.
(3) Let $y=0, t=1$. Substitute $i=1$ in the last equation to get $z=6$. Substitute $y=0, i=6$. $t=1$ in the first equation to get $x=21$. Thus $u_{s}=(21,0,6.1)$ is a particular sotution.

Express the general solution to the system of Problem 3.84 (a) in the free-variable form, (b) in parametric form.
$f$ (a) Use back substitution to solve for the leading unknowns $x$ and $x$ in terms of the free variables $y$ and t. The last equation gives $z=2+4 r$. Substitute in the first equation to obtain $x+4 y-3(2+4 t)+2 t=5$, or $x+4 y-6-12 t+2 t=5$, or $x=11-4 y+10 t$. Accordingly,

$$
\begin{aligned}
& x=11-4 y+10 t \\
& z=2+4 t
\end{aligned}
$$

is the free-variable form of the general solution. (b) In (a), set $y=a$ and $t=b$ to obtain the parametric form

$$
\begin{aligned}
x & =11-4 a+10 b \\
y & =a \\
z & =2+4 b \\
t & =b
\end{aligned}
$$

Repeat Problefi 3.85 for the echelon system

$$
\begin{aligned}
2 x-3 y+6 z+2 s-5 t & =3 \\
y-4 z+s & =1 \\
-s-3 t & =2
\end{aligned}
$$

I (a) Use back substitution to solve for the leading unknowns $x, y$, and $s$ in terms of the free variables $z$ and $t$. The third equation gives $s=2 \pm 3 t$. Substitute in the second equation to obtain $y-4 z+$ $(2+3 t)=1$, or $y=-1+4 z-3 t$. Substitute for $y$ and $s$ in the first equation to obtain $2 x-3(-1+$ $4 z-3 t)+6 z+2(2+3 t)=3$, or $x=-2+3 z-5 t$. Thus the free-variable form of the general solution is

$$
x=-2+3 z-5 t . \quad y=-1+4 z-3 t \quad s=2+3 t
$$

(b) Set $z=a$ and $t=b$ in.(a) to.obtain the solution vector

$$
u=(-2+3 a-5 b,-1+4 a-3 b, a, 2+3 b, b)
$$

Find three particular solutions of the system in Problem 3.86.
Specialize $a$ and $b$ in the parametric solution. (1) Let $a=2$ and $b=1$, obtaining $u_{1}=(-1,4$, $2,5,1$ ). (2) Let $a=1$ and $b=0$, obtaining $u_{2}=(1,3,1,2,0)$. (3) Let $a=0$ and $b=1$, obtaining $u_{3}=(-7,-4,0,5,0)$.

### 3.7 GAUSSIAN ELIMINATION

3.88 Consider the system (3.1) of $m$ equations in $n$ unknowns \{Section 3.5]. Describe the Gaussian elimination algorithm which reduces the system to echelon [possibly triangular] form, or which determines that the system has no solution.

- The algorithm follows.

Step 1. Interchange equations so that the first unknown, $x_{1}$, appears with a nonzero coefficient in the first equation: i.e.: arrange that $a_{11} \neq 0$.
Step 2. Use $a_{11}$ as a pivor to eliminate $x_{1}$ from all the equations except the first equation. That is, for each i>1. apply the elementary operation \{Section 3:5\}

$$
\left.\mid E_{3}\right] \quad L_{2} \rightarrow-\left(a_{i} \mid a_{11}\right) L_{1}+L_{i} \quad \text { or } \quad[E] \quad L_{1} \rightarrow-a_{i 1} L_{1}+a_{1} L_{i}
$$

Solve the system .

$$
\begin{array}{r}
x-2 y+z=7 \\
2 \dot{x}-y+4 z=17 \\
3 x-2 y+2 z=14
\end{array}
$$

1 Reduce to echelon form. Apply $\mathbf{L}_{2} \rightarrow-2 \mathbf{L}_{1}+\mathbf{L}_{2}$ and $\mathbf{L}_{3} \rightarrow-3 \mathbf{L}_{1}+\mathbf{L}_{3}$ to eliminate $x$ from the second and third equations, and then apply $\mathbf{L}_{3} \rightarrow-4 \mathbf{L}_{2}+3 \mathbf{L}_{3}$, to eliminate $y$ from the third equation. These operations yield:

$$
\left.\begin{array}{rl}
x-2 y+z & =7 \\
3 y+2 z & =3 \\
4 y-z & =-7
\end{array}\right\} \rightarrow\left\{\begin{aligned}
x-2 y+z & =7 \\
3 y+2 z & =3 \\
-11 z & =-33
\end{aligned}\right.
$$

The system is in triangulas form, and hence has the unique solution [back substitution] $u=(2,-1,3)$.

Solve the system

$$
\begin{array}{r}
x+2 y-z=3 \\
2 x+5 y-4 z=5 \\
3 x+4 y+2 z=12
\end{array}
$$

I Reduce to echelon form. Apply. $L_{2} \rightarrow-2 L_{2}+L_{2}$ and $L_{3} \rightarrow-3 L_{1}+L_{3}$, and then $L_{3} \rightarrow 2 L_{2}+L_{3}$ to obtain:

$$
\left.\begin{array}{rl}
x+2 y-z= & 3 \\
y-2 z= & -1 \\
-2 y+5 z= & 3
\end{array}\right\} \rightarrow\left\{\begin{aligned}
x+2 y-z= & 3 \\
y-2 z= & -1 \\
z= & 1
\end{aligned}\right.
$$

The system is in triangular form, and hence has the unique solution [back substitution] $u=(2,1,1)$.

Solve the system

$$
\begin{aligned}
& 2 x+y-3 z=1 \\
& 5 x+2 y-6 z=5 \\
& 3 x-y-4 z=7
\end{aligned}
$$

Reduce to echelon form. Apply $L_{2} \rightarrow-5 L_{1}+2 \mathbf{L}_{2}$ and $\mathbf{L}_{3} \rightarrow-3 \mathbf{L}_{1}+2 \mathbf{L}_{3}$, and then $\mathbf{L}_{3} \rightarrow-5 \mathbf{L}_{2}+$ $\mathbf{L}_{3}$ to obtain:

$$
\left.\begin{array}{rl}
2 x+y-3 z & =1 \\
-y+3 z & =5 \\
-5 y+z & =11
\end{array}\right\} \rightarrow\left\{\begin{aligned}
2 x+y-3 z & =1 \\
-y+3 z & =5 \\
-14 z & =-14
\end{aligned}\right.
$$

The system is in triangular form, and hence has the unique solution [back substitution] $u=(3,-2,1)$.

Solve the system

$$
\begin{aligned}
& 2 x+y-2 z=8 \\
& 3 x+2 y-4 z=15 \\
& 5 x+4 y-z=1
\end{aligned}
$$

1. Reduce to echelon form. Apply $L_{2} \rightarrow-3 L_{1}+2 L_{2}$ and $L_{3} \rightarrow-5 L_{1}+2 L_{3}$, and then $L_{3} \rightarrow-3 L_{2}+$ $L_{3}$ to obtain:

$$
\left.\begin{array}{rl}
2 x+y-2 z & =8 \\
y-2 z & =6 \\
3 y+8 z & =-38
\end{array}\right\} \rightarrow\left\{\begin{aligned}
2 x+y-2 z & =8 \\
y-2 z & =6 \\
44 z & =-56
\end{aligned}\right.
$$

The system is in triangular form, and hence has the unique solution fback substitution\} $u=(1,-2,-4)$.

Solve the system

$$
\begin{array}{r}
x+2 y-3 z=1 \\
2 z+5 y-8 z=4 \\
3 x+8 y-13 z=?
\end{array}
$$
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I Reduce to echelon form. To eliminate $x$ from the second and third equations, apply the operations $L_{2} \rightarrow-2 L_{1}+L_{2}$ and $L_{3} \rightarrow-3 L_{1}+L_{3}$ to obtain [using Problem 3.89]:

$$
\left.\begin{array}{r}
x+2 y-3 z=1 \\
y-2 z=2 \\
2 y-4 z=4
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y-3 z=1 \\
y-2 z=2 \quad:-~
\end{array}\right.
$$

The system is now in echeion form, with free variable $z$.
To obtain the general solution in parametric form, let $z=a$ and solve by back substitution: $x=-3-a, \quad y=2+2 a, \quad z=a ;$ or $\quad u=(-3-a, 2+2 a, a)$.

Solve the system

$$
\begin{aligned}
x+2 y-2 z & =-1 \\
3 x-y+2 z & =7 \\
5 x+3 y-4 z & =2
\end{aligned}
$$

1 Reduce to echelon form. To eliminate $x$ from the second and third equations, apply the operations $\mathbf{L}_{2} \rightarrow-3 \mathbf{L}_{1}+\mathbf{L}_{2}$ and $\mathbf{L}_{3} \rightarrow-5 \mathbf{L}_{1}+\mathbf{L}_{3}$ to obtain the equivalent system

$$
\begin{aligned}
x+2 y-3 z & =-1 \\
-7 y+11 z & =10 \\
-7 y+11 z & =7
\end{aligned}
$$

The operation $\mathbf{l}_{3} \rightarrow-\mathbf{l}_{2}+\mathbf{l}_{3}$ yields the degenerate equation $0=.-3$. This the system has no solution.
Solve the system

$$
\begin{aligned}
x+2 y-3 z-4 t & =2 \\
2 x+4 y-5 z-7 t & =7 \\
-3 x-6 y+11 z+14 t & =0
\end{aligned}
$$

$i$ Reduce the system to echelon form. To eliminate $x$ from $L_{2}$ and $L_{3}$, apply the operations $L_{2} \rightarrow-2 L_{1}+L_{2}$ and $L_{3} \rightarrow 3 L_{1}+L_{3}$. Problem 3.89 applies, and we obtain

$$
\left.\begin{array}{rl}
x+2 y-3 z-4 t & =2 \\
z+t & =3 \\
2 z+2 t & =6
\end{array}\right\} \rightarrow\left\{\begin{aligned}
x+2 y-3 z-4 t & =2 \\
z+t & =3
\end{aligned}\right.
$$

The system is now in echelon form, with free variables $y$ and . Solving for $x$ and $z$, we obtain the free-variable form of the general solution: $x=11-2 y+t, z=3+t$.

Solve the system

$$
\begin{aligned}
& 2 x-5 y+3 z-4 s+2 t=4 \\
& 3 x-7 y+2 z-5 s+4 t=9 \\
& 5 x-10 y-5 z-4 s+7 t=22
\end{aligned}
$$

1 Reduce the system to echelon form. Apply the operations $\mathbf{L}_{2} \rightarrow-3 \mathbf{L}_{1}+2 \mathbf{L}_{2}$ and $\mathbf{L}_{3} \rightarrow-5 \mathbf{L}_{1}+2 \mathbf{L}_{3}$, and then $L_{3} \rightarrow-5 L_{2}+L_{3}$ to obtain:

$$
\left.\begin{array}{rl}
2 x-5 y+3 z-4 s+2 t=4 \\
y-5 z+2 s+2 t=6 \\
5 y-25 z+12 s+4 t= & 24
\end{array}\right\} \rightarrow\left\{\begin{array}{rr}
2 x-5 y+3 z-4 s+2 t= & 4 \\
y-5 z+2 s+2 t= & 6 \\
2 s-6 t= & -6
\end{array}\right.
$$

The system is now in echelon form. Solving for the leading unknowns, $x, y$, and $s$, in terms of the free variables. $z$ and $t$, we obtain the free-variable form of the general solution:

$$
x=26+11 z-15 t \quad y=12+5 z-8 t \quad s=-3+3 t
$$

From this follows at once the parametric form

$$
x=26+11 a-15 b \quad y=12+5 a-8 b \quad z=a \quad s=-3+3 b \quad 1=b
$$

Solve the system

$$
\begin{array}{r}
x-3 y+2 z-s+2 t=2 \\
3 x-9 y+7 z-s+3 t=7 \\
2 x-6 y+7 z+4 s-5 t=7
\end{array}
$$

I Reduce the system to echeton form. Apply the operations $\mathbf{L}_{2} \rightarrow-3 L_{1}+L_{2}$ and $L_{3} \rightarrow-2 L_{1}+L_{3}$, and then $L_{3} \rightarrow-3 L_{2}+L_{3}$ to obtain [use Problem 3.89]

$$
\left.\begin{array}{r}
x-3 y+2 z-s+2 t=2 \\
z+2 s-3 t=1 \\
3 z+6 s-9 t=3
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x-3 y+2 z-s+2 t=2 \\
z+2 s-3 t=1
\end{array}\right.
$$

The system is now in echelon form. Solve for the leading unknowns, $x$ and $z$, in terms of the free variables, $y, s$, and $t$, to obtain the general solution as $x=3 y+5 s-8 t, z=1-2 s+3 t$.

Solve the system

$$
\begin{aligned}
x+2 y-3 z+4 t & =2 \\
2 x+5 y-2 z+t & =1 \\
5 x+12 y-7 z+6 y & =7
\end{aligned}
$$

- Reduce the system to echelon form. Eliminate $x$ from the second and third equations by the operations $L_{2} \rightarrow-2 L_{3}+L_{2}$ and $L_{3} \rightarrow-5 L_{1}+L_{3} ;$ this yields the system

$$
\begin{array}{rr}
x+2 y-3 z+4 t= & 2 \\
y+4 z-7 t= & -3 \\
2 y+8 z-14 t= & 3
\end{array}
$$

The operation $L_{3} \rightarrow-2 L_{2}+L_{3}$ yields the degenerate equation $0=9$. Thus the system has no solution [even though the system has more unknowns than equations].

Theorem 3.5: Any system of linear equations has either: (i) a unique soluton, (ii) no solution, or (iii) an infinite number of solutions.
3.101 Prove Theorem 3.5.

A Applying the Gaussian elimination algorithm to the system, we can either reduce it to echelon form or determine that it has no solution. If the echeion form has no free variables, then the system has a unique solution. If the echelon form has free variables, then the systern has an infinite number of solutions.
3.102 Determine the values of $k$ so that the following system in unknowns $x, y, z$ has: (i) a unique solution; (ii) no solution, (iii) an infinite number of solutions:

$$
\begin{aligned}
x-2 y= & 1 \\
x-y+k z= & -2 \\
k y+4 z= & 6
\end{aligned}
$$

1 Reduce the system to echelon form. Eliminate $x$ from the second equation by the operation $\mathbf{L}_{2} \rightarrow$ $-\mathbf{L}_{1}+\mathbf{L}_{2}$. and then eliminate $\boldsymbol{y}$ from the third equation by $\mathbf{L}_{3} \rightarrow-k \mathbf{L}_{2}+\mathbf{L}_{3}$; this yields

$$
\left.\begin{array}{rl}
x-2 y & = \\
y+k z & =-3 \\
k y+4 z & =
\end{array}\right\} \rightarrow\left\{\begin{aligned}
-r-2 y & =1 \\
y+ & k z
\end{aligned}\right) \rightarrow-3
$$

The system has a unique solution if the coefficient of $z$ in the third equation is not zero; that is, if $4-k^{2} \neq$ 0 . However, $f-k^{-2}=0$ if and only if $k=2$ or $k=-2$. Hence the system has a unique solution if $k \neq 2$ and $k \neq-2$. If $k=2$, then the third equation reduces to $0=12$; in which case the system has no solution. If $k=-2$, then the third equation becomes $0=0$, which can be deleted the reduced system bias a free variable $z$ and hence an infinive number of sofutions. Summarizing: (i) $k \neq 2$ and $k \neq-2$ (ii) $k=2$ (iii) $k=-2$.

3．104 Determine the values of $k$ so ihat the following system in unknowns $x, y, z$ has：（i）a unique solution， （ii）no solution，（iii）an infinite number of solutions：

$$
\begin{aligned}
k x+y+z & =1 \\
x+k y+z & =1 \\
x+y+k z & =1
\end{aligned}
$$

1 First interchange $\mathbf{L}_{1}$ and $\mathbf{L}_{\mathbf{2}}$ to ensure a nonzero pivot in the first equation．Then eliminate $y$ from $\mathbf{L}_{2}$ and $L_{3}$ by applying $L_{2} \rightarrow-L_{1}+L_{2}$ and $L_{3} \rightarrow-k L_{1}+L_{3}$ ；this yields

$$
\left.\begin{array}{rl}
x+y+k z & =1 \\
x+k y+z & =1 \\
k x+y+z & =1
\end{array}\right\} \rightarrow\left\{\begin{aligned}
y+\quad k z & =1 \\
x+(k-1) y+(1-k) z & =0 \\
(1+k) y+\left(1-k^{2}\right) z & =1-k
\end{aligned}\right.
$$

To eliminate $\boldsymbol{y}$ from the third equation，apply $\mathbf{L}_{3} \rightarrow \mathbf{L}_{2}+\mathbf{L}_{3}$ to obtain

$$
x+\begin{aligned}
y+ & k z
\end{aligned}=1 \text { y+ } \begin{aligned}
&(1-k) z=0 \\
&(k-1) y+ \\
&\left(2-k-k^{2}\right) z=1-k
\end{aligned}
$$

The system has a unique solution if $2-k-k^{2}=(2+k)(1-k)$ ，the coefficient of $z$ in $\mathbf{L}_{3}$ ，is not zero； that is，if $k \neq-2$ and $k \neq 1$ ．In case $k=1$ ，the third and second equations reduce to $0=0$ and the system has an infimile number of solutions．In case $k=-2$ ，the third equation reduces to $0=3$ and the system has no solution．Summarizing：（i）$k \neq-2$ and $k \neq 1$ ；（ii）$k=-2$ ，（iii）$k=1$ ．

3．105 What condition must be placed on $a, b$ ，and $\varepsilon$ so that the following system in unknowns $x, y$ ，and $z$ has a solution？

$$
\begin{aligned}
x+2 y-3 z & =a \\
2 x+6 y-11 z & =b \\
x-2 y+7 z & =c
\end{aligned}
$$

1 Reduce to echelon form．Eliminating $x$ from the second and third equation by the operations $\mathbf{L}_{2} \rightarrow-\mathbf{2} \mathbf{L}_{1}+\mathbf{L}_{2}$ and $\mathbf{L}_{3} \rightarrow-\mathbf{L}_{1}+\mathbf{L}_{3}$ ，we obtain the equivalent system

$$
\begin{aligned}
x+2 y-3 z & =a \\
2 y-5 z & =b-2 a \\
-4 y+10 z & =c-a
\end{aligned}
$$

Eliminating $y$ from the third equation by the operation $L_{3} \rightarrow 2 L_{2}+L_{3}$, we finally obtain the equivalent system

$$
\begin{aligned}
x+2 y-3 z & =a \\
2 y-5 z & =b-2 a \\
0 & =c+2 b-5 a
\end{aligned}
$$

The system will have no sotution if $c \pm 2 b-5 a \neq 0$... Thus the system will have at least one solution if $c+2 b-5 a=0$, or $5 a=2 b+c$. Note, in this case, that the system will have infinitely many solutions. In other words, the system cannot have a unique solution.
3.106 Prove that the following three statements about a system of linear equations are equivalent: (i) The system is consistent (has a solution). (ii) No linear combination of the equations is the equation

$$
\begin{equation*}
0 x_{1}+0 x_{2}+\cdots+0 x_{n}=b \neq 0 \tag{*}
\end{equation*}
$$

(iii) The system is reducible to echelon form.

I Suppose the system is reducible to echelon form. The echelon form has a solution, and hence the original system has a solution. Thus (iii) implies (i).
Suppose the system has a solution. By Problem 3.67, any linear combination of the equations also has a solution. But ( ${ }^{*}$ ) has no solution; hence ( ${ }^{*}$ ) is not a linear combination of the equations. Thus (i) implies (ii).

Finally, suppose the system is not reducible to echelon form: Then, in the gaussian algorithm, it must yield an equation of the form ( ${ }^{*}$ ). Hence ( ${ }^{*}$ ) is a linear combination of the equations. Thus not-(iii) implies not-(ii), or, equivalently, (ii) implies (iii).
3.107. Suppose $\mathscr{S}$ is a system of linear equations with more unknowns than equations. Show that $\mathscr{S}$ cannot have a unique solution:
1 Reducing $\mathscr{S}$ to echelon form, we can never obtain a triangular system because $\mathscr{S}$. has more unknowns than equations. In other words, we either get an inconsistent degenerate equation, in which case $\mathscr{S}$ has no solution; or an echelon form with free variables, in which case $\mathscr{S}$ has an infinite number of solutions.

### 3.8 SYSTEMS OF LINEAR EQUATIONS IN MATRIX FORM

3.108 Use a matrix product to represent system (3.1) of Section 3.5.

1 $A X=B$, where $A=\left(a_{i j}\right)$ is the $m \times n$ coefficiem matrix,

$$
X=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\cdots \\
x_{n}
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\cdots \\
b_{m}
\end{array}\right)
$$

The block matrix

$$
(A, B)=\left(\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1 n} & b_{b} \\
a_{21} & a_{22} & \cdots & a_{2 n} & b_{2} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m m} & b_{m}
\end{array}\right)
$$

is called the augmented matrix of the system.
3.109 Rewrite the following system as a matrix equation: $\begin{aligned} 2 x+3 y-4 z & =7 \\ x-2 y-5 z & =3\end{aligned}$.

1

$$
\left(\begin{array}{ccc}
2 & 3 & -4 \\
1 & -2 & -5
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\binom{7}{3}
$$

[Note that the size of the column of unk nouns is mot equal to the size of the colurne of constants.]
3.110 Find the augmented matrix of the system in Problem 3.109.

1

$$
\left(\begin{array}{rrrr}
2 & 3 & -4 & 7 \\
1 & -2 & -5 & 3
\end{array}\right)
$$

Observe that the elementary row operations on the augmented matix [Problem 2.79] of a system of linear equations correspond precisely to the eiementary operations on the linear equations [Section 3.5].
Accordingly, one may solve a system of linear equations by applying the Gaussian elimination algorithm to the augmented matrix rather than to the system itself.
3.111 Describe the relationship between the solvability of a system of linear equations and the echelon form of its augmented matrix.
I By the observation made in Problem 3.110, the system has a solution if and only if the echelon form does not have a row vector $(0,0, \ldots, 0, b)$, where $b \neq 0$.
3.112 . Describe the relationship between the solution of a system of linear equations and the row canonical form [Problem 2.104] of its augmented matrix.
I The row canonical form of the augmented matrix (excluding zero rows) gives the free-variable form of the solution of the system (when the system is consistent); one simply transposes the free-variable terms to the side of the constants. This comes from the fact that, in row canonical form, the coefficients of the leading unknowns are the leading nonzero entries in the matrix, which are equal to one and are the only nonzero entries in their respective columns.
3.113 Solve the system. $\begin{aligned} x-2 y-3 z & =4 \\ 2 x-3 y+z & =5\end{aligned}$ by use of the augmented matrix.

I Reduce the augmented matrix to echelon form and then to row canonical form:

$$
\left(\begin{array}{rrrr}
1 & -2 & -3 & 4 \\
2 & -3 & 1 & 5
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & -2 & -3 & 4 \\
0 & 1 & 7 & -3
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 0 & 11 & -2 \\
0 & 1 & 7 & -3
\end{array}\right)
$$

Thus the free-variable form of the general solution is

$$
\begin{aligned}
x+11 z & =-2 \\
y+7 z & =-3
\end{aligned} \quad \text { or } \quad \begin{aligned}
& x=-2-11 z \\
& y
\end{aligned} \quad=-3-7 z
$$

(Note that $z$ is the free variable.)
3.114 Solve, using the augmented matrix:

$$
\begin{array}{r}
x+y-2 z+4 t=5 \\
2 x+2 y-3 z+z=3 \\
3 x+3 y-4 z-2 z=1
\end{array}
$$

I Reduce the augmented matrix to echelon form and then to row canonical form:

$$
\left(\begin{array}{rrrrr}
1 & 1 & -2 & 4 & 5 \\
2 & 2 & -3 & 1 & 3 \\
3 & 3 & -4 & -2 & 1
\end{array}\right) \sim\left(\begin{array}{rrrrr}
1 & 1 & -2 & 4 & 5 \\
0 & 0 & 1 & -7 & -7 \\
\hdashline & \cdots & \cdots & \cdots & \cdots
\end{array}\right) \sim\left(\begin{array}{rrrrr}
1 & 1 & 0 & -10 & -9 \\
0 & 0 & 1 & -7 & -7
\end{array}\right)
$$

[The third row is deleted from the second matrix since it is a multiple of the second fow and will result in a zero row.] Thus the free-variable form of the general solution of the system is as follows:

$$
\begin{aligned}
& x+y-10 t \\
& z-7 t=-7 \\
& z-7 t
\end{aligned} \text {. or } \quad \begin{aligned}
& x=-9-y+10 t \\
& z=-7+7 t
\end{aligned}
$$

Here the free variables are $y$ and $t$.
3.115 Solve, using the augmented matrix:

$$
\begin{aligned}
x+2 y+z & =3 \\
2 x+5 y-z & =-4 \\
3 x-2 y-z & =5
\end{aligned}
$$

I Reduce the augnented matrix to echelon form and then to row canonical form:

$$
\begin{aligned}
& \left(\begin{array}{rrrr}
1 & 2 & 1 & 3 \\
2 & 5 & -1 & -4 \\
3 & -2 & -1 & 5
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 2 & 1 & 3 \\
0 & 1 & -3 & -10 \\
0 & -8 & -4 & -4
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 2 & 1 & 3 \\
0 & 1 & -3 & -10 \\
0 & 0 & -28 & -84
\end{array}\right) \\
& \sim\left(\begin{array}{rrrr}
1 & 2 & 1 & 3 \\
0 & 1 & -3 & -10 \\
0 & 0 & 1 & 3
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 2 & 0 & 0 \\
0 & 1 & 0 & -1 \\
0 & 0 & 1 & 3
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 0 & 0 & 2 \\
0 & 1 & 0 & -1 \\
0 & 0 & 1 & 3
\end{array}\right)
\end{aligned}
$$

Because the row canonical form turns out to be triangular, the solution is unique: $x=2, y=-1, z=3$.
3.116 Solve, using the augmented matrix:

$$
\begin{array}{r}
x_{1}+x_{2}-2 x_{3}+3 x_{4}=4 \\
2 x_{1}+3 x_{2}+3 x_{3}-x_{4}=3 \\
5 x_{1}+7 x_{2}+4 x_{3}+x_{4}=5
\end{array}
$$

- Reduce the augmented matrix to echelon form:

$$
\left(\begin{array}{rrrrr}
1 & 1 & -2 & 3 & 4 \\
2 & 3 & 3 & -1 & 3 \\
5 & 7 & 4 & 1 & 5
\end{array}\right) \sim\left(\begin{array}{rrrrr}
1 & 1 & -2 & 3 & 4 \\
0 & 1 & 7 & -7 & -5 \\
0 & 2 & 14 & -14 & -15
\end{array}\right) \sim\left(\begin{array}{rrrrr}
1 & 1 & -2 & 3 & -4 \\
0 & 1 & 7 & -7 & -5 \\
0 & 0 & 0 & 0 & -5
\end{array}\right)
$$

.The third row of the echelon matix corresponds to the degenerate equation $0=5$; hence, the system has no solution:
3.117 Solve, using the augmented matrix:

$$
\begin{aligned}
x+2 y-3 z-2 s+4 t & =1 \\
2 x+5 y-8 z-s+6 t & =4 \\
x+4 y-7 z+5 s+2 t & =8
\end{aligned}
$$

1 Reduce the augmented matrix to echelon form and then to row canonical form:

$$
\begin{aligned}
&\left(\begin{array}{rrrrrr}
1 & 2 & -3 & -2 & 4 & 1 \\
2 & 5 & -8 & -1 & 6 & 4 \\
1 & 4 & -7 & 5 & 2 & 8
\end{array}\right) \sim\left(\begin{array}{rrrrrr}
1 & 2 & -3 & -2 & 4 & 1 \\
0 & 1 & -2 & 3 & -2 & 2 \\
0 & 2 & -4 & 7 & -2 & 7
\end{array}\right) \sim\left(\begin{array}{rrrrrr}
1 & 2 & -3 & -2 & 4 & 1 \\
0 & 1 & -2 & 3 & -2 & 2 \\
0 & 0 & 0 & 1 & 2 & 3
\end{array}\right) \\
&-\left(\begin{array}{rrrrrr}
1 & 2 & -3 & 0 & 8 & 7 \\
0 & 1 & -2 & 0 & -8 & -7 \\
0 & 0 & 0 & 1 & 2 & 3
\end{array}\right) \sim\left(\begin{array}{rrrrrr}
1 & 0 & 1 & 0 & 24 & 21 \\
0 & 1 & -2 & 0 & -8 & -7 \\
0 & 0 & 0 & 1 & 2 & 3
\end{array}\right) .
\end{aligned}
$$

Thus the free-variable form of the solution is

$$
\begin{aligned}
x+24 t & =21 \\
y-2 z-8 t & =-7 \\
s+2 t & =3
\end{aligned} \quad \text { or } \quad \begin{aligned}
& x=21-z+24 t \\
& y=-7+2 z+8 t \\
& s=3
\end{aligned}
$$

3.118 The rank of a matrix $A$, written rank ( $A$ ), is the number of row vectors in a maximal, binearly independent set of row vectors [see Chapter 8]. How is rank ( $A$ ) related to the size of an echelon form of $A$ ?

It can be shown that rank ( $A$ ) equals the number of (nonzero) rows in any echelon form of $A$.

Theorem 3.6: A system of linear equations, $A X=B$; bas a solution if and only jf the rank of the coefficient matrix is equal to the rank of its augmented matrix.

### 3.119

## Prove Theorem 3.6.

IThe only case where $\operatorname{rank}(A) \neq \operatorname{rank}(A, B)$ is when the process of reducing $(A, B)$ to echelon form produces a rov $(0,0, \ldots, 0, b)$, with $b \neq 0$. This however, is the condition for the system to be inconsisten [sec Problem 3.106\}
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### 3.9 HOMOGENEOUS SYSTEMS

3.120 Define a homogeneous system of linear equations.
1 A system of linear equations is homogeneous if all constant terms are equal to zero:

$$
\begin{align*}
& a_{11} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=0 \\
& a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=0  \tag{3.4}\\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots+\cdots+\cdots \cdots \\
& a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n}=0
\end{align*}
$$

or, in matrix form, $A X=0$.
Prove: The zero vector $0=(0,0, \ldots, 0)$ is a solution (the zero solution) of any homogeneous system $A X=0$.

- $A 0=0$
3.122 Prove: If $u_{1}, u_{2}, \ldots, u_{q}$ are solutions of a homogeneous system $A X=0$, then any linear combination of the vectors, say $k_{1} u_{1}+k_{2} u_{2}+\cdots+k_{q} u_{q}$, is also a solution of $A X=0$.
1 Using Theorem 2.2, we have:

$$
\begin{aligned}
A\left(k_{1} u_{1}+k_{2} u_{2}+\cdots+k_{q} u_{q}\right) & =A\left(k_{1} u_{1}\right)+A\left(k_{2} u_{2}\right)+\cdots+A\left(k_{q} u_{q}\right)=k_{1}\left(A u_{1}\right)+k_{2}\left(A u_{2}\right)+\cdots+k_{q}\left(A u_{q}\right) \\
& =k_{1} 0+k_{2} 0+\cdots+k_{q} 0=0+0+\cdots+0=0
\end{aligned}
$$

Problems 3.123-3.128 use the following theorem [see Problem 8.105].
Theorem 3.7: Suppose the echelon form of a homogeneous system $A X=0$ has $s$ free variables. Let $u_{1}, u_{2}, \ldots, u_{s}$ be the solutions obtained by setting one of the free variables equal to one and the remaining free variables equal to zero. Then $\underline{u}_{i}, u_{2}, \ldots, u_{s}$ form a basis for the solution space $\mathscr{W}$ of $A X=0$. [This means that any solution of the system can be expressed as a unique linear combination of $u_{1}, u_{2}, \ldots, u_{s}$; furthermore, the dimension of $\mathscr{W}$ is $\operatorname{dim}(\mathscr{F})=s$.]
3.123 Let $\mathscr{F}$ be the solution space of the following homogeneous system:

$$
\begin{array}{r}
x+3 y-2 z+5 s-3 t=0 \\
2 x+7 y-3 z+7 s-5 t=0 \\
3 x+11 y-4 z+10 s-9 t=0
\end{array}
$$

Find the dimension and a basis for \%.
1 Reduce the system to èchelon form. Apply the operations $\mathbf{L}_{2} \rightarrow-2 \mathbf{L}_{1}+\mathbf{L}_{2}$ and $\mathbf{L}_{3} \rightarrow-3 \mathbf{L}_{1}+\mathbf{L}_{3}$, and then $L_{3} \rightarrow-2 L_{2}+L_{3}$ to obtain:

$$
\left.\begin{array}{rl}
x+3 y-2 z+5 s-3 t & =0 \\
y+z-3 s+t & =0 \\
2 y+2 z-5 s & =0
\end{array}\right\} \rightarrow\left\{\begin{aligned}
x+3 y-2 z+5 s-3 t & =0 \\
y+z-3 s+t & =0 . \\
s-2 t & =0
\end{aligned}\right.
$$

In echelon form, the system has two free variables, $z$ and $t$; hence $\operatorname{dim}(\mathscr{H})=2$. A basis $\left\{u_{1}, u_{2}\right\}$ for $\mathscr{W}$ may be obtained as follows: (1) Set $z=1,1=0$. Back substitution yields $s=0$, then $y=-1$, and then $x=5$. Thus, $u_{1}=(5,-1,1,0,0)$. (2) Set $z=0,1=1$. Back substitution yields $s=2$, then $y=5$, and then $x=-2$. Thus, $u_{2}=(-2,5,0,2,1)$.
3.124 Find the general solution of the homogeneous system of Problem 3.123.
I By Theorem 3.7, the general solution is the vection

$$
a u_{1}+b u_{2}=a(5,-1,1,0.0)+b(-2,5,0,2,1)=(5 a-2 b .-a+5 b, a, 2 b, b)
$$

where $a$ and $b$ are arbitrary constants. Observe that this is nothing other than the parametric form of the general solution under the choice of parameters $z=a$ [we set $z=t$ to get $\left.u_{1}\right]$ and $t=b$ we set $t=1 \quad$ to get $\left.\mu_{2}\right\}$.
3.125 Let $\mathscr{W}$ be the solution space of the homogeneous system

$$
\begin{aligned}
x+2 y-3 z+2 s-4 t & =0 \\
2 x+4 y-5 z+s-6 t & =0 \\
5 x+10 y-13 z+4 s-16 t & =0
\end{aligned}
$$

Find the dimension and a basis for $W$.
Reduce to echelon form. Apply the operations $\mathbf{L}_{2} \rightarrow-2 \mathbf{L}_{1}+\mathbf{L}_{2}$ and $\mathbf{L}_{3} \rightarrow-5 \mathbf{L}_{2}+\mathbf{L}_{3}$, and then $L_{3} \rightarrow-2 L_{2}+L_{3}$ to obtain:

$$
\left.\begin{array}{r}
x+2 y-3 z+2 s-4 t=0 \\
z-3 s+2 t=0 \\
2 z-6 s+4 t=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y-3 z+2 s-4 t=0 \\
z-3 s+2 t=0
\end{array}\right.
$$

In echelon form, the system has three free variables, $y, s$ and $t$; hence $\operatorname{dim}(W)=3$. A basis $\left\{u_{1}, u_{2}, u_{3}\right\}$ for $W$ is obtained as follows: (1) Set $y=1, s=0, i=0$. Back substitution yields the solution $u_{i}=$. $(-2,2,0,0,0)$. (2) Set $y=0, s=1, \quad t=0$. Back substitution yields the solution $u_{2}=(7,0,3,1,0)$. (3) Set $y=0, s=0, t=1$. Back substitution yields the solution $u_{3}=(-2,0,-2,0,1)$.

- 3.126 Let $W$ be the solution space of the system

$$
\begin{array}{r}
x+2 y-3 z=0 \\
-2 x+5 y+2 z=0 \\
3 x-y-4 z=0
\end{array}
$$

Find the dimension and a basis for $W$.
I Reduce the system to echelon form. Apply $L_{2} \rightarrow-2 L_{1}+L_{2}$ and $L_{3} \rightarrow-3 L_{1}+L_{3}$, and then $L_{3} \rightarrow 7 L_{2}+L_{3}$ to obtain:

$$
\left.\begin{array}{r}
x+2 y-3 z=0 \\
y+8 z=0 \\
-7 y+5 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y-3 z=0 \\
y+8 z=0 \\
61 z=0
\end{array}\right.
$$

There are no free variables (the system is in triangular form.) Hence $\operatorname{dim}(\mathscr{W})=0$ and $\mathscr{W}$ has no basis. Specifically, $\mathscr{F}$ consists only of the zero solution, $\mathscr{W}=\{0\}$.
3.127 Let $W$ be the solution space of the system

$$
\begin{aligned}
& 2 x+4 y-5 z+3 t=0 \\
& 3 x+6 y-7 z+4 t=0 \\
& 5 x+10 y-11 z+6 t=0
\end{aligned}
$$

Find the dimension and a basis for $\mathscr{F}$.
1 Reduce the system to echelon form. Apply $L_{2} \rightarrow-3 L_{1}+2 L_{2}$ and $L_{3} \rightarrow-5 L_{1}+2 L_{3}$, and then $L_{3} \rightarrow-3 L_{2}+L_{3}$ to obtain:

$$
\left.\begin{array}{r}
2 x+4 y-5 z+3 t=0 \\
z-t=0 \\
3 z-3 t=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
2 x+4 y-5 z+3 t=0 \\
z-t=0
\end{array}\right.
$$

In echeton form, the system has two free variables, $y$ and $\mathfrak{r}$; hence $\operatorname{dim}(W)=2$. A basis $\left\{u_{1}, u_{2}\right\}$ for $\mathbb{W}$ is obtained as follows: (1) Set $y=1, r=0$. Back substitution yietds the solution $u_{1}=(-2,1,0,0)$. (2) Set $y=0,1=1$. Back substitution yields the solution $u_{2}=(1,0,1,1)$.
3.128

Let $W^{\prime}$ be the solution space of the system

$$
\begin{array}{r}
x+2 y-z=0 \\
2 x+5 y+2 z=0 \\
x+4 y+7 z=0 \\
x+3 y+3 z=0
\end{array}
$$

Find the dimension and a basis for
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I Reduce the system to echelon form, obtaining:

$$
\left.\begin{array}{r}
x+2 y-z=0 \\
y+4 z=0 \\
2 y+8 z=0 \\
y+4 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y-z=0 \\
y+4 z=0
\end{array}\right.
$$

In echelon form, there is only one free variable, $z$. Hence $\operatorname{dim}(\mathscr{W})=1$. To obtain a basis $\left\{u_{1}\right\}$ for $\mathscr{W}$, set $z=1$. Back substitution yields $y=-4$ and then $x=9$. Thus; $u_{1}=(9,-4,1)$.

Theorem 3.8: A homogeneous system of linear equations with more unknowns than equations has a nonzero solution.
3.129 Prove Theorem 3.8.

I Since 0 is a solution, the system is consistent and can be brought into echelon form. Also, in echelon form, the system will have free variables and hence a nonzero solution.
3.130 Determine whether the following homogeneous system has a inonzero solution:

$$
\begin{array}{r}
x_{1}-2 x_{2}+3 x_{3}-2 x_{4}=0 \\
3 x_{1}-7 x_{2}-2 x_{3}+4 x_{4}=0 \\
4 x_{1}+3 x_{2}+5 x_{3}+2 x_{4}=0
\end{array}
$$

I Yes, by Theorem 3.8.

### 3.10 NONHOMOGENEOUS AND ASSOCIATED HOMOGENEOUS SYSTEMS

3.131 " Define the homogeneous system associated with a given nonhomogeneous system $A X=B$.

I $A X=0$
3.132 Find the homogeneous system associated with the nonhomogeneous system

$$
\begin{array}{r}
x+3 y-5 z+7 t=3 \\
2 x-5 y+2 z-8 t=2 \\
4 x-2 y-6 z+9 t=8
\end{array}
$$

I Replace the constants by zeros to obtain:

$$
\begin{array}{r}
x+3 y-5 z+7 t=0 \\
2 x-5 y+2 z-8 t=0 \\
4 x-2 y-6 z+9 t=0
\end{array}
$$

3.133 Prove: If $u$ and $v$ are solutions of a nonbomogeneous system_ $A X=B$, then the difference $w=v-u$ is a solution of the associated homogeneous system $A X=0$.
I $A w=A(v-u)=A v-A u=B-B=0$

Theorem 3.9: The general solution of a nonhomogeneous system $A X=B$ may be obtained by adding the general solution of the homogeneous system $A X=0$ to a particular solution $v_{0}$ of $A X=B$.
3.134 Prove Theorem 3.9.

IL $w$ be any solution of $A X=0$; then $A\left(v_{0}+w\right)=A v_{0}+A w=B+0=B$. That is, the sum $v_{v}+i v$ is a solution of $A X=B$. On the other hand, suppose $v$ is a solution of $A X=B$. Then the identity $v=v_{s}+\left(v-v_{n}\right)$ and Problem 3.133 show that any solution of $A X=B$ can be obtained by adding a solution of $A X=0$ to the particular solution $v_{0}$ of $A X=B$.
As we shall see [Problem 3.135], the general solution given by Theorem 3.9 essentially coincides with the free-variable or parametric forms [Problem 3.85].

# 3.135 Consider the system 

$$
\begin{array}{r}
x-3 y-2 z+4 t=5 \\
3 x-8 y-3 z+8 t=18 \\
2 x-3 y+5 z-4 t=19
\end{array}
$$

(a) Find the parametric form of the general solution of the system.
(b) Show that the result of (a) may be rewritten in the form given by Theorem 3.9.
I (a) Reduce the system to echelon form. Apply $\mathbf{L}_{2} \rightarrow-3 \mathbf{L}_{2}+\mathbf{L}_{\mathbf{2}}$ and $\mathbf{L}_{3} \rightarrow-2 \mathbf{L}_{1}+\mathbf{L}_{3}$, and then . $\mathbf{L}_{3} \rightarrow-3 \mathrm{~L}_{2}+\mathrm{L}_{3}$ to obtain:

$$
\left.\begin{array}{r}
x-3 y-2 z+4 t=5 \\
y+3 z-4 t=3 \\
3 y+9 z-12 t=9
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x-3 y-2 z+4 t=5 \\
y+3 z-4 t=3
\end{array}\right.
$$

In echelon form, the free variables are $z$ and $t$. Set $z=a$ and $t=b$, where $a$ and $b$ are parameters. Back substitution yields $y=3-3 a+4 b$, and then $x=14-7 a+8 b$. Thus the parametric form of the solution is

$$
\begin{equation*}
x=14-7 a+8 b \quad y=3-3 a+4 b \quad z=a \quad t=b \tag{*}
\end{equation*}
$$

(b) Let $v_{0}=(14,3,0 ; 0)$. be the vector of constant terms in (*), let $u_{1}=(-7,3,1,0)$ be the vector of coefficients of $a$ in $\left({ }^{*}\right)$, and let $u_{2}=(8,4,0,1)$ be the vector of coefficients of $b$ in $\left({ }^{*}\right)$. Then the general solution (*) may be rewritten in vector form as

$$
\begin{equation*}
(x, y, z, i)=v_{v}+a u_{1}+b u_{2} \tag{**}
\end{equation*}
$$

We next show that $\left(^{* *}\right.$ ) is the general solution per Theorem 3.9 . First note that $v_{0}$ is the solution of the inhomogeneous system oblained by selting $a=0$ and $b=0$. Consider the associated homogeneous systern, in echelon form:

$$
\begin{array}{r}
x-3 y-2 z+4 t=0 \\
y+3 z-4 t=0
\end{array}
$$

The free variables are $z$ and $t$. Set $z=1$ and $r=0$ to obtain the solution $u_{1}=(-7,-3,1,0)$. Set $z=0$ and $1=1$ to obtain the solution $u_{2}=(8,4,0,1)$. By Theorem $3.7\left\{u_{1}, u_{2}\right\}$ is a basis for the solution space of the associated homogeneous system. Thus (**) has the desired form.

### 3.11 SYSTEMS OF LINEAR EQUATIONS AS VECTOR EQUATIONS

3.136 Replace the standard system (3.1) by a single vector equation.

$$
x_{1}\left(\begin{array}{c}
a_{11} \\
a_{21} \\
\vdots \\
a_{m 1}
\end{array}\right)+x_{2}\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{m 2}
\end{array}\right)+\cdots+x_{n}\left(\begin{array}{c}
a_{1 n} \\
a_{2 n} \\
\vdots \\
a_{m n}
\end{array}\right)=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{m}
\end{array}\right)
$$

or, if $u_{1}, u_{2}, \ldots, u_{n}$ and $v$ denote the (column) vectors,

$$
x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{n} u_{n}=0
$$

Thus, $u$ is a linear combination of $u_{1}, u_{2}, \ldots, u_{n}$ if and only if the system has a solution.
3.137 Convert the following vector equation ta an equivalens system of linear equations and solve:

$$
\begin{gathered}
\left(\begin{array}{r}
1 \\
-6 \\
5
\end{array}\right)=x\left(\begin{array}{l}
1 \\
2 \\
3
\end{array}\right)+r\left(\begin{array}{l}
2 \\
5 \\
8
\end{array}\right)+2\left(\begin{array}{l}
3 \\
2 \\
3
\end{array}\right) \\
\left(\begin{array}{r}
1 \\
-6 \\
5
\end{array}\right)=\left(\begin{array}{c}
x \\
2 x \\
3 x
\end{array}\right)+\left(\begin{array}{l}
2 y \\
5 y \\
3 y
\end{array}\right)+\left(\begin{array}{l}
3 z \\
2 z \\
3 z
\end{array}\right)=\left(\begin{array}{c}
x+2 y+3 z \\
2 x+5 y+2 z \\
3 x+3 y+3 z
\end{array}\right)
\end{gathered}
$$
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Set corresponding components of the vectors equal to each other, and reduce the system to echelon form:

$$
\left.\begin{array}{rr}
x+2 y+3 z= & 1 \\
2 x+5 y+2 z= & -6 \\
3 x+8 y+3 z= & 5
\end{array}\right\} \rightarrow\left\{\begin{array}{rr}
x+2 y+3 z= & 1 \\
y-4 z= & -8 \\
2 y-6 z= & 2
\end{array}\right\} \rightarrow\left\{\begin{array}{rr}
x+2 y+3 z= & 2 \\
y-4 z=-8 \\
2 z=18
\end{array}\right.
$$

The system is triangular, and back substitution yields the unique solution $x=-81, y=28, z=9$.
3.138 Write the vector $v=(1,-2,5)$ as a linear combination of the vectors $u_{1}=(1,1,1), u_{2}=(1,2,3)$, and $u_{3}=(2,-1,1)$.
IFind the equivalent system of linear equations and solve. Writing

$$
v=x u_{1}+y u_{2}+z u_{3}=(x+y+2 z, x+2 y-z, x+3 y+z)^{\circ}
$$

we obtain the system

$$
\left.\begin{array}{r}
x+y+2 z=1 \\
x+2 y-z=-2 \\
x+3 y+z=5
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+y+2 z=1 \\
y-3 z=-3 \\
2 y-z=4
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+y+2 z=1 \\
y-3 z=-3 \\
5 z=10
\end{array}\right.
$$

The unique solution of the triangular form is $x=-6, y=3, \cdot z=2$; thus $v=-6 u_{1}+3 u_{2}+2 u_{3}$.
3.139. Write $v=(2,3,-5)$ as a linear combination of $u_{1}=(1,2,-3), \quad u_{2}=(2,-1,-4)$, and $u_{3}=(1,7,-5)$.

1

$$
(2,3,-5)=x u_{1}+y u_{2}+z u_{3}=(x+2 y+z, 2 x-y+7 z,-3 x-4 y-5 z)
$$

or

$$
\left.\begin{array}{r}
x+2 y+z= \\
2 x-y+7 z= \\
-3 x-4 y-5 z=-5
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+z= \\
-5 y+5 z=-1 \\
2 y-2 z=
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+z=2 \\
-5 y+5 z=-1 \\
0=3
\end{array}\right.
$$

The system is inconsistent and so has no solution. Accordingly, $v$ cannot be written as a linear combination of the vectors $u_{1}, u_{2}$ and $u_{3}$.

Consider the following vector equation where $x_{1}, x_{2}, \ldots, x_{n}$ are unknown scalars:

$$
\begin{equation*}
x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{n} u_{n}=0 \tag{1}
\end{equation*}
$$

The vectors $u_{1}, u_{2}, \ldots, u_{n}$ are linearly dependent or linearly independent according as the equation (1) has a nonzero solution or only the zero solution. Determine whether the vectors. $(1,1,1),(2,-1,3)$, and $(1,-5,3)$ are linearly dependent or linearly independent.
1 First set a linear combination of the vectors equal to the zero vector:

$$
\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)=x\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)+y\left(\begin{array}{r}
2 \\
-1 \\
3
\end{array}\right)+z\left(\begin{array}{r}
1 \\
-5 \\
3
\end{array}\right)=\left(\begin{array}{c}
x+2 y+z \\
x-y-5 z \\
x+3 y+3 z
\end{array}\right)
$$

Set corresponding components equal to each other, and reduce the system to echelon form:

$$
\left.\begin{array}{r}
x+2 y+z=0 \\
x-y-5 z=0 \\
x+3 y+3 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+z=0 \\
-3 y-6 z=0 \\
y+2 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+z=0 \\
y+2 z=0
\end{array}\right.
$$

The system in echeion form has a free variable; hence the system has a nonzero solution. Accordingly, the original vectors are linearly dependent.
3.141 Determine whether or not the vectors ( $1,-2,-3$ ), ( $2,3,-1$ ), and ( $3,2,1$ ) are linearly dependent.

1 Set a linear combination (with coefficients $x, y, z$ ) of the vectors equal to the zero vector;

$$
(0,0,0)=(x+2 y+3 z .-2 x+3 y+2 z,-3 x-y+z)
$$

or

$$
\left.\begin{array}{r}
x+2 y+3 z=0 \\
-2 x+3 y+2 z=0 \\
-3 x-y+x=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+3 z=0 \\
7 y+8 z=0 \\
5 y+10 z=0
\end{array} \longrightarrow \begin{array}{r}
x+3 z=0 \\
y+2 z=0 \\
y+3 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+3 z=0 \\
y+2 z=0 \\
-6 z=0
\end{array}\right.
$$

The bomogeneous system is in triangular form, with no free variables; hence it has only the zero solution. Thus the original vectors are linearly independent.
3.142 Determine whether the vectors (1, 1, -1) , (2,-3,1), and (8, -7, 1) are linearly dependent or linearly independent.
Set a linear combination (with coefficients $x, y, z$ ) of the vectors equal to the zero vector:

$$
(0,0,0)=(x+2 y+8 z, x-3 y-7 z,-x+y+z)
$$

or

$$
\left.\begin{array}{r}
x+2 y+8 z=0 \\
x-3 y-7 z=0 \\
-x+y+z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+8 z=0 \\
-5 y-15 z=0 \\
3 y+9 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+8 z=0 \\
y+3 z=0 \\
y+3 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y+8 z=0 \\
y+3 z=0
\end{array}\right.
$$

In echelon form, the system has a free variable, and hence the system has a nonzero solution. Thus the original vectors are linearly dependent.

Theorem 3.10: Any $n+1$ or more vectors in $\mathbf{R}^{\boldsymbol{n}}$ are linearly dependent.
-
3.143 Prove Theorem 3.10.

- Suppose $u_{1}, u_{2}, \ldots, u_{q}$ are vectors in $\mathbf{R}^{n}$ and $q>n$. The vector equation

$$
x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{4} u_{4}=0
$$

is equivalent to a homogeneous system of $n$ equations in $q>n$ unknowns. By Theorem 3.8, this system has a nonzero solution. Therefore $u_{1}, u_{2}, \ldots, u_{q}$ are linearly dependent.
3.144 Show that the vectors $(1,-2,3,-4),(1,2,1,5),(2,0,-6,-5)(3,-7,0,2)$, and $(-8,1,-7,4)$ are linearly dependent.

These are five vectors in $\mathbf{R}^{2}$; by Theorem 3.10, the vectors are linearly dependent.
3.145. Show that any set of $q$ vectors that includes the zero vector is linearly dependent.

1 Denoting the vectors as. $0, u_{2}, u_{3}, \ldots, u_{9}$, we have $10+0 u_{2}+0 u_{3}+\cdots+0 u_{q}=0$.
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4.2 Find the diagonal of the matrix

$$
A=\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right)
$$

1 The diagonal consists of the elements from the upper left corner to the lower right corner of the matrix; here, the scalars 1,5 , and 9 .
4.3 Find the diagonal of the matrix $B=\left(\begin{array}{cc}1-2 & 3 \\ -4 & t+5\end{array}\right)$.

1 The pair $[t-2, t+5]$.
4.4 Find the diagonal of the matrix $\dot{C}=\left(\begin{array}{rrr}1 & 2 & -3 \\ 4 & -5 & 6\end{array}\right)$ :

Find the trace of the $A$ in Problem 4.2.
I The trace is the sum of the diagonal elements: $\operatorname{tr}(A)=1+5+9=15$.
$\vdots$ 4.7 Find the trace of the matrix $B$ in Problem 4.3.
1 Add the diagonal elements: $\operatorname{tr}(B)=(t-2)+(t+5)=2 t+3$.

Theorem 4.1: Suppose $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are $n$-square matrices and $k$ is a scalar. Then: (i) $\operatorname{tr}(A+B)=\operatorname{tr}(A)+\operatorname{tr}(B)$, (ii) $\operatorname{tr}(k A)=k \cdot \operatorname{tr}(A)$, (iii) $\operatorname{tr}(A B)=\operatorname{tr}(B A)$.
4.8 Prove (i) of Theorem 4.1.

I Let $A+B=\left(c_{i j}\right)$. Then $c_{i j} a_{i j}+b_{i j}$, so that

$$
\operatorname{tr}(A+B)=\sum_{k=1}^{n} c_{k k}=\sum_{k=1}^{n}\left(a_{k k}+b_{k k}\right)=\sum_{k=1}^{n} a_{k k}+\sum_{k=1}^{n} b_{k k}=\operatorname{tr}(A)+\operatorname{tr}(B)
$$

4.9 Prove (ii) of Theorem 4.1

I Let $k A=\left(c_{i j}\right)$. Then $c_{i j}=k a_{i j}$, and

$$
\operatorname{tr}(k A)=\sum_{j=1}^{n} k a_{i j}=k \sum_{j=1}^{n} a_{j i}=k \cdot \operatorname{tr}(A)
$$

4.10 Prove (iii) of Theorem 4.1.
$\int$ Let $A B=\left(c_{i j}\right)$ and $B \dot{A}=\left(d_{i j}\right)$. Then

$$
\dot{c}_{i j}=\sum_{k=1}^{n} a_{i k} b_{k j} \quad \text { and } \quad d_{i j}=\sum_{k=1}^{n} b_{i k} a_{k j}
$$

whence

$$
\operatorname{tr}(A B)=\sum_{i=1}^{n} c_{i j}=\sum_{i=1}^{n} \sum_{k=1}^{n} a_{i k} b_{k i}=\sum_{k=1}^{n} \sum_{i=1}^{n} b_{k i} a_{i k}=\sum_{k=1}^{n} d_{k i}=\operatorname{tr}(B A)
$$

4.11 Establish that, in general, $\operatorname{tr}(A B) \neq \operatorname{tr}(A) \operatorname{tr}(B)$.

U Use the matrices of Problem 2.62.
4.12 Let $A=\left(a_{i j}\right)$ be a square matrix of order $n$, with entries in $R$, having the property $a_{i j}=a_{j i}$ for all $i$, $j$ [see Section 4.10]. Show that $\operatorname{tr}\left(A^{2}\right) \geq 0$.
1 Let $A^{2}=\left(c_{i j}\right)$. Then $c_{i j}=\sum_{k=1} a_{i k} a_{k j}$ and so

$$
\operatorname{tr}\left(A^{2}\right)=\sum_{i=1}^{n} c_{i i}=\sum_{i=1}^{n} \sum_{k=1}^{n} a_{i k} a_{k i}=\sum_{i=1}^{n} \sum_{k=1}^{n}\left(a_{i k}\right)^{2} \geq 0
$$

with equality iff $\boldsymbol{A}=\mathbf{0}$.

### 4.2 IDENTTTY, SCALAR, AND DIAGONAL MATRICES

4.13 Define the $n$-square identity [or unit] matrix, denoted $l_{\text {a }}$ or simply $l$.
$i I_{n}$ is the $n$-square matrix with Is on the diagonal and 0 s elsewhere.
Exhibit the identity matrices of order 2, 3, and 4.
$1 \quad I_{2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right) \quad I_{3}=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right) \quad I_{+}=\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
4.15 Indicale the identity matrix using Kronecker delta notation.

I The Kronecker velta is defined as

$$
\delta_{i j}= \begin{cases}0 & \text { if } i \neq i \\ 1 & \text { if } i=j\end{cases}
$$

Accordingly, $\quad J=\left(\delta_{i j}\right)$.
4.16 Find the trace of $I_{n}$.
| $I_{n}$ has $n$ is on the diagonal; hence $\operatorname{tr}\left(I_{n}\right)=n$.
4.17 If $A$ is an $m \times n$ matrix, show that $I_{m} A=A$.

1 Note first that $I_{m} A$ is also an $m \times n$ matrix, say $I_{m} A=\left(f_{i j}\right)$ : But

$$
f_{i i}=\sum_{k=1}^{m} \delta_{i k} a_{k j}=\delta_{i j} a_{i j}=a_{i j}
$$

Thus $I_{m} A=A$, since corresponding entries are equal.
4.18 If $A$ is an $m \times \pi$ matrix, show that $A t_{n}=A$.

1 Note first that $A I_{n}$ is also an $m \times n$ matrix. say $A I_{n}=\left(g_{i j}\right)$. But

$$
\xi_{i j}=\sum_{i=1}^{n} a_{i k} \delta_{k j}=a_{i j} \delta_{i j}=a_{i j}
$$

Thus $A I_{1}=A$. since corresponding entries are equal.
4.19 Define the scalar marix $D_{k}$ belonging to a scalar $k$.
| $D_{k} \equiv k I$.
4.20 Find the scalar matrices of orders 2, 3, and 4 corresponding to the scalar $k=5$.

I In each case, put 5 s on the diagonal and Os eisewhere:

$$
\left(\begin{array}{ll}
5 & 0 \\
0 & 5
\end{array}\right) \quad\left(\begin{array}{lll}
5 & 0 & 0 \\
0 & 5 & 0 \\
0 & 0 & 5
\end{array}\right) \quad\left(\begin{array}{llll}
5 & & & \\
& 5 & & \\
& & 5 & \\
& & & 5
\end{array}\right)
$$

[it is common practice to omit blocks or patterns of $0 s$ as in the third matrix.]
4.21 Show that $D_{k} A=k A$, for a scalar matrix $D_{k}$ of proper order.

I $D_{k} A=(k l) A=k(I A)=k A$.
4.22 Show that $B D_{k}=k B$, for a scalar matrix $D_{k}$ of proper order.

I $B D_{k}=B(k I)=k(B I)=k B$. [The upshot of Problems 4.21 and 4.22 is that multiplication by a scalar cant be replaced with a special matrix multiplication.]
4.23 Establish the following aigebraic properties of scalar matrices of the same order: (i) $D_{k}+D_{1}=D_{k+1}$;
(ii) $D_{k} D_{l}=D_{k i}$.
I (i) $D_{k}+D_{l}=k I+I I=(k+I) I=D_{k+l}$;
(ii) $D_{k} D_{i}=(k I)(I I)=k(I)(I I)=k k(I)(I)=k I I=D_{k}$.

## Define a diagonal matrix.

I A square matrix $D=\left(d_{i j}\right)$ is diagonal if its nondiagonal entries are all zero. Such a matrix is frequently notated as $D=\operatorname{diag}\left(d_{11}, d_{22}, \ldots, d_{n n}\right)$,. where some or all of the $d_{i n}$ may be zero.

Write out diag ( $3,-7,2$ ), diag ( $4,-5$ ), and diag $(6,-3,-9,1$ )
I Put the given scalars on the diagonal, with os elsewhere:

$$
\left(\begin{array}{rrr}
3 & 0 & 0 \\
0 & -7 & 0 \\
0 & 0 & 2
\end{array}\right) \quad\left(\begin{array}{rr}
4 & 0 \\
0 & -5
\end{array}\right) \quad\left(\begin{array}{lllll}
6 & & & \\
& -3 & & \\
& & -9 & \\
& & & 1
\end{array}\right)
$$

4.26 Find $A B$, where $A=\operatorname{diag}(2,-3,5)$ and $B=\operatorname{diag}(7,4,6)$

I The product is a diagonal matrix obtained by multiplying corresponding diagonal entries: $A B=$ $\operatorname{diag}(2 \cdot 7,-3 \cdot 4,5 \cdot 6)=\operatorname{diag}(14,-12,30)$.
4.27 Let $D=\left(d_{i j}\right)$ be an $m$-square diagonal matrix, and let $A=\left(a_{i j}\right)$ be an $m \times n$ matrix. Show that $D A$ may be obtained by multiplying each row $R_{i}$ of $A$ by $d_{i j}$.
I The ith row of $D A$ is obtained by premultiplying $A$ by the ith row $\left(0,0, \ldots, d_{i i}, \ldots, 0\right)$ of $D$ :

$$
\begin{aligned}
& \left(0,0, \ldots, d_{i i}, \ldots, 0\right)\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
\cdots \cdots & \cdots & \cdots & \cdots \\
\boldsymbol{1}_{\text {ith enry }} & a_{i 2} & \cdots & a_{i n} \\
a_{i 1} & \cdots, & \cdots & \cdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right)=\left(d_{i i} a_{i 1}, d_{i i} a_{i 2}, \ldots, d_{i j} a_{i n}\right) \\
& =d_{i i}\left(a_{i 1}, a_{i 2}, \ldots, a_{i n}\right)=d_{i i} R_{i}
\end{aligned}
$$

4.28 Let $D=\left(d_{i j}\right)$ be an $n$-square diagonal matrix, and let $B=\left\langle b_{i j}\right)$ be an $m \times n$ matrix. Show that $B D$. may be obtained by multiplying each column $C_{j}$ of $B$ by $d_{i j}$.

- Proceed as in Problem 4.27, but this time posimultiply by the jth column vector of $D$.

Show that $D^{T}=D$, for any diagonal $D=\left(d_{i j}\right)$.
1 Let $D^{T}=\left(a_{i j}\right)$. If $i \neq j$, then $a_{i j}=d_{i i}=0=d_{i j}$; if $i=j$, then $a_{i j}=d_{i i}$. Thus $D^{r}=0$.
Show that $l^{T}=l$.
f Since $f$ is diagonal, $f^{\boldsymbol{T}}=\boldsymbol{f}$.
Does $0^{T}=0$ ?
If 0 is a square matrix, then $0^{\boldsymbol{T}}=0$. Otherwise, $0^{\boldsymbol{T}}$ and 0 have different sizes, and hence cannot be equal.

### 4.3 ALGEBRA OF SQUARE MATRICES. COMMUTING MATRICES

### 4.32 What is an algebra of matrices?

1 A nonempty collection $\mathscr{C}$ of matrices is called an algebra [of matrices] if $\mathscr{C}$ is closed under the operations of matrix addition, scalar multiplication of a matrix, and matrix multiplication.
4.33 Show that the collection $\mathscr{A}_{n}$ of all $n$-square matrices forms an algebra of matrices.

1 Clearly, the collection $\mathscr{l}_{n}$ is nonempty. The sum of any two $n$-square matrices is an $n$-square matrix. Any scalar multiple of an $n$-square matrix is an $n$-square matrix. Lastly, the product of two $n$-square matrices is an $n$-square matrix. Thus $\mathscr{A}_{n}$ is an algebra of matrices.
4.34 Does the set $\mathscr{D}_{n}$ of all $n$-square diagonal matrices form an algebra of matrices?
$\|$ Yes. $\mathscr{D}_{n}$ is nonempty and the sum, scalar product, and product of diagonat matrices are diagonal matrices.
4.35 Is the set of all $n$-square scalar matrices an algebra?

I Yes, by Problem 4.23 together with $\alpha D_{k}=D_{\alpha k}$.
4.36 Does the sel of all $2 \times 3$ matrices form an algebra of matrices?

I No, the product of two $2 \times 3$ matrices is not delined.
4.37 Show that an algebra $\mathscr{A}$ of matrices contains a zero matrix.

I Since $A \operatorname{li}$ is nonempty, it contains some matrix $A$. Then, by scalar multiplication, $0 A=0$ belongs to sh.
4.38 Show that the collection. $\mathscr{B}$ of all $2 \times 2$ matrices of the form $\left(\begin{array}{ll}s & t \\ I & s\end{array}\right)$ is an algebra of matrices.

1 Clearty. $\mathscr{B}$ is nonempty. If $A=\left(\begin{array}{ll}a & b \\ b & a\end{array}\right)$ and $B=\left(\begin{array}{ll}c & d \\ d & c\end{array}\right)$ belong to $\mathscr{B}$, then

$$
A+B=\left(\begin{array}{ll}
a+c & b+d \\
b+d & a+c
\end{array}\right) \quad k A=\left(\begin{array}{ll}
k a & k b \\
k b & k a
\end{array}\right) \quad A B=\left(\begin{array}{ll}
a c+b d & a d+b c \\
b c+a d & b d+a c
\end{array}\right)
$$

also belong to $\mathscr{B}$. Thus $\mathscr{B}$ is an algebra of matrices.
4.39 When do matrices $A$ and $B$ commuse?

1. Matrices $A$ and $B$ commure if $A B=B A$, a condition that applies only for square matrices of the same order.

Show that $A=\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)$ and $B=\left(\begin{array}{cc}5 & 4 \\ 6 & 13\end{array}\right)$ commute.

$$
A B=\left(\begin{array}{cc}
5+12 & 4+22 \\
15+24 & 12+44
\end{array}\right)=\left(\begin{array}{ll}
17 & 26 \\
39 & 56
\end{array}\right) \quad \text { and } \quad B A=\left(\begin{array}{ll}
5+12 & 10+16 \\
6+33 & 12+44
\end{array}\right)=\left(\begin{array}{ll}
17 & 26 \\
39 & 56
\end{array}\right)
$$

Since $A B=B A$, the matrices commute.
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4.41 Find all matrices $M=\left(\begin{array}{ll}x & y \\ z & t\end{array}\right)$ that commute with $A=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$.

1

$$
A M=\left(\begin{array}{cc}
x+z & y+t \\
z & t
\end{array}\right) \quad \text { and } \quad M A=\left(\begin{array}{cc}
x & x+y \\
z & z+t
\end{array}\right)
$$

Set $A M=M A$, to obtain the four equations

$$
x+z=x \quad y+t=x+y \quad z=z \quad t=z+t
$$

From the first or last equation, $z=0$; from the second equation, $x=t$. Thus $M$ is any matrix of the form

$$
\left(\begin{array}{ll}
x & y \\
0 & x
\end{array}\right)
$$

4.42 Show that the scalar matrix $k I_{n}$ commutes with any $n$-square matrix $A$.

- We have: $(k I) A=k(I A)=k A$ and $A(k I)=k(A I)=k A=(k I) A$.
4.43 Show that $\mathscr{B}$ [Problem 4.38] is a commutative algebra.
- Using the notation of Problem 4.38, make the calculation

$$
B \bar{A}=\left(\begin{array}{ll}
c a+d b & c b+d a \\
d a+c b & d b+c a
\end{array}\right)
$$

Thus $B A=A B$.

### 4.4 POWERS OF MATRICES

4.44 The nonnegative integral powers of a square matrix $M$ may be defined recursively by

$$
M^{c}=I \quad M^{\prime}=M \quad \text { and } \quad M^{r+1}=M M^{r} . \quad(r=1,2,3, \ldots)
$$

Prove the following theorem: (a) $A^{p} A^{q}=A^{p+q}$. (b) If $A$ and $B$ commute, so do $A^{p}$ and $B^{q}$.
(a) The proof is by induction on $p$. The case $p=0$ is true since $A^{0}=I$, and the case : $p=1$ is true by definition. Suppose $p>1$ and the result holds for $p-1$. Then

$$
A^{p} A^{q}=a\left(A^{p-1}\right) A^{q}=A A^{p+q-1}=A^{p+q}
$$

(b) First we show that $A$ commutes with $B^{q}$ by induction on $q$. The case $q=0$ is true since $B^{0}=I$, and the case $q=1$ is true by hypothesis. Suppose $q>1$ and $A$ commutes with $B^{q-1}$. Then

$$
B^{q} A=B B^{q-1} A=B A B^{q-1}=A B B^{q-1}=A B^{q}
$$

Thus $A$ commutes with $B^{q}$. Similarly, by induction on $p, B^{4}$ commutes with $A^{P}$.

$$
\text { Problems } 4.45-4.48 \text { refer to the matrix } A=\left(\begin{array}{rr}
1 & 2 \\
4 & -3
\end{array}\right)
$$

Calculate $A^{2}$.
1

$$
A^{2}=A A=\left(\begin{array}{rr}
1 & 2 \\
4 & -3
\end{array}\right)\left(\begin{array}{rr}
1 & 2 \\
4 & -3
\end{array}\right)=\left(\begin{array}{cc}
1+8 & .2-6 \\
4-12 & 8+9
\end{array}\right)=\left(\begin{array}{rr}
9 & -4 \\
-8 & 17
\end{array}\right)
$$

4.46 Calculate $A^{3}$.

I

$$
A^{3}=A A^{2}=\left(\begin{array}{rr}
1 & 2 \\
4 & -3
\end{array}\right)\left(\begin{array}{rr}
9 & -4 \\
-8 & 17
\end{array}\right)=\left(\begin{array}{rr}
9-16 & -4+34 \\
36+24 & -16-51
\end{array}\right)=\left(\begin{array}{rr}
-7 & 30 \\
60 & -67
\end{array}\right)
$$

[The theorem in Problem 4.44 guarantees the same result from the computation $A^{2} A$.]
Evaluate $f(A)$ for the polynomial $f(x)=2 x^{2}-4 x+5$.
I

$$
\begin{aligned}
f(A)=2 A^{3}-4 A+5 I & =\left(\begin{array}{rr}
-7 & 30 \\
60 & -67
\end{array}\right)-4\left(\begin{array}{rr}
1 & 2 \\
4 & -3
\end{array}\right)+5\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{rr}
-14 & 60 \\
120 & -134
\end{array}\right)+\left(\begin{array}{rr}
-4 & -8 \\
-16 & 12
\end{array}\right)+\left(\begin{array}{ll}
5 & 0 \\
0 & 5
\end{array}\right) \\
& =\left(\begin{array}{rr}
-14-4+5 & 60-8+0 \\
120-16+0 & -134+12+5
\end{array}\right)=\left(\begin{array}{rr}
-13 & 52 \\
104 & -1: 17
\end{array}\right)
\end{aligned}
$$

4.48 Show that $A$ is a zero of the polynomial $g(x)=x^{2}+2 x-11$.

1

$$
\begin{aligned}
g(A)=A^{2}+2 A-11 I & =\left(\begin{array}{rr}
9 & -4 \\
-8 & -17
\end{array}\right)+2\left(\begin{array}{rr}
1 & 2 \\
4 & -3
\end{array}\right)-11\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{rr}
9 & -4 \\
-8 & 17
\end{array}\right)+\left(\begin{array}{rr}
2 & 4 \\
8 & -6
\end{array}\right)+\left(\begin{array}{rr}
-11 & 0 \\
0 & -11
\end{array}\right) \\
& =\left(\begin{array}{rr}
9+2-11 & -4+4+0 \\
-8+8+0 & 17-6-11
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
\end{aligned}
$$

[To the Interested Reader: Look up the Cayley-Hamilton theorem.] .

Problems 4.49-4.52.refer to the malrix $A=\left(\begin{array}{ll}2 & 2 \\ 3 & -1\end{array}\right)$.
4.49 Calculate $A^{\text {? }}$.

1

$$
A^{2}=\left(\begin{array}{rr}
2 & 2 \\
3 & -1
\end{array}\right)\left(\begin{array}{rr}
2 & 2 \\
3 & -1
\end{array}\right)=\left(\begin{array}{rr}
4+6 & 4-2 \\
6-3 & 6+1
\end{array}\right)=\left(\begin{array}{rr}
10 & 2 \\
3 & 7
\end{array}\right) .
$$

4.50 Calculate $A^{3}$.

1

$$
A^{3}=A A^{2}=\left(\begin{array}{rr}
2 & 2 \\
3 & -1
\end{array}\right)\left(\begin{array}{rr}
10 & 2 \\
3 & 7
\end{array}\right)=\left(\begin{array}{cc}
20+6 & 4+14 \\
30-3 & 6-7
\end{array}\right)=\left(\begin{array}{rr}
26 & 18 \\
27 & -1
\end{array}\right)
$$

4.51 Find $f(A)$, where $f(x)=x^{3}-3 x^{2}-2 x+4$.

1

$$
\begin{aligned}
f(A)=A^{3}-3 A^{2}-2 A+4 f & =\left(\begin{array}{cc}
26 & 18 \\
27 & -1
\end{array}\right)-3\left(\begin{array}{cc}
10 & 2 \\
3 & 7
\end{array}\right)-2\left(\begin{array}{rr}
2 & 2 \\
3 & -1
\end{array}\right)+4\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
26 & 18 \\
27 & -1
\end{array}\right)+\left(\begin{array}{rr}
-30 & -6 \\
-9 & -21
\end{array}\right)+\left(\begin{array}{rr}
-4 & -4 \\
-6 & 2
\end{array}\right)+\left(\begin{array}{ll}
4 & 0 \\
0 & 4
\end{array}\right) \\
& =\left(\begin{array}{rr}
-4 & 8 \\
12 & -16
\end{array}\right)
\end{aligned}
$$

4.52 Find $g(A)$, where $g(x)=x^{2}-x-8$.

1

$$
\begin{aligned}
g(A)=A^{2}-A-8 I & =\left(\begin{array}{rr}
10 & 2 \\
3 & 7
\end{array}\right)-\left(\begin{array}{rr}
2 & 2 \\
3 & -1
\end{array}\right)-8\left(\begin{array}{rr}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{rr}
10 & 2 \\
3 & 7
\end{array}\right)+\left(\begin{array}{rr}
-2 & -2 \\
-3 & 1
\end{array}\right)+\left(\begin{array}{rr}
-8 & 0 \\
0 & -8
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
\end{aligned}
$$

Thus $A$ is a zero of $g(x)$.
Problems 4.53-4.5S refer to the matrix $B=\left(\begin{array}{ll}1 & 3 \\ 5 & 3\end{array}\right)$.
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4.53 Calculate $B^{2}$.

I

$$
B^{2}=B B=\left(\begin{array}{ll}
1 & 3 \\
5 & 3
\end{array}\right)\left(\begin{array}{ll}
1 & 3 \\
5 & 3
\end{array}\right)=\left(\begin{array}{ll}
1+15 & 3+9 \\
5+15 & 15+9
\end{array}\right)=\left(\begin{array}{ll}
16 & 12 \\
20 & 24
\end{array}\right)
$$

4.54 .. Find $f(B)$, where $f(x)=2 x^{2}-4 x+3$.

1

$$
\begin{aligned}
f(B)=2 B^{2}-4 B+3 I & =2\left(\begin{array}{ll}
16 & 12 \\
20 & 24
\end{array}\right)-4\left(\begin{array}{ll}
1 & 3 \\
5 & 3
\end{array}\right)+3\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{ll}
32 & 24 \\
40 & 48
\end{array}\right)+\left(\begin{array}{rr}
-4 & -12 \\
-20 & -12
\end{array}\right)+\left(\begin{array}{ll}
3 & 0 \\
0 & 3
\end{array}\right)=\left(\begin{array}{ll}
31 & 12 \\
20 & 39
\end{array}\right)
\end{aligned}
$$

4.55. Find $g(B)$, where $g(x)=x^{2}-4 x-12$.

1
$g(B)=B^{2}-4 B-12 I=\left(\begin{array}{ll}16 & 12 \\ 20 & 24\end{array}\right)-4\left(\begin{array}{ll}1 & 3 \\ 5 & 3\end{array}\right)-12\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ $=\left(\begin{array}{ll}16 & 12 \\ 20 & 24\end{array}\right)+\left(\begin{array}{rr}-4 & -12 \\ -20 & -12\end{array}\right)+\left(\begin{array}{rr}-12 & 0 \\ 0 & -12\end{array}\right)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$
i.e., $B$ is a zero of $g(x)$.

Problems 4.56-4.59 refer to the matrix $A=\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right)$.
4.56 Calculate $A^{2}$.

$$
A^{2}=A A=\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1+0 & 2+2 \\
0+0 & 0+1
\end{array}\right)=\left(\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right)
$$

4.57 Calculate $A^{3}$.

$$
A^{3}=A A^{2}=\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1+0 & 4+2 \\
0+0 & 0+1
\end{array}\right)=\left(\begin{array}{ll}
1 & 6 \\
0 & 1
\end{array}\right)
$$

4.58 Let $S_{k}=\left(\begin{array}{ll}1 & k \\ 0 & 1\end{array}\right)$. Show that $A S_{k}=S_{k} A=S_{k+2}$.

$$
\begin{aligned}
& A S_{k}=\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & k \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1+0 & k+2 \\
0+0 & 0+1
\end{array}\right)=S_{k+2} \\
& S_{k} A=\left(\begin{array}{ll}
1 & k \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1+0 & 2+k \\
0+0 & 0+1
\end{array}\right)=S_{k+2}
\end{aligned}
$$

4.59 Calculate $A^{n}$.

I By Problem 4.58, multiplying $A^{m}$ by $A$ adds 2 to the upper right entry; hence

$$
A^{n}=\left(\begin{array}{rr}
1 & 2 n \\
0 & 1
\end{array}\right)
$$

4.60 Define an idempotent malrix.

I A matrix $E$ is idempotent if $E^{2}=E$.
4.61 Show that the identity matrix $I$ is idempotent:

$$
\text { I } I^{2}=I I=I
$$

4.62 Show that any square zero matrix 0 is idempotent.

$$
!0^{2}=00=0
$$

Show that

$$
E=\left(\begin{array}{rrr}
2 & -2 & -4 \\
-1 & 3 & 4 \\
1 & -2 & -3
\end{array}\right)
$$

is idempotent.

- $E^{2}=\left(\begin{array}{rrr}2 & -2 & -4 \\ -1 & 3 & 4 \\ 1 & -2 & -3\end{array}\right)\left(\begin{array}{rrr}2 & -2 & -4 \\ -1 & 3 & 4 \\ 1 & -2 & -3\end{array}\right)=\left(\begin{array}{rrr}4+2-4 & -4-6+8 & -8-8+12 \\ -2-3+4 & 2+9-8 & 4+12-12 \\ 2+2-3 & -2-6+6 & -4-8+9\end{array}\right)=\left(\begin{array}{rrr}2 & -2 & -4 \\ -1 & 3 & 4 \\ 1 & -2 & -3\end{array}\right)=E$
4.64 Show that if $A B=A$ and $B A=B$, then $A$ and $B$ are idempotent.
j

$$
\begin{aligned}
& A=A B=A(B A)=(A B) A=A A=A^{2} \\
& B=B A=B(A B)=(B A) B=B B=B^{2}
\end{aligned}
$$

4.65 Show that the product of commutative idempotent matrices is idempotent.

I

$$
(A B)(A B)=A(B A) B=A(A B) B=(A A)(B B)=A B
$$

4.66 Define a nilpotent matrix of class $p$ for a positive integer $p$.
$1 A$ is nilpotent of class $p$ if $A^{p}=0$ but $A^{p-1} \neq 0$.
4.67 Show that if $A$ is nilpotent of class $p$, then $A^{q}=0$ for $q>p$.

I $A^{q}=A^{P} A^{\prime-P}=0 A^{q-\mu}=0$
4.68 Show that.

$$
A=\left(\begin{array}{rrr}
1 & 1 & 3 \\
5 & 2 & 6 \\
-2 & -1 & -3
\end{array}\right)
$$

is nilpotent of class 3.
1

$$
\begin{aligned}
& A^{2}=\left(\begin{array}{rrr}
1 & 1 & 3 \\
5 & 2 & 6 \\
-2 & -1 & -3
\end{array}\right)\left(\begin{array}{rrr}
1 & 1 & 3 \\
5 & 2 & 6 \\
-2 & -1 & -3
\end{array}\right)=\left(\begin{array}{rrr}
0 & 0 & 0 \\
3 & 3 & 9 \\
-1 & -1 & -3
\end{array}\right) \\
& A^{2}=A^{2} A=\left(\begin{array}{rrr}
0 & 0 & 0 \\
3 & 3 & 9 \\
-1 & -1 & -3
\end{array}\right)\left(\begin{array}{rrr}
1 & 1 & 3 \\
5 & 2 & 6 \\
-2 & -1 & -3
\end{array}\right)=0
\end{aligned}
$$

4.69 Define an involutory marrix.

I A matrix $A$ is involutory if $A^{2}=I$, the identity matrix.

$$
A=\left(\begin{array}{rrr}
4 & 3 & 3 \\
-1 & 0 & -1 \\
-4 & -4 & -3
\end{array}\right)
$$

is involutory.
1

$$
A^{2}=\left(\begin{array}{ccc}
16-3-12 & 12+0-12 & 12-3-9 \\
-4+0+4 & -3+0+4 & -3+0+3 \\
-16+4+12 & -12+0+12 & -12+4+9
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=1
$$

Establish a coinnection between the involbory matrices and the idempotent matrices.
Consider the decomposition $A=\frac{1}{2}(f+A)-\frac{1}{2}(I-A)=A^{+}-A^{-}$of an arbitaty involutory matrix $A$.
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We have:

$$
\begin{aligned}
A^{+} A^{+} & =\frac{1}{2}(I+A) \frac{1}{2}(I+A)=\frac{1}{1}\left(I^{2}+A I+I A+A^{2}\right) \\
& =\frac{1}{4}(2 I+2 A)=\frac{1}{2}(I+A)=A^{+}
\end{aligned}
$$

likewise. $A^{-} A^{-}=A^{-}$. Thus, any involutory matrix is expressible as a difference of idempotent matrices.

### 4.5 SQUARE MATRICES AS FUNCTIONS

4.72 Show that an $n$-square matrix $A$ defines a function from $\mathbf{R}^{n}$ into $\mathbf{R}^{n}$ in two different ways.
$\boldsymbol{I}$ Let $u$ be a vector in $\mathbf{R}^{n}$. With $u$ as a column vector, $A$ defines a function $A: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ by $A(u)=$ $A u$. On the other hand, with $u$ as a row vector, $A$ defines a function $A: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ by $A(u)=u A$.

Unless otherwise stated or implied, in subsequent problems vectors in $\mathbf{R}^{n}$ will be defined as column vectors, and the function defined by the marrix $A$ will be $A(u)=A u$. For typographical reasons, column vectors will often be indicated as transposed row vectors. For Problems 4.73-4.76,

$$
A=\left(\begin{array}{rrr}
1 & -2 & 3 \\
4 & 5 & -6 \\
2 & 0 & -1
\end{array}\right)
$$

4.73 Find $A(u)$, where $u=(1,-3,7)^{T}$.

I $A(u)=A u=\left(\begin{array}{rrr}1 & -2 & 3 \\ 4 & 5 & -6 \\ 2 & 0 & -1\end{array}\right)\left(\begin{array}{r}1 \\ -3 \\ -7\end{array}\right)=\left(\begin{array}{c}1+6+21 \\ 4-15-42 \\ 2+0-7\end{array}\right)=\left(\begin{array}{c}28 \\ -53 \\ -5\end{array}\right)$
4.74 Find $A(v)$, where $v=(2,-5,6,-4)^{r}$.

I $A(v)$ is not defined since $v$ does not belong to $\mathrm{R}^{3}$.
4.75 Find $A(w)$, where $w=(2,-1,4)^{T}$ :

$$
A(w)=A w=\left(\begin{array}{rrr}
1 & -2 & 3 \\
4 & 5 & -6 \\
2 & 0 & -1
\end{array}\right)\left(\begin{array}{r}
2 \\
-1 \\
4
\end{array}\right)=\left(\begin{array}{c}
2+2+12 \\
8-5-24 \\
4+0-4
\end{array}\right)=\left(\begin{array}{r}
16 \\
-21 \\
0
\end{array}\right)
$$

4.76 Find $A(u)$, where $u=(3,-7,8)$.

I By our convention, $A(u)$ is not defined for a row vector $u$.
4.77 Givers $A=\left(\begin{array}{rr}1 & 3 \\ 4 & -3\end{array}\right)$. Find a nonzero column vector $u=\binom{x}{y}$ such that $A(u)=3 u$.

I First sel up the matrix equation $A u=3 u$ :

$$
\left(\begin{array}{rr}
1 & 3 \\
4 & -3
\end{array}\right)\binom{x}{y}=3\binom{x}{y}
$$

Write each side as a single matrix (column vector):

$$
\binom{x+3 y}{4 x-3 y}=\binom{3 x}{3 y}
$$

Set corresponding elements equal to each other to obtain the system of equations, and reduce it to echelon form:

$$
\left.\begin{array}{r}
x+3 y=3 x \\
4 x-3 y=3 y
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
2 x-3 y=0 \\
4 x-6 y=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
2 x-3 y=0 \\
0=0
\end{array}\right\} \rightarrow 2 x-3 y=0
$$

The system reduces to one homogeneous equation in two unknowns, and so has an infinite number of solutions. To obtain a nonzero solution let, say, $y=2$; then $x=3$. That is, $u=(3,2)^{T}$ is the desired vector'.

4,78 Given $B=\left(\begin{array}{ll}1 & 3 \\ 5 & 3\end{array}\right)$. Find a nonzera vector $u=\binom{x}{y}$ such that $B(u)=6 u$.
1 Proceed as in Problem 4.77:

$$
\left(\begin{array}{ll}
1 & 3 \\
5 & 3
\end{array}\right)\binom{x}{y}=6\binom{x}{y} \quad \text { or } \quad\binom{x+3 y}{5 x+3 y}=\binom{6 x}{6 y}
$$

Then:

$$
\left.\begin{array}{r}
x+3 y=6 x \\
5 x+3 y=6 y
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
-5 x+3 y=0 \\
5 x-3 y=0
\end{array}\right\} \rightarrow 5 x-3 y=0
$$

There are an infinite number of solutions. To oblain a nonzero solution, set $y=5$; hence $x=3$. Thus, $u=(3,5)^{T}$.

### 4.79 Given

$$
A=\left(\begin{array}{rrr}
1 & 2 & -3 \\
2 & 5 & -1 \\
5 & 12 & -5
\end{array}\right)
$$

Find all vectors $u=(x, y, z)^{r}$ such that $A(u)=0$.
I Set up the equation $A u=0$ and then write each side as a single matrix:

$$
\left(\begin{array}{rrr}
1 & 2 & -3 \\
2 & 5 & -1 \\
5 & 12 & -5
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{c}
x+2 y-3 z \\
2 x+5 y-z \\
5 x+12 y-5 z
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

Set corresponding elements equal to each other to obtain a homogeneous system, and reduce the system to echelon form:

$$
\left.\begin{array}{r}
x+2 y-3 z=0 \\
2 x+5 y-z=0 \\
5 x+12 y-5 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y-3 z=0 \\
y+5 z=0 \\
-2 y+10 z=0
\end{array}\right\} \rightarrow\left\{\begin{array}{r}
x+2 y-3 z=0 \\
y+5 z=0
\end{array}\right.
$$

In the echelon form, $z$ is the free variable. To obtain the general solution, set $z=a$, where $a$ is a parameter. Back substitution yields $y=-5 a$, and then $x=13 a$. Thus, $u=(13 a,-5 a, a)^{T}$ represents all vectors such that $A u=0$.

### 4.6 INVERTIBLE MATRICES, INVERSES

4.80 . Define an inverible matrix.

I A square matrix $A$ is invertible if there exists a \{square\} matrix $B$ suct that $A B=B A=I$, where $I$ is the identity matrix.
4.81 Show that the matrix $B$ in Problem 4.80 is unique.

If $A B_{1}=B_{1} A=I$ and $A B_{2}=B_{2} A=I$, then $B_{1}=B_{1} I=B_{1}\left(A B_{2}\right)=\left(B_{1} A\right) B_{2}=I B_{2}=B_{2}$.
4:82 Define the inverse of an invertible matrix.
If $A$ is invertible, then the unique matrix $B$ such that $A B=B A=I$ is called the inverse of $A$ and is denoted by $A^{-1}$.
4.83 Show that the inverse relation is symmetric; i.e., $\left(A^{-1}\right)^{-1}=A$;

1 If $A B=B A=I$, then $B A=A B=I$; so, if $B$ is the inverse of $A$, then $B$ is invertible and $A$ is the inverse of $B$. In oither words, $\left(A^{-1}\right)^{-1}=A$.
4.84 Show that $A=\left(\begin{array}{ll}2 & 5 \\ 1 & 3\end{array}\right)$ and $B=\left(\begin{array}{rr}3 & -5 \\ -1 & 2\end{array}\right)$ are inverses.

$$
\begin{aligned}
& A B=\left(\begin{array}{ll}
2 & 5 \\
1 & 3
\end{array}\right)\left(\begin{array}{rr}
3 & -5 \\
-1 & 2
\end{array}\right)=\left(\begin{array}{cc}
6-5 & -10+10 \\
3-3 & -5+6
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=1 \\
& B A=\left(\begin{array}{rr}
3 & -5 \\
-1 & 2
\end{array}\right)\left(\begin{array}{ll}
2 & 5 \\
1 & 3
\end{array}\right)=\left(\begin{array}{cc}
6-5 & 15-15 \\
-2+2 & -5+6
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=1
\end{aligned}
$$

4.85 Show that $A=\left(\begin{array}{rrr}1 & 0 & 2 \\ 2 & -1 & 3 \\ 4 & 1 & 8\end{array}\right)$ and $B=\left(\begin{array}{rrr}-11 & 2 & 2 \\ -4 & 0 & 1 \\ 6 & -1 & -1\end{array}\right)$ are inverses.

$$
A B=\left(\begin{array}{lll}
-11+0+12 & 2+0-2 & 2+0-2 \\
-22+4+18 & 4+0-3 & 4-1-3 \\
-44-4+48 & 8+0-8 & 8+1-8
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=I
$$

By Problem 4.121, $A B=I$ if and only if $B A=I$; hence we do not need to test if $B A=I$. Thus $A$ and $B$ are inverses of each other.

Prove the following restricted version of Problem 4.121: If $A$ is symmetric and there exists a matrix $B$ such that $A B=I$, then $A$ is invertible, with inverse $B$. -
If $A B=I$, then $B^{\top} A=1$. But $B^{r}=B^{\top}(A B)=\left(B^{\top} A\right) B=B$.
4.87 When is the general $2 \times 2$ matrix $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ invertible? What then is its inverse?
| We seek scalars $x, y, z, f$ such that

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
x & y \\
z & t
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{cc}
a x+b z & a y+b r \\
c x+d z & c y+d t
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

which reduces to solving the following two systems

$$
\left\{\begin{array} { l } 
{ a x + b z = 1 } \\
{ c x + d z = 0 }
\end{array} \quad \left\{\begin{array}{l}
a y+b t=0 \\
c y+d t=1
\end{array}\right.\right.
$$

both of which have coefficient matrix $A$. Set $|A|=a d-b c \quad$ [the determinant of $A$ ]. By Problems 3.41 and 3.42, the two systems are solvable-and $A$ is invertible-when and only when $|A| \neq 0$. In that case, the first system has the unique solution $x=d /|A|, z=-c| | A \mid$, and the secoñdsystem has the unique solution $y=-b /|A|, \quad t=a /|A|$. Accordingly,

$$
A^{-1}=\left(\begin{array}{rr}
d| | A \mid & -b /|A| \\
-c /|A| & a /|A|
\end{array}\right)=\frac{1}{|A|}\left(\begin{array}{rr}
d & -b \\
-c & a
\end{array}\right)
$$

In words: When $|A| \neq 0$, the inverse of a $2 \times 2$ matrix $A$ is obtained by (i) interchanging the elements on the main diagonal, (ii) taking the negatives of the other elements, and (iii) multiplying the matrix by $1 /|\dot{A}|$.
Find the inverse of $A=\left(\begin{array}{ll}3 & 5 \\ 2 & 3\end{array}\right)$.
I Use the explicit formula of Problem 4.87. Thus, first find $|A|=(3)(3)-(5)(2)=-1 \neq 0$. Next interchange the diagonal elements, take the negatives of the other elements, and multiply by $1 /|A|$ :

$$
A^{-1}=-1\left(\begin{array}{rr}
3 & -5 \\
-2 & 3
\end{array}\right)=\left(\begin{array}{rr}
-3 & 5 \\
2 & -3
\end{array}\right)
$$

4.89 Find the inverse of $A=\left(\begin{array}{ll}5 & 3 \\ 4 & 2\end{array}\right)$.

1 First find $|A|=(5)(2)-(3)(4)=-2$. Next interchange the diagonal elements, take the negatives of the nondiagonal elements, and multiply by $1 /|A|$ :

$$
A^{-1}=-\frac{1}{2}\left(\begin{array}{rr}
2 & -3 \\
-4 & 5
\end{array}\right)=\left(\begin{array}{rr}
-1 & 3 / 2 \\
2 & -5 / 2
\end{array}\right)
$$

4.90 . Find the inverse of $B=\left(\begin{array}{rr}2 & -3 \\ 1 & 3\end{array}\right)$.

1 First find $|B|=(2)(3)-(-3)(1)=9$. Next interchange the diagonal elements, take the negatives of the nondiagonal elements, and multiply by $1 / \beta B \mid$ :

$$
B^{-1}-\frac{1}{9}\left(\begin{array}{rr}
3 & 3 \\
-1 & 2
\end{array}\right)=\left(\begin{array}{rr}
1 / 3 & 1 / 3 \\
-1 / 9 & 2 / 9
\end{array}\right)
$$

4.91 Try to find the jnverse of $A=\left(\begin{array}{rr}-2 & 6 \\ 3 & -9\end{array}\right)$.

1 First find $|A|=(-2)(-9)-(6)(3)=0$. Since $|A|=0, A$ has no inverse.

Give the Gaussian elimination algorithm which either finds the inverse of an $n$-square matrix $A$ or determines that $A$ is not invertible.
I Step 1. Form the $n \times 2 n$ \{block] matrix $M=(A: I)$; that is, $A$ is in the left half of $M$ and $I$ is in. the right half of $M$.
Step 2. Row reduce $M$ to echelon form. If the process generates a zero now in the $A$-half of $M$, srop ( $A$ is not invertible). Otherwise, the $A$-hali will assume triangular form.
Step 3. Further row reduce $M$ to the row canonical form ( $I: B$ ), where $I$ has replaced $A$ in the left half of the matrix.
Step 4. Sel $A^{-1}=B$.
The justification of this algorithm is found in Problem 4.122.
Find the inverse of

$$
A=\left(\begin{array}{rrr}
1 & 0 & 2 \\
2 & -1 & 3 \\
4 & 1 & 8
\end{array}\right)
$$

I Form the block matrix $M=(A: I)$ and reduce $M$ to echelon form:

In echelon form, the left half of $M$ is in triangular form; hence $A$ is invertible. Further row reduce $M$ to row canonical form:

$$
M \sim\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & -11 & 2 & 2 \\
0 & -1 & 0 & 4 & 0 & -1 \\
0 & 0 & 1 & 6 & -1 & -1
\end{array}\right) \sim\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & -11 & 2 & 2 \\
0 & 1 & 0 & -4 & 0 & 1 \\
0 & 0 & 1 & 6 & -1 & -1
\end{array}\right)
$$

The final block matrix is in the form $\left(I: A^{-1}\right)$.
Find the inverse of

$$
B=\left(\begin{array}{rrr}
1 & -2 & 2 \\
2 & -3 & 6 \\
1 & 1 & 7
\end{array}\right)
$$

- Form the block matrix $M=(B: 1)$ and reduce $M$ to echelon form:

$$
M=\left(\begin{array}{rrr:rrr}
1 & -2 & 2 & i & 0 & 0 \\
2 & -3 & 6 & 0 & 1 & 0 \\
1 & 1 & 7 & 0 & 0 & 1
\end{array}\right) \sim\left(\begin{array}{rrr:rrr}
1 & -2 & 2 & 1 & 0 & 0 \\
0 & 1 & 2 & -2 & 1 & 0 \\
0 & 3 & 5 & -1 & 0 & 1
\end{array}\right) \sim\left(\begin{array}{rrr:rrr}
1 & -2 & 2 & 1 & 0 & 0 \\
0 & 1 & 2 & -2 & 1 & 0 \\
0 & 0 & -1 & 5 & -3 & 1
\end{array}\right)
$$

In echelon form, the left half of $M$ is in triangular form; hence $B$ has an inverse. Funher row reduce $M$ to row canonical form:

$$
M \sim\left(\begin{array}{rrr:rrr}
1 & -2 & 0 & 11 & -6 & 2 \\
0 & 1 & 0 & 8 & -5 & 2 \\
0 & 0 & 1 & -5 & : 3 & -1
\end{array}\right) \sim\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 27 & -16 & 6 \\
0 & 1 & 0 & 8 & -5 & 2 \\
0 & 0 & 1 & -5 & 3 & -1
\end{array}\right)
$$

The final matrix has the form $\left(I: B^{-1}\right)$.
Find the inverse of

$$
A=\left(\begin{array}{rrr}
1 & 2 & -4 \\
-3 & -3 & 5 \\
2 & 7 & -3
\end{array}\right)
$$
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1 Form the block matrix $M=(A: l)$ and row seduce $M$ to echelon form:

$$
M=\left(\begin{array}{rr:rrrr}
1 & 2 & -4 & 1 & 0 & 0 \\
-1 & -1 & 5 & 0 & 1 & 0 \\
2 & 7 & -3 & 0 & 0 & 1
\end{array}\right) \sim\left(\begin{array}{rrr:rrr}
1 & 2 & -4 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 \\
0 & 3 & 5 & -2 & 0 & 1
\end{array}\right) \sim\left(\begin{array}{rrr:rrr}
1 & 2 & -4 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 2 & -5 & -3 & 1
\end{array}\right)
$$

The left half of $M$ is now in triangular form; hence $A$ has an inverse. Further row reduce $M$ to row canonical form:

$$
M \sim\left(\begin{array}{rrrr:rr}
1 & 2 & 0 & -9 & -6 & 2 \\
0 & 1 & 0 & 7 / 2 & 5 / 2 & -1 / 2 \\
0 & 0 & 1 & -5 / 2 & -3 / 2 & 1 / 2
\end{array}\right) \sim\left(\begin{array}{rrrr:rr}
1 & 0 & 0 & -16 & -11 & 3 \\
0 & 1 & 0 & 7 / 2 & 5 / 2 & -1 / 2 \\
0 & 0 & 1 & -5 / 2 & -3 / 2 & 1 / 2
\end{array}\right)=\left(J: A^{-1}\right)
$$

Apply the Gaussian algorithm to

$$
B=\left(\begin{array}{rrr}
1 & 3 & -4 \\
1 & 5 & -1 \\
3 & 13 & -6
\end{array}\right)
$$

1 Form the block matrix $M=(B: I)$ and row reduce to echelon form:

$$
\left(\begin{array}{rrr:rrr}
1 & 3 & -4 & 1 & 0 & 0 \\
1 & 5 & -1 & 0 & 1 & 0 \\
3 & 13 & -6 & 0 & 0 & 1
\end{array}\right) \sim\left(\begin{array}{rrr:rrr}
1 & 3 & -4 & 1 & 0 & 0 \\
0 & 2 & 3 & -1 & 1 & 0 \\
0 & 4 & 6 & -3 & 0 & 1
\end{array}\right) \sim\left(\begin{array}{rrr:rrr}
1 & 3 & -4 & 1 & 0 & 0 \\
0 & 2 & 3 & -1 & 1 & 0 \\
0 & 0 & 0 & -1 & -2 & 8
\end{array}\right)
$$

In echelon form, $M$ has a zero row in its left half; that is, $B$ is not row reducible to triangular form. Accordingly, $B$ is not invertible.
4.97 Let $A$ and $B$ be invertible matrices of the same order. Show that the product $A B$ is also invertible and $(A B)^{-1}=B^{-1} A^{-1}$.

1

$$
\begin{aligned}
& (A B)\left(B^{-1} A^{-1}\right)=A\left(B B^{-1}\right) A^{-1}=A I A^{-1}=A A^{-1}=I \\
& \left(B^{-1} A^{-1}\right)(A B)=B^{-1}\left(A^{-1} A\right) B=B^{-1} I B=B^{-1} B=I
\end{aligned}
$$

4.98 Let $A_{1}, A_{2}, \cdots, A_{n}$ be $p$-square invertible matrices. Show that $\left(A_{;} A_{2} \cdots A_{n}\right)^{-1}=\dot{A}_{n}^{-1} \cdots A_{2}^{-1} A_{1}^{-1}$.

1 The proof is by induction on $n$. For $n=1$, we have $A_{i}^{-1}=A_{1}^{-1}$. Suppose $n>1$ and the theorem holds for $n$. We prove it is true for $n+1$. Using Problem 4.97, we have

$$
\left(\dot{A_{1}} A_{2} \cdots A_{n} A_{n+1}\right)^{-4}=\left[\left(A_{1} A_{2} \cdots A_{n}\right) A_{n+1}\right]^{-1}=A_{n+1}^{-1}\left(A_{1} A_{2} \cdots A_{n}\right)^{-1}=A_{n+1}^{-1} A_{n}^{-1} \cdots A_{2}^{-1} A_{1}^{-1}
$$

Thus the theorem holds for $n+1$. Accordingly, the theorem holds for every positive $n$.
4.99 Show that if $A$ has a zero row, then $A B$ has a zero row.
$\|$ If row $r$ of $A$ is zero, so is row $r$ of $A B$ (see Problem 2.47).
4.100 Show that if $A$ has a zero row, then $A$ is not invertible.

1 If $A$ were invertible, then $A A^{-1}=I$ would imply a zero row in $I$.
4.101 Show that if $B$ has a zero column, then $A B$ has a zero column.

1 If column $c$ of $B$ is zero, so is column $c$ of $A B$ (see Problem 2.47).
4.102 Show that if $B$ has a zero column; then $B$ is not invertible.

I If $B$ were invertible, then $B^{-1} B=I$ would imply a zero column in $I$.
4.103 If $A$ is invertible, show that $k A$ is invertible when $k \neq 0$. with inverse $k^{-1} A^{-1}$.
$\boldsymbol{I}$ Since $k \neq 0, k^{-1}=1 / k$ exists. Then $(k A)\left(k^{-1} A^{-1}\right)=\left(k k^{-1}\right)\left(A A^{-1}\right)=\mathbf{1} \cdot \boldsymbol{J}=\boldsymbol{I}$. Hence $k^{-1} A^{-1}$ is the inverse of $k A$.

Suppose $A$ and $B$ are invertible. Show, by example; that $A+B$ need not be inverible.
Choose $B=(-1) A$. Then $A+B=0$ is not invertible.
4.105 Show that a diagonal matrix $D=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is invertible if and only if no $a_{i}=0$.
$I$ If any $a_{i}=0$, then $D$ has a zero row and hence [Problem 4.100] $D$ is not invertible. If no $a_{i}=0$, so that each $a_{i}^{-1}$ exists,

$$
\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right) \cdot \operatorname{diag}\left(a_{1}^{-1}, a_{2}^{-1}, \ldots, a_{n}^{-1}\right)=\operatorname{diag}(1,1, \ldots, 1)=1
$$

Hence $D^{-1}=\operatorname{diag}\left(a_{1}^{-1}, a_{2}^{-1}, \ldots, a_{n}^{-2}\right)$.
4.106 Show that $A$ is invertible if and only if $A^{\gamma}$ is invertible.

1 If $A$ is invertible, then there exists a matrix $B$ such that $A B=B A=I$. Then $(A B)^{T}=(B A)^{T}=I^{T}$ and so $B^{T} A^{T}=A^{T} B^{T}=1$. Hence $A^{T}$ is invertible, with inverse $B^{r}$. The converse follows from the fact that $\left(A^{T}\right)^{r}=A$.
4.107 Show that the operations of inversion and transposition commute; that is, $\left(A^{T}\right)^{-1}=\left(A^{-1}\right)^{T}$. In Problem 4.106, $B^{T}$ is the inverse of $A^{T}$; that is $B^{T}=\left(A^{r}\right)^{-1}$. But $B=A^{-1}$; hence $\left(A^{-1}\right)^{T}=\left(A^{T}\right)^{-1}$.

### 4.7 ELEMENTARY MATRICES

## 4. 108 Define elementary matrix.

$\int$ Let $E$ be the matrix obtained by applying an elementary row operation $e$ [Problem 2.79] to the identity matrix $l$; that is, let $E=e(i)$. Then $E$ is called the elementary matrix corresponding to the row operation e.
4.109 Find the 3-square elementary matrix $E_{1}$ corresponding to the operation $R_{1} \leftrightarrow R_{2}$. Apply the operation $\quad R_{1} \leftrightarrow R_{2}$ to $I_{3}$; that is, interchange the first and second rows of $I_{3}$ to obtain

$$
E_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

4.110 Find the 3 -square elementary matrix $E_{2}$ corresponding to the operation $\boldsymbol{R}_{3} \rightarrow-\boldsymbol{7} \boldsymbol{R}_{3}$.
$\int$ Apply the operation $R_{3} \rightarrow-7 R_{3}$ to $I_{3}$; that is, multiply the third row of $I_{3}$ by -7 to obtain

$$
E_{2}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -7
\end{array}\right)
$$

4.111 Find the 3 -square elementary matrix $E_{3}$ corresponding to the operation $R_{2} \rightarrow-3 R_{1}+R_{2}$.

I Apply the operation $R_{2} \rightarrow-3 R_{1}+R_{2}$ to $I_{3}$; that is, replace the second row of $I_{3}$ by $-3 R_{1}+R_{2}$ to obtain

$$
E_{3}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
-3 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

4.112 Let $e_{i}=(0, \ldots, 1, \ldots, 0)$ be the row vector with 1 in the ith position and 0 elsewhere. Show that $e_{i} A=R_{i}$, the ith row of $A$.

- Observe that $e_{i}$ is the ith row of $I$, the identity matrix. By Problem 2.47, the ith row of $I A=A$ is $e_{i} A$.

Theorem 4.2: Let $e$ be an elementary row operation and $E$ corresponding $m$-square elementary matrix; i.e.: $E=e\left(I_{m}\right)$ Then for any $m \times n$ matrix $A, e(A)=E A$. That is, the result $e(A)$ of applying the operation $e$ on the matrix $A$ can be obtained by premuhipiying $A$ by the corresponding elementary matrix $E$.
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4.113 Prove Theorem 4.2 if $e$ is the elementary row operation $R_{i} \leftrightarrow R_{j}$.

I Let us use the sign -10 mark the ith component of a row vector; e.g., the $i$ th row of $I$ will be indicated as $e_{i}=\left(0, \ldots, T_{1}, \ldots, 0\right)$. Similarly, the sign will mark the $j$ th component. Then

$$
E=e(I)=\left(e_{1}, \ldots, \widehat{e_{j}}, \ldots, \widehat{e_{j}}, \ldots, e_{m}\right)^{T} \quad \text { and } \quad e(A)=\left(R_{1}, \ldots, \widehat{R_{j}}, \ldots, \widehat{R_{i}}, \ldots, R_{m}\right)^{r}
$$

But, by Problem 2.47, the $k$ th row of $E A$ is the $k$ th row of $E$, times $A$; hence, recalling Problem 4.112,

$$
E A=\left(e_{i} A, \ldots, \widehat{e_{j} A}, \ldots, \widehat{e_{i} A}, \ldots, e_{m} A\right)^{\top}=\left(R_{1}, \ldots, \widehat{R_{j}}, \ldots, \widehat{R_{i}}, \ldots, R_{m}\right)^{T}=e(A)
$$

4.114 Prove Theorem 4.2 if $e$ is the elementary row operation $R_{i} \rightarrow k R_{r} \quad(k \neq 0)$.

I Using the nitation of Problem 4.113,

Thus

$$
\begin{aligned}
E=e(I) & =\left(e_{1}, \ldots, \widehat{k e_{i}, \ldots, e_{m}}\right)^{r} \quad \text { and } \quad e(A)=\left(R_{1}, \ldots, \widehat{k R_{i}}, \ldots, R_{m}\right)^{r} \\
& E A=\left(e_{1} A, \ldots, \widehat{k e_{i} A}, \ldots, e_{m} A\right)^{T}=\left(R_{1}, \ldots, \widehat{k R_{i}}, \ldots, R_{m n}\right)^{r}=e(A)
\end{aligned}
$$

4.115 Prove Theorem 4.2 if $e$ is the elementary row operation $R_{i} \rightarrow k R_{j}+R_{i}$.

I $E=c(I)=\left(e_{1}, \ldots, \widehat{k e_{j}+e_{i}}, \ldots, e_{\ldots 1}\right)^{r} \quad$ and $\quad e(A)=\left(R_{1}, \ldots, \widehat{k R_{j}+R_{i}}, \ldots, R_{m}\right)^{r}$
Using $\left(k e_{i}+e_{i}\right) A=k\left(e_{i} A\right)+e_{i} A=k R_{j}+R_{i}$, we have

$$
E A=\left(e_{1} A, \ldots, \widehat{\left(k e_{i}+e_{i}\right) A,} \therefore e_{m} A\right)^{T}=\left(R_{i}, \ldots, \widehat{k R_{j}+R_{i}}, \ldots, R_{m}\right)^{r}=e(A)
$$

4.116 Show that $A$ is row equivalent to $B$ if and only if there exist elementary matrices $E_{1}, \ldots, E_{s}$ such that $E_{x} \cdots E_{2} E_{1} A=B$.
I By definition, $A$ is rove equivalent to $B$ if there exist elementary row operations $e_{1}, \ldots, e_{s}$ for which $e_{x}\left(\ldots\left(e_{2}\left(e_{1}(A)\right)\right) \ldots\right)=B$. But, by Theorem 4.2, the above holds if and only if $E_{s} \cdots E_{2} E_{1} A=B$ where $E_{i}$ is the elementary matrix corresponding to $e_{i}$ -
4.117 Show that the clementary matrices are invertible and that their inverses are also elementary matrices.

I Let $E$ be the elementary matrix corresponding to the elementary row operation $e$ : $e(I)=E$. Let $e^{\prime}$ be the inverse operation of $e$ and let $E^{\prime}$ be its corresponding elementary matrix: Then $I=e^{\prime}(e(I))=e^{\prime}(E)=$ $E^{\prime} E$ and $I=e\left(e^{\prime}(I)\right)=e\left(E^{\prime}\right)=E E$. Therefore $E^{\prime}$ is the inverse of $E$.

Theorem 4.3: The following are equivalent: (a) $A$ is invertible; (b) $A$ is row equivalent to the identity matrix $I$; (c) $A$ is a product of elementary matrices..
4.118 Prove that ( $a$ ) implies (b) in Theorem 4.3.

I Suppose $A$ is invertible and suppose $A$ is row equivatent to a matrix $B$ in row canonical form. Then Where exist elementary marrices $E_{1}, E_{2} \ldots, E_{3}$ such that $E_{s} \cdots E_{2} E_{1} A=B$. Since $A$ is invertible and each elementary matrix $E_{i}$ is invertible, $B$ is invertible [Problem 4.97]. But if $B \neq I$, then $B$ has a zero row; hence $B$ is not invertible [Problem 4.100]. Thus $B=I$. and (a) implies ( $b$ ).
4.119 Prove that (b) implies (c) in Theorem 4.3.

IIf (b) holds. then there exist elementary matrices $E_{1}, E_{2}, \ldots, E_{1}$ such that $E_{3} \cdots E_{2} E_{1} A=I$, and so $A=\left(E_{s} \cdots E_{2} E_{1}\right)^{-1}=E_{1}^{-1} E_{2}^{-1} \cdots E_{a}^{-1}$. But the $E_{i}^{-1}$ are also elementary matrices. Thus (b) implies (c).
4.120 Prove that (c) implies (a) in Theorem 4.3.

IIf (c) holds. then $A=E_{1} E_{2} \cdots E_{8}$. The $E_{i}$ are invertible matrices; hence their product. $A$, is also invertible. Thus ( $c$ ) implies (a). Accordingly, the theorem is proved.
4.121 Let $A$ and $B$ be square matrices of the same order. Show that if $A B=I$, then $B=A^{-1}$. Accordingly. $A B=I$ if and only if $B A=I$.
I Suppose $A$ is not invertible. Then $A$ is not row equivalent to the identity matrix $I$, and so $A$ is row equivalent to a matrix with a zero row: In other words, there exist elementary matrices $E_{1} \ldots, E_{\text {s }}$ such

- that $E_{s} \cdots E_{2} E_{1} A$ has a zero row. Hence $E_{3} \cdots E_{2} E_{1} A B=E_{3} \cdots E_{2} E_{1}$, an invertible matrix, also has a zero row. But this contradicts Problem 4.100. Thus, $A$ is invertible and

$$
B=I B=\left(A^{-1} A\right) B=A^{-1}(A B)=A^{-1} I=A^{-1}
$$

4.122 Suppose $A$ is the invertible and, say, it is row reducible to the identity matrix I by the sequence of elementary operations $e_{1}, \ldots, e_{n}$. Show that this sequence of elemèntary row operations applied to $I$ yields $A^{-1}$.
1 Let $E_{i}$ be the elementary matrix corresponding to the operation $e_{i}$. Then, by hypothesis $E_{n} \cdots E_{2} E_{1} A=I$. Thus $\left(E_{n} \cdots E_{2} E_{1} I\right) A=I$ and hénce $A^{-1}=E_{n} \cdots E_{2} E_{1} I$. In other words, $A^{-1}$ can be obtained from $I$ by applying the elementary row operations $e_{1}, \ldots, e_{n}$.
4.123 Show that $B$ is row equivalent to $A$ if and only if there exists an invertible matrix $P$ such thar $B=P A$.

IIf $B \sim A$, then $B=e_{s}\left(\ldots\left(e_{2}\left(e_{s}(A)\right)\right) \ldots\right)=E_{s} \cdots E_{2} E_{1} A=P A$, where $P=E_{s} \cdots E_{2} E_{1}$ is. invertible. The converse follows from the fact that each step is reversible.
4.124 Show that if $A B$ is invertible, $A$ is invertible. [Thus, if $A$ has no inverse, $A B$ has no inverse.]
$I$ If $A B$ is invertible, then there exists a matrix $C$ such that $(A B) C=I$. Hence $A(B C)=I$ and $B C$ is the inverse of $A$ [by Problem 4.121].

### 4.8 COLUMN OPERATIONS MATRIX EQUIVALENCE

4.125 List the three elementary column operations.
$1\left[F_{3}\right]$ Interchange the $i$ th column and the $j$ th column: $C_{f} \leftrightarrow C_{j}$.
$\left[F_{2}\right]$ Multiply the $i$ th column by a nonzero scalar: $k C_{i} \rightarrow k C_{i} \quad(k \neq 0)$.
$\left[F_{3}\right]$ Replace the $i$ th column by $k$ times the $j$ th column plus the $i$ th column: $C_{c} i \rightarrow k C_{i}+C_{i}$.
4.126 Find the inverse of $\left[F_{1}\right]$ in Problem 4.125.

1. Interchanging the same two columns twice yields the original matrix; hence $C_{i} \leftrightarrow C_{j}$ is its own inverse.
4.127 Find the inverse of $\left\{F_{i}\right\}$ in Problem 4.125.

1 Since $k \neq 0$, the scalar $k^{-1}$ exists. Then $C_{i} \rightarrow k C_{i}$ and $C_{i} \rightarrow k^{-1} C_{i}$ are inverses.
4.128 Find the inverse of $\left[F_{3}\right]$ in Problem 4.125.

1 Applying $C_{i} \rightarrow k C_{i}+C_{i}$ and then $C_{i} \rightarrow-k C_{j}+C_{i}$, or vice versa, yiehds the original matrix. Hence they are inverses.
4.129 Find the 3 -square elementary matrix $F_{1}$ corresponding to the column operation $C_{1} \leftrightarrow C_{2}$.

1 Apply $C_{1} \rightarrow C_{2}$ to $l_{3}$ :

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \rightarrow\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)=F_{1}
$$

4.130 Find the 3 -square elementary matrix $F_{2}$ corresponding to the column operation $C_{2} \rightarrow-5 C_{2}$.

1 Apply $C_{2} \rightarrow-5 C_{2}$ to $l_{3}$ to obtain

$$
F_{2}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -5 & 0 \\
0 & 0 & 1
\end{array}\right)
$$
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4.131 Find the 3 -square clementary matrix $F_{3}$ corresponding to the column operation $C_{2} \rightarrow-4 C_{1}+C_{2}$.

Apply the operation to $I$, to obtain

$$
F_{3}=\left(\begin{array}{rrr}
1 & -4 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

$\div$

Notation: Let $e$ and $f$ denote, respectively, corresponding elementary row and column operations; let $E$ and $F$ denote the raspective elementary matrices.
4.132 Show that $f(A)=\left[e\left(A^{r}\right)\right]^{r}$; that is, applying the column operation $f$ to a matrix $A$ gives the same result as applying the corresponding row operation $e$ to $A^{\top}$ and then taking the transpose.
This follows directly from the fact that the columns of $A$ are the rows of $A^{r}$, and vice versa.
4.133 Show that $F$ is the transpose of $E$.
$I$

$$
F=f(I)=\left[\rho\left(I^{r}\right)\right]^{r}=[\rho(I)]^{r}=E^{r}
$$

- Theorem 4.4: $f(A)=A F$.
4.134 Prove Theorem 4.4.
$\int$ By Problem 4.132 and Theorem 4.2, $f(A)=\left[e\left(A^{T}\right)\right]^{\gamma}=\left[E A^{\top}\right]^{\gamma}=\left(A^{T}\right)^{T} E^{T}=A F$.
4.135 Under what conditions is $B$ column equivalent to $A$ ?

I $B$ is column equivalent to $A$ if $B$ can be oblained irom $A$ by applying a sequence of elementary column operations.
4.136 Show that $B$ is column equivalent to $A$ if and only if there exists an invertible matrix $Q$ such that $B=A Q$.

If $B$ is column equivalent to $A$, then $B=f_{s}\left(\ldots\left(f_{2}\left(f_{1}(A)\right)\right) \ldots\right)=A F_{1} F_{2} \cdots F_{s} \equiv A Q$, where $\quad Q=$ $F_{1} F_{2} \cdots F_{s}$ is invertible. The converse follows from the fact that each step is reversible. -
4.137 When is $B$ equivalent to $A$ ?

- $B$ is equivalent to $A$ if $B$ can be obtained from $A$ by a sequence of elementary row and/or column operations.
4.138 Show that $B$ is equivalent to $A$ if and only if there exist invertible matrices $P$ and $Q$ such that $B=P A Q$.

If $B$ is equivalent to $A$, then $B=E_{s} \cdots E_{2} E_{1} A F_{1} F_{2} \cdots F_{1} \equiv P A Q \quad$ where $P=E_{s} \cdots E_{2} E_{1}$ and $Q=$ $F_{1} F_{2} \cdots F_{\text {, }}$ are invertible. The converse follows from the fact that each step is reversible.

Theorem 4.5: An $m \times n$ matrix $A$ is equivalent to a block matrix $\left(\frac{1}{0} ; \frac{0}{0}\right)$. [The nonnegative integer $r$ is called the rank of $A$.]
4.139 Prove Theorem 4.5.

The proof is constructive, in the form of an algorithm.
Step 1. Row reduce $A$ to row canonical form, with leading nonzero entries $a_{11}, a_{3 i_{2}} \ldots, a_{r_{i}-}$
Step 2. Interchange $C_{2}$ and $C_{i_{2}}$. interchange $C_{3}$ and $C_{i,} \ldots \ldots$ and interchange $C_{r}$ and $C_{i r}$. This gives a matrix in the form $\left(\begin{array}{c:c}\overline{1}, & B \\ \hdashline 0_{0} & 0\end{array}\right)$, with leading nonzero entries $a_{11}, a_{22}, \ldots . a_{1 r}$.
Step 3. Use column operations, with the $a_{i i}$ as pivots, to replace each entry in $B$ with a zero; i.e., for $i=$ $1,2 \ldots, r$ and $j=r+1, r+2, \ldots, n$, apply the operation $C_{i} \rightarrow-b_{i j} C_{i}+C_{j}$.

### 4.9 UPPER TRIANGULAR AND OTHER SPECIAL MATRICES

4.140 Define an upper triangular matrix.

1. A square matrix $A=\left(a_{i j}\right)$ is upper triangular if all entries below the main diagonal are equal to zero; that is, if $a_{i j}=0$ for $i>j$.
4.141 Display the generic upper triangular matrices of orders 2,3 , and 4 .

1

$$
\left(\begin{array}{cc}
a_{11} & a_{12} \\
0 & a_{22}
\end{array}\right) \quad\left(\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
& b_{22} & b_{23} \\
& & b_{33}
\end{array}\right) \cdot\left(\begin{array}{cccc}
c_{11} & c_{12} & c_{13} & c_{34} \\
\vdots & c_{22} & c_{23} & c_{24} \\
\hdashline & & c_{33} & c_{34} \\
& & & c_{44}
\end{array}\right)
$$

[As in diagonal matrices, it is common practice to omit patterns of 0 s.]
Problems 4.142-4.147 refer to $n$-square upper triangular matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$.
4.142 Show that $A+B$ is upper triangular, with diagonal $\left[a_{11}+b_{11}, a_{22}+b_{22}, \ldots, a_{n n}+b_{n n}\right]$.

Let $A+B=\left(c_{i j}\right)$. If $i>j$, then $c_{i j}=a_{i j}+b_{i j}=0+0=0$. Hence. $A+B$ is upper triangular. Also, the $c_{i i}=a_{i i}+b_{i j}$ are the diagonal elements.
4.143 Show that $k A$ is upper triangular, with diagonal $\left[k a_{11}, k a_{22}, \ldots, k a_{n n}\right]$.

I Let $\dot{k A}=\left(c_{i j}\right)$. If $i>j$, then $\dot{c}_{i}=k a_{i j}=k \cdot 0=0$. Hence $k A$ is upper triangular. Also, the $\mathrm{c}_{i i}=k a_{i i}$ are the diagonàl elements.
4.144 Show that the product $A B$ is upper triangular.

1 Let $A B=\left(c_{i j}\right)$; then

$$
C_{i j}=\sum_{k=1}^{n} a_{i k} b_{k j}
$$

If $i>j$, then, for any $k$, either $i>k$ or $k>j$, so that either $a_{i k}=0$ or $b_{k j}=0$. Thus, $c_{i k}=0$, and $A B$ is upper triangular.
4.145 Show that the diagonal entries of $A B$ are $a_{11} b_{11}, a_{22} b_{22}, \ldots, a_{\text {nu" }} b_{n a}$.

I In the notation of Problem 4.144.

$$
c_{i i}=\sum_{k=1}^{n} a_{i k} b_{k i}
$$

But, for $k<i, a_{i k}=0$; and, for $k>i, b_{k i}=0$. Hence $c_{i j}=a_{i i} b_{i j}$, as claimed:
4.146 Show that the diagonal entries of $A^{p}$ and $a_{11}^{p}, a_{22}^{p}, \ldots, a_{m}^{p}$.

1 This is an immediate consequence of Problem 4.145.
4.147 Show that, for any polynomial $f(x)$, the diagonal entries of $f(A)$ are $f\left(a_{11}\right), f\left(a_{22}\right), \ldots, f\left(a_{n!}\right)$.

IThis follows, by induction on the degree of $f(x)$, Problems 4.142, 4.143, and 4.146.
4.148 Show that the collection $\mathscr{T}_{n}$ of $n$-square upper triangular matrices form an algebra of matrices.

I This follows from the fact that $\mathscr{T}_{n}$ is nonemply and from Problems 4.142-4.144.
4.149 Show by example that the akgebra $\mathscr{F}_{2}$ of 2 -square upper triangular matrices is nor commutative.

$$
\therefore \quad\left(\begin{array}{ll}
1 & 2 \\
0 & 3
\end{array}\right)\left(\begin{array}{ll}
4 & 5 \\
0 & 6
\end{array}\right)=\left(\begin{array}{ll}
4 & 17 \\
0 & 18
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ll}
4 & 5 \\
0 & 6
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
0 & 3
\end{array}\right)=\left(\begin{array}{ll}
4 & 23 \\
0 & 18
\end{array}\right)
$$

4.150 Prove: If $A$ is an $n$-square upper triangular matrix with a zero on its diagonal, then $A$ is not invertible.
4.155 If $A^{2}$ is an upper triangular matrix, then $A$ is also upper triangular.

I False: Consider the matrix of Problem 4.70.
4.156 Find an upper triangular matrix $A$ such that $A^{3}=\left(\begin{array}{rr}8 & -57 \\ 0 & 27\end{array}\right)$.

Sel $A=\left(\begin{array}{ll}x & y \\ 0 & z\end{array}\right)$. Then [Problem 4.146]: $x^{3}=8$, so $x=2 ; y^{3}=27$, so $y=3$. Next calculate $A^{3}$ using $x=2$ and $z=3$ :

$$
A^{2}=\left(\begin{array}{ll}
2 & y \\
0 & 3
\end{array}\right)\left(\begin{array}{ll}
2 & y \\
0 & 3
\end{array}\right)=\left(\begin{array}{cc}
4 & 5 y \\
0 & 9
\end{array}\right) \quad \text { and } \quad A^{3}=\left(\begin{array}{cc}
2 & y \\
0 & 3
\end{array}\right)\left(\begin{array}{cc}
4 & 5 y \\
0 & 9
\end{array}\right)=\left(\begin{array}{cc}
8 & 19 y \\
0 & 27
\end{array}\right)
$$

Thus $19 y=-57$, or $y=-3$. Accordingly, $A=\left(\begin{array}{rr}2 & -3 \\ 0 & 3\end{array}\right)$.
4.157 Define a lower triangular matrix.

1 A square matrix $A=\left(a_{i j}\right)$ is lower triangutar if all entries above the main diagonal are equal to zero; that is, if $a_{i j}=0$ for $i<j$.

Exhibit the generic lower triangular matrices of orders 2, 3. and 4.
I In each case put Os above the diagonal:

$$
\left(\begin{array}{cc}
a_{11} & 0 \\
a_{21} & a_{22}
\end{array}\right) \quad\left(\begin{array}{lll}
b_{11} & & \\
b_{21} & b_{22} & \\
b_{33} & b_{32} & b_{33}
\end{array}\right) \because\left(\begin{array}{llll}
c_{11} & & & \\
c_{21} & c_{23} & \ddots \\
c_{31} & c_{32} & c_{33} & \\
c_{41} & c_{32} & c_{33} & c_{44}
\end{array}\right)
$$

4.159 A is lower triangular if and only if $A^{T}$ is upper triangular: True or false?

True. [Because of this, the theory of lower triangular matrices is essentially the same as that of upper triangular matrices.]
4.160 With reference to Problem 4.159, verify that the product of lower diagonal-matrices is lower diagonal.

If $A$ and $B$ are lower diagonal, then $B^{T}, A^{T}$, and with them $B^{r} A^{T}=(A B)^{T}$, are upper diagonal; hence, $\left((A B)^{T}\right)^{T}=A B$ is lower diagonal.
4.161 What kinds of matrices are both upper triangular and lower triangular?.

If $A$ is both upper and lower triangular, then every entry off the main diagonal must be zero. Hence $A$ is diagonal.

### 4.162 Define a tridiagonal matrix.

I A square matrix is tridiagonal if the nonzero entries occur only on the diagonat, directly above the diagonal [on the superdiagonal], or directly below the diagona! [on the subdiagonal].

### 4.163 Display the generic tridiagonal matrices of orders 4 and 5 .

I In each case put 0 s outside the diagonal, superdiagonal, or subdiagonal:

$$
\left(\begin{array}{llll}
a_{11} & a_{21} & & \\
a_{21} & a_{22} & a_{31} & \\
& a_{32} & a_{33} & a_{34} \\
& & a_{43} & a_{44}
\end{array}\right) \quad\left(\begin{array}{lllll}
b_{11} & b_{21} & & \\
b_{21} & b_{22} & b_{23} & & \\
& b_{32} & b_{33} & b_{34} & \\
& & b_{33} & b_{34} & b_{45} \\
& & & b_{54} & b_{55}
\end{array}\right)
$$

4.164 Show that the product of indiagonal matrices need not be tridiagonal.

I

$$
\left(\begin{array}{ccc}
1 & 1 & 0 \\
1 & -1 & 1 \\
0 & 1 & 1
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 1 & 1 \\
0 & 1 & 1
\end{array}\right)=\left(\begin{array}{lll}
2 & 2 & 1 \\
2 & 3 & 2 \\
1 & 2 & 2
\end{array}\right)
$$

### 4.10 SYMMETRIC MATRICES

4.165 Define a symmetric matrix.
$\int$ A real matrix $A$ is symmetric if $A^{T}=A$. Equivalently, $A=\left(a_{i j}\right)$ is symmetric if each $a_{i j}=a_{i j}$. [Note that $A$ must be square in order for $A^{T}=A$. ]
4.166 Define a skew-symmetric (or antisymmetric) matrix.

A real matrix $A$ is skew-symmetric if $A^{r}=-A$. Equivalently, $A=\left(a_{i j}\right)$ is skew-symmetric if each $a_{i j}=-a_{i j}$.
4.167 Show that the diagonal elements of a skew-symmetric matrix must be zero.

If $A=\left(a_{i j}\right)$ is skew-symmetric, then $a_{i i}=-a_{i i}$. Hence each $a_{i i}=0$.

Problems 4.168-4.174 involve the following matrices:

$$
\begin{aligned}
& A=\left(\begin{array}{rrr}
0 & 5 & -2 \\
-5 & 0 & 3 \\
2 & -3 & 0
\end{array}\right) \quad B=\left(\begin{array}{rrr}
4 & -7 & 1 \\
-7 & 3 & 2 \\
1 & 2 & -5
\end{array}\right) \quad C=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right) \\
& D=\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right) \\
& E=\left(\begin{array}{rr}
1 & 1 \\
-1 & 0
\end{array}\right) \quad F=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) \quad G=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
\end{aligned}
$$

4.168 ls $A$ symmetric or skew-symmetric?
! By inspection, $A^{T}=-A \div$ thus $A$ is skew-symmetsic.
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4.169 Is $B$ symmetric or skew-symmetric?

I By inspection; $B^{r}=B$; thus $B$ is symmetric.
4.170 is $C$ symmetric or skew-symnetric?

I Since $C$ is not square, $C$ is neither symmetric nor skew-symnetric:
4.171 Is $D$ symmetric or skew-symmelric?

I By inspection $D^{r}=D$; hence $D$ is symmetric.
4.172 Is $E$ symmetric or skew-symmetric?

I We see that $E^{\gamma} \neq \pm E$. Accordingly, $E$ is neither symmetric nor skew-symmetric.
4.173 Is $F$ symmetric or skew-symmetric?

1 By inspection, $F^{T}=-F$; hence $F$ is skew-symmetric.
4. 174 Is $G$ symmetric or skew-symmetric?

1 Both, since $0^{\boldsymbol{T}}=\mathbf{0}=-\mathbf{0}$ when $\mathbf{0}$ is square.
4.175 Is the identity matrix / symmetric?
| Since $T^{T}=1$, the identity matrix is symmetric.
4.176 Is every 0 matrix symmetric?

If $\boldsymbol{0}$ is not square, then $\boldsymbol{0}^{\boldsymbol{T}}$ and 0 cannot be equal, being of different sizes, and so $\boldsymbol{\sigma}$ is not symmetric.
4.177 Find $x$ and $A$, if $A=\left(\begin{array}{cc}4 & x+2 \\ 2 x-3 & x+1\end{array}\right)$ is symmetric.

1 Set the symmetric elements [mirror images in the diagonal] $x+2$ and $2 x-3$ equal to each other, to obtain $x=5$; hence : $A=\left(\begin{array}{ll}4 & 7 \\ 7 & 6\end{array}\right)$.
4.178 Find $x, y, z, t$, if

$$
B=\left(\begin{array}{rrr}
5 & 2 & x \\
y & z & -3 \\
4 & t & -7
\end{array}\right)
$$

is symmetric.
I Equate symmetric elements to obtain $x=4, y=2, t=-3$. The unknown $z$, on the diagonal, is indeterminate.
4.179 Suppose $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are symmetric. Show that $A+B$ is symmetric.

I If $A+B=\left(c_{i j}\right)$, then , $c_{i j}=a_{i j}+b_{i j}=a_{i j}+b_{j i}=c_{i j}$ -
4.180 Suppose $A=\left(a_{i j}\right)$ is symmetric. Show that $k A$ is symmetric

I If $k A=\left(c_{i j}\right)$, then $c_{i j}=k a_{i j}=k a_{j i}=c_{j i}$.
4.181 Show that $A B$ need not be symmetric, even though $A$ and $B$ are symmetric.

I Let $A=\left(\begin{array}{ll}1 & 2 \\ 2 & 3\end{array}\right)$ and $B=\left(\begin{array}{ll}4 & 5 \\ 5 & 6\end{array}\right)$. Then $A B=\left(\begin{array}{ll}14 & 17 \\ 23 & 28\end{array}\right)$ is not symmetric. [Sce Problem 4.182.]
4.182 Let $A$ and $B$ be symmetric matrices. Show that $A B$ is symmetric if and only if $A$ and $B$ commute.

I If $A B=B A$. then $(A B)^{\top}=B^{\top} A^{r}=B A=A B$. and hence $A B$ is symmetric. Conversely. $(A B)^{r}=A B$, then $A B=(A B)^{T}=B^{\top} A^{\top}=B A$. and so $A$ and $B$ commute.
4.183 Suppose $A=\left(a_{i j}\right)$ is skew-symmetric. Show that $k A$ is skew-symmetric.

I If $k A=\left(c_{i j}\right)$, then $c_{i j}=k a_{i j}=k\left(-a_{i j}\right)-=\left(k a_{i j}\right)=-c_{j i}$.

Theorem 4.6: If $A$ is a square matrix, then (i) $A+A^{T}$ is symmetric; (ii) $A-A^{T}$ is skew-symmetric; (iii) $A=B+C$, for some symmetric matrix $B$ and some skew-symmetric matrix $C$.
4.184 Prove (i) of Theorem 4.6.

I $\left(A+A^{r}\right)^{T}=A^{T}+\left(A^{r}\right)^{T}=A^{T}+A=A+A^{T}$
4.185 Prove (ii) of Theorem 4.6.

I $\left(A-A^{T}\right)^{T}=A^{T}-\left(A^{T}\right)^{T}=A^{T}-A=-\left(A-A^{T}\right)$
4.186 Prove (iii) of Theorem 4.6.
$\int$ Set $B=\frac{1}{2}\left(A+A^{T}\right)$ and $C=\frac{1}{2}\left(A-A^{r}\right)$. Then $A=B+C$, where $A$ is symmetric by Problems 4.184 and 4.180, and $C$ is skew-symmetric by Pioblems 4.185 and 4.183.
4.187 Prove that the detomposition of Theorem 4.6 (iii) is unique.

I $A=B+C$ and $A=B^{\prime}+C^{\prime}$ imply, by subtraction,

$$
\begin{equation*}
0=B-B^{\prime}+C-C^{\prime} \tag{1}
\end{equation*}
$$

and, taking the transpose of (I),

$$
\begin{equation*}
0=B-B^{\prime}-C+C^{\prime} \tag{2}
\end{equation*}
$$

Addition of (I) and (2) gives $2\left(B-B^{\prime}\right)=0$, or $B=B^{\prime}$; then also $\quad \stackrel{C}{C}=C^{\prime}$.
-4.188 Write $A=\left(\begin{array}{ll}2 & 3 \\ 7 & 8\end{array}\right)$ as the surn of a symmetric matrix $B$ and a skew-symmetric matrix $C$.

- Calculate

$$
A^{r}=\left(\begin{array}{ll}
2 & 7 \\
3 & 8
\end{array}\right) . \quad A+A^{T}=\left(\begin{array}{rr}
4 & 10 \\
10 & 16
\end{array}\right) \quad A-A^{T}=\left(\begin{array}{rr}
0 & -4 \\
4 & 0
\end{array}\right)
$$

Then, by Problem 4.187,

$$
B=\frac{1}{2}\left(A+A^{T}\right)=\left(\begin{array}{ll}
2 & 5 \\
5 & 8
\end{array}\right) \quad C=\frac{1}{2}\left(A-A^{T}\right)=\left(\begin{array}{rr}
0 & -2 \\
2 & 0
\end{array}\right)
$$

4.189. Show that $A$ is symmetric if and only if $A^{T}$ is symmetric.

I Follows from the fact that $\left(A^{T}\right)^{T}=A$.
4.190 Suppose $A$ is symmetric. Show that $A^{2}$ and, in general, $A^{n}$ is symmetric.

I $\left(A^{2}\right)^{r}=(A A)^{T}=A^{\top} A^{T}=A A=A^{2}$. Also, by induction, $\left(A^{n}\right)^{r}=\left(A A^{n-1}\right)^{r}=\left(A^{n-1}\right)^{r} A^{r}=A^{n-1} A=A^{\prime \prime}$.
4.191 Show that if $A$ is symmetric, then $f(A\}$ is symmetric for any polynomial $f(x)$.

I Follows from Problems 4.190, 4.179, and 4.180.
4.192 Let $A$ be an $n$-square symmetric matrix and $P$ any $n \times m$ matrix. Show that $P^{\top} A P$ is also symmetric.
$\boldsymbol{\|}\left(P^{\boldsymbol{T}} A P\right)^{T}=P^{\boldsymbol{r}} A^{\boldsymbol{T}}\left(P^{\boldsymbol{T}}\right)^{\boldsymbol{T}}=P^{\boldsymbol{T}} A P$

### 4.11 COMPLEX MATRICES

This section assumes that the scalars and in particular, the entries in the matrices are complex numbers. Recah |Problem 1.117 that if $z=a+b i$ is a complex number, then $\bar{z}=a-b i$ is its conjugate.
4.193 Define the (complex) conjugate of a matrix $A$, denoted $\bar{A}$.
! If $A=\left(a_{i j}\right)$, then $\vec{A} \equiv\left(\bar{a}_{i j}\right)$.
4.194 Find the conjugate of $\left(\begin{array}{ccc}2+i & 3-5 i & 4+8 i \\ 6-i & 2-9 i & 5+6 i\end{array}\right)$.

I

$$
\left(\begin{array}{ccc}
\overline{2+i} & 3-5 i & 4+8 i \\
6-i & 2-9 i & 5+6 i
\end{array}\right)=\left(\begin{array}{ccc}
\overline{2+i} & \overline{3-5 i} & \overline{4+8 i} \\
\frac{3-i}{2-9 i} & \frac{1}{5+6 i}
\end{array}\right)=\left(\begin{array}{lll}
2-i & 3+5 i & 4-8 i \\
6+i & 2+9 i & 5-6 i
\end{array}\right)
$$

4.195 Find the conjugate of $\left(\begin{array}{cc}6+7 i & 5 i \\ 9 & 4-i\end{array}\right)$.

$$
\left(\begin{array}{cc}
\overline{6+7 i} & 5 i \\
9 & 4-i
\end{array}\right)=\left(\begin{array}{cc}
\overline{6+7 i} & \overline{5 i} \\
\overline{9} & \overline{4-i}
\end{array}\right)=\left(\begin{array}{cc}
6-7 i & -5 i \\
9 & 4+i
\end{array}\right)
$$

4.196 When does $\bar{A}=A$ ?

When, and only when, $\overline{a_{i j}}=a_{i j}$ for all $i, j$ that is, when and only when $A$ is a real matrix.
4.197 Find $\bar{A}$, if $A=\left(\begin{array}{rrr}3 & 7 & -5 \\ 6 & -2 & 8\end{array}\right)$.

I Since $A$ is real, $\bar{A}=\boldsymbol{A}$.
Theorem 4.7:
(i) $\overline{A+B}=\vec{A}+\bar{B}$.
(ii) $\overline{k A}=\bar{k} \bar{A}$,
(iii) $\overline{\bar{A}}=A$,
(iv) $\overline{A B}=\bar{A} \bar{B}$,
(v) $(\bar{A})^{T}=\overline{A^{T}}$.
4.198 Prove (i) of Theorem 4.7.

As usual, write $A=\left(a_{i j}\right), \quad B=\left(b_{i j}\right)$, and $\overline{A+B}=\left(c_{i j}\right)$. Then $c_{i j}=\overline{a_{i j}+b_{i j}}=\overline{a_{i j}}+\overline{b_{i j}}$. Hence
$\overline{A+B}=\bar{A}+\bar{B}$.
4.199 Prove (ii) of Theorem 4.7.
$!$ Since $k A=\left(k a_{i j}\right), \quad \overline{k A}=\left(\overline{k a_{i j}}\right)=\left(\bar{k} \overline{a_{i j}}\right)=\bar{k}\left(\overline{a_{i j}}\right)=\bar{k} \bar{A}$.
4.200 - Prove (iii) of Theorem 4.7.
I. Write $\overline{\bar{A}}=\left(c_{i j}\right)$. Then $c_{i j}=\overline{\overline{a_{i j}}}=a_{i j}$. Thus $\overline{\bar{A}}=A$.
4.201 Prove (iv) of Theorem 4.7
I. Let $\overline{A B}=\left(c_{i j}\right)$. Then $c_{i j}=\overline{\Sigma_{k} a_{i k} b_{k j}} \doteqdot \sum_{k} \overline{a_{i k} b_{k j}}=\sum_{k} \overline{a_{i k}} \overline{b_{k j}}$. Thus $\overline{A B}=\bar{A} \bar{B}$.
4.202 Prove (v) of Theorem 4.7.

1 Let $(\bar{A})^{r}=\left(b_{i j}\right)$ and $\overline{A^{T}}=\left(c_{i j}\right)$. Using the notation $q_{i j}^{\cdot r}=q_{i j}$, we have: $b_{i j}=\overline{a_{i j}}=\bar{r}=\overline{a_{i j}}$ and $c_{i j}=a_{i j}{ }^{T}=\overline{a_{i j}}$. Thus $b_{i j}=c_{i j}$, whence $(\bar{A})^{T}=\overline{A^{T}}$. [In words: the operations of transposition and conjugation commute.]
4.203 The conjugate transpose [= transposed conjugate \} of a matrix $A$ is indicated as $A^{H}$ [after the mathematician Hermite]. Find $A^{\prime \prime}$ if $A=\left(\begin{array}{ccc}2+8 i & 5-3 i & 4-7 i \\ 6 i & 1-4 i & 3+2 i\end{array}\right)$.

I

$$
A^{H}=\left(\begin{array}{ll}
\overline{2+8 i} & \overline{6 i} \\
\frac{5-3 i}{4-7 i} & \frac{1-4 i}{3+2 i}
\end{array}\right)=\left(\begin{array}{cc}
2-8 i & -6 i \\
5+3 i & 1+4 i \\
4+7 i & 3-2 i
\end{array}\right)
$$

4.204 When will $A^{\prime \prime}=A^{T}$ ?

I If $A$ is real. then $\bar{A}=A$, and so $A^{\prime \prime}=A^{T}$; and conversely.

In Problems $4.205-4.208$ it is shown that Theorem 2.3 remains valid when the transpose is replaced by the conjugate transpose. As before, matrices $A$ and $B$ need not be square, but merely compatible for addition or for matrix multiplication.
4.205 Prove (i): $(A+B)^{\prime \prime}=A^{H}+B^{\prime \prime}$.
$\left(\boldsymbol{i}^{\prime}+B\right)^{H}=(\overline{A+B})^{T}=(\bar{A}+\bar{B})^{T}=\bar{A}^{T}+\bar{B}^{T}=A^{\prime \prime}+B^{\prime \prime}$
4.206 Prove (ii): $\left(A^{H}\right)^{H}=A$.

I $\left(A^{H}\right)^{H}=\left(\overline{\tilde{A}^{T}}\right)^{T}=\left((\overline{\tilde{A}})^{T}\right)^{T}=\left(A^{T}\right)^{T}=A$
4.207 Prove (iii): $(k A)^{H}=\bar{k} A^{H}$. [Note that in Theorem 2.3(iii), $\bar{k}=k$.]

- $(k A)^{H}=(\overline{k A})^{T}=(\bar{k} \bar{A})^{T}=\bar{k} \bar{A}^{T}=\bar{k} A^{\prime \prime}$
4.208 Prove (iv): $(A B)^{\prime \prime}=B^{H} A^{H}$.
- $\left(A^{B}\right)^{H}=(\overline{A B})^{T}=(\bar{A} \bar{B})^{T}=\bar{B}^{T} \bar{A}^{T}=B^{H} A^{H}$


### 4.12 HERMITIAN MATRICES

4.209. Define: (a) Hermitian matrix, (b) skew-Hermitian matrix.
$\int$ (a) A complex matrix $A$ is Hermitian if $A^{\mu}=A$; equivalently, $A=\left(a_{i j}\right)$ is Hermitian if each $a_{i j}=$ $\bar{a}_{i j}$. Note that only square matrices can be Hermitian. (b) A complex matrix $A$ is skew-Hermitian if $A^{H}=-A ;$ equivalently $A=\left(a_{i j}\right)$ is skew-Hermitian if each $a_{i j}=-\bar{a}_{j i}$.
4.210 Show that the diagonal elements of a Hermitian [skew-Hermitian] matrix are real [pure imaginary].
$\int \operatorname{Im} a_{r r}=\frac{1}{2 i}\left(a_{r r}-\overline{a_{r r}}\right)=\frac{1}{2 i}\left(a_{r r}-a_{r r}\right)=0 \quad$ [see Problem 1.118] when $A=\left(a_{i j}\right)$ is Hermitian, and $\operatorname{Re} a_{r r}=\frac{1}{2}\left(a_{r r}+\overline{a_{r r}}\right)=\frac{1}{2}\left(a_{r r}-a_{r r}\right)=0 \quad$ when $A$ is skew-Hermitian.
4.211 Show that if $A$ is Hermitian and skew-Hermitian, then $A=0$.

1 If $A^{\prime \prime}=A=-A$, then $2 \dot{A}=0$, or. $A=0$.

Problems 4.212-4.217 involve the following matrices:

$$
\begin{array}{ll}
A=\left(\begin{array}{cc}
4 & 3-5 i \\
3+5 i & -7
\end{array}\right) & B=\left(\begin{array}{cc}
4 i & 3+2 i \\
-3+2 i & -7 i
\end{array}\right) \quad C=\left(\begin{array}{cc}
0 & 5-7 i \\
4+3 i & 0
\end{array}\right) \\
D=\left(\begin{array}{ccc}
3 & 1-2 i & 4+7 i \\
1+2 i & -4 & -2 i \\
4-7 i & 2 i & 2
\end{array}\right) . & E=\left(\begin{array}{ccc}
5 i & -4+i & 3-2 i \\
4+i & 2 i & -2+i \\
-3-2 i & 2+i & -6 i
\end{array}\right) \quad F=\left(\begin{array}{rrr}
6 & 7 & -2 \\
7 & -1 & 8 \\
-2 & 8 & -3
\end{array}\right)
\end{array}
$$

Is A Hermitian or skew-Hermitian?
The diagonal elements, 4 and -7 , are real, and $3-5 i$ and $3+5 i$ are conjugates; hence $A$ is Hermitian.
4.213 Is $B$ Hemmitian or skew-Hermitian?

IThe diagonal elements, $4 i$ and $-7 i$, are pure imaginary, and $3+2 i$ and $-3+2 i$ are negative conjugates fthe rear parts are negatives and the imaginary parts are equalf. Hence $B$ is skew-Hermitian.
4.214 Is C Hermitian or skew-Hermitian?
$\int$ The symmetric elements $5-7 i$ and $4+3 i$ are neither conjugates nor megative conjugates. Hence $C$. is neither Hermitian nor skew-Hermition.
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4.215 Is $D$ Hermitian or skew-Hermitian?

IThe diagonal elements, 3, -4 and 2 , are real, and the symmetric elements, $1-2 i$ and $1+2 i, 4+7 i$ and $4-7 i$, and $-2 i$ and $2 i$, are conjugates. Hence $D$ is Hermitian.
4.216 Is $E$ Hermitian or skew-Hermitian?

IThe diagonal elements, $5 i, 2 i$, and $-6 i$, are pure imaginary, and the symmetric pairs of elements, $-4+i$ and $4+i, 3-2 i$ and $-3-2 i$, and $-2+i$ and. $2+i$, are negative conjugates. Hence $E$ is skew-Hermitian.
4.217 If $F$ Hermitian or skew-Hermitian?

I $F$ is real and symmetric; viewed as a complex matrix, $F$ is Hermitian.
4.218 Is $G=\operatorname{diag}[5,2 i,-3,4+i] \quad$ Hermitian or skew-Hermitian.

I The diagonal elements of $G$ are neither all real nor all imaginary. Hence $G$ is neither Hermitian nor skew-Hermitian.
4.219 If $A$ and $B$ are Hermitian, show that $A+B$ is Hermitian.

I By Problem 4.205, $(A+B)^{H}=A^{H}+B^{H}=A+B$.
4.220 Suppose $A$ Hermitian and $k$ real. Show that $k A$ is Hermitian.

I By Problem 4.207, $(k A)^{H}=\bar{k} A^{H}=k A$.
4.221 Suppose $A$ skew-Hermitian and $k$ real. Show that $k A$ is skew-Hermitian.

I By Problem 4.207, $(k A)^{H}=\bar{k} A^{H}=k(-A)=-(k A)$.
4.222. If $A$ is an aioitrary complex matrix, show that the matrices $A A^{H}$ and $A^{H} A$ are Hermitian.

I First of all, $A$ and $A^{H}$ are compatible for multiplication in either order, yielding a square product.
Then, by Problems 4.208 and 4.206,

$$
\left(A A^{H}\right)^{H}=\left(A^{H}\right)^{H} A^{H}=A A^{H} . \quad \text { and } \quad\left(A^{H} A\right)^{H}=A^{H}\left(A^{H}\right)^{H}=A^{H} A
$$

4.223 When do two Hermitian matrices have a Hermitian product?
$-\$ We have $(A B)^{H}=B^{H} A^{H}=B A$. Hence $A B$ is Hermitian if and only if $A B=B A$. [Compare Problem 4.182.]
4.224 Show that if $A$ is Hermitian, so is $A^{p}(p=2,3, \ldots)$.

I Since $A$ and $A^{k-1}$ commute an induction immediately gives the result.
Following is the complex analogue to Theorem 4.6.
Theorem 4.8: If $A$ is a square matrix, then (i) $A+A^{H}$ is Hermitian; (ii) $A-A^{H}$ is skew-Hermitian; (iii) $A=B+C$, where $B$ is Hermitian and $C$ is skew-Hermitian.
4.225 Prove (i) of Theorem 4.8 .

I $\left(A+A^{H}\right)^{H}=A^{H}+\left(A^{H}\right)^{H}=A^{H}+A=A+A^{H}$.
4.226 Prove (ii) of Theorem 4.8.
$1\left(A-A^{H}\right)^{H}=A^{H}-\left(A^{H}\right)^{H}=A^{H}-A=-\left(A-A^{H}\right)$
4.227 Prove (iii) of Theorem 4.8.

1 Set $B+\frac{1}{2}\left(A+A^{\prime \prime}\right)$ and $C=\frac{1}{2}\left(A-A^{\prime \prime}\right)$. Then $A=B+C$, where $B$ is Hermitian by Problems 4.225 and 4.220 , and $C$ is skew-Hermitian by Problems 4.226 and 4.221. |Uniqueness of $B$ and $C$ is proved as in Problem 4.187.]
4.228 Write $A=\left(\begin{array}{cc}2+6 i & 5+3 i \\ 9-i & 4-2 i\end{array}\right)$ in the form $A=B+C$, where $B$ is Hermitian and $C$ is skew-Hermitian.

$$
\text { I } \quad A^{H}=\left(\begin{array}{cc}
2-6 i & 9+i \\
5-3 i & 4+2 i
\end{array}\right) \quad A+A^{H}=\left(\begin{array}{cc}
4 & 14+4 i \\
14-4 i & 8
\end{array}\right) \quad A-A^{H}=\left(\begin{array}{cc}
12 i & -4+2 i \\
4+2 i & -4 i
\end{array}\right)
$$

and the desired matrices are

$$
B=\frac{1}{2}\left(A+A^{H}\right)=\left(\begin{array}{cc}
2 & 7+2 i \\
7-2 i & 4
\end{array}\right) \quad \text { and } \quad C=\frac{1}{2}\left(A-A^{H}\right)=\left(\begin{array}{cc}
6 i & -2+i \\
2+i & -2 i
\end{array}\right)
$$

4.229 Suppose $A$ is an $n$-square Hermitian matrix. Show that $P^{H} A P$ is Hermitian for any $n \times m$ matrix $P$.
! The product is defined as an $m$-square matrix; we have $\left(P^{H} A P\right)^{H}=P^{H} A^{H}\left(P^{H}\right)^{H}=P^{H} A P$.

### 4.13 ORTHOGONAL MATRICES

4.230 Define orthogonal matrix.

- A real matrix $A$ is said to be orthogonal if $A A^{T}=A^{T} A=I$. Observe that an orthogonal matrix $A$ is necessarily square and invertible, with inverse $A^{-1}=A^{T}$.
4.231

Show that

$$
A=\left(\begin{array}{rrr}
1 / 9 & 8 / 9 & -4 / 9 \\
4 / 9 & -4 / 9 & -7 / 9 \\
8 / 9 . & 1 / 9 & 4 / 9
\end{array}\right)
$$

is orthogonal.
I By Problem 4.121, we need only show that $A A^{\top}=I$ :

$$
\begin{aligned}
A A^{T} & =\left(\begin{array}{rrr}
1 / 9 & 8 / 9 & -4 / 9 \\
4 / 9 & -4 / 9 & -7 / 9 \\
8 / 9 & 1 / 9 & 4 / 9
\end{array}\right)\left(\begin{array}{rrr}
1 / 9 & 4 / 9 & 8 / 9 \\
8 / 9 & -4 / 9 & 1 / 9 \\
-4 / 9 & -7 / 9 & 4 / 9
\end{array}\right)=\frac{1}{81}\left(\begin{array}{rr}
1+64+16 & 4-32+28 \\
4-32+28 & 8+8-16+16+49 \\
32-4-28 \\
8+8-16 & 32-4-28 \\
64+1+16
\end{array}\right) \\
& =\frac{1}{81}\left(\begin{array}{rrr}
81 & 0 & 0 \\
0 & 81 & 0 \\
0 & 0 & 81
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=1
\end{aligned}
$$

4.232 Define an orthogonal set of vectors in $\mathbf{R}^{n}$.

IThe vectors $u_{1}, u_{2}, \ldots, u_{\text {, form an }}$ orthonormal set if the vectors are painwise orthogonal $\left[u_{i} \cdot u_{j}=0\right.$ for $i \neq j]$ and if the vectors have unit lengths $\left[u_{i} \cdot u_{i}=1\right.$ for $\left.i=1,2, \ldots, r\right]$. In terms of the Kronecker delta, the condition for orthogonality is $u_{i} \cdot u_{j}=\delta_{i j}$.

Show that

$$
A=\left(\begin{array}{lll}
a_{3} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

is onthogonal if and only if its rows $u_{1}=\left(a_{1}, a_{2}, a_{3}\right) ; u_{2}=\left(b_{1}, b_{2}, b_{3}\right), u_{3}=\left(c_{1}, c_{2}, c_{3}\right)$ form an orthonormal set.

I If $A$ is orthogonal, then

$$
A A^{T}=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)\left(\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=1
$$

This yields

$$
\begin{array}{lll}
a_{1}^{2}+a_{2}^{2}+a_{3}^{2}=u_{1} \cdot u_{1}=1 & a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}=u_{1} \cdot u_{2}=0 & a_{1} c_{1}+a_{2} c_{2}+a_{3} c_{3}=u_{1} \cdot u_{3}=0 \\
b_{1} a_{1}+b_{2} a_{2}+b_{3} a_{3}=u_{2} \cdot u_{1}=0 & b_{1}^{2}+b_{2}^{2}+b_{3}^{2}=u_{2} \cdot u_{2}=1 & b_{1} c_{1}+b_{2} c_{2}+b_{3} c_{3}=u_{2} \cdot u_{3}=0 \\
c_{1} a_{1}+c_{2} a_{2}+c_{3} a_{3}=u_{3} \cdot u_{1}=0 & c_{1} b_{1}+c_{2} b_{2}+c_{3} b_{3}=u_{3} \cdot u_{2}=0 & c_{1}^{2}+c_{2}^{2}+c_{3}^{2}=u_{3} \cdot u_{3}=1
\end{array}
$$

that is. $u_{i}-u_{j}=\delta_{i j}$. Accordingly, $u_{1}, u_{2}, u_{3}$ form an ortienormal set. The converse follows from the fact that each step is reversible.
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4.234 Show that $A$ is orthogonal iff $A^{T}$ is orthogonal.
$1 A A^{T}=A^{T} A=1$ iff $A^{T}\left(A^{T}\right)^{T}=\left(A^{T}\right)^{T} A^{T}=1$.
Problems 4.235 and 4.236 establish

Theorem 4.9: Let $A$ be a real matrix. Then the following are equivalent: ( $a$ ) $A$ is orthogonal; (b) The rows of $A$ form an orthonormal set; (c) the columns of $A$ form an orthonormal set. .

Prove that ( $a$ ) and (b) are equivalent.
1 Let $R_{1}, R_{2}, \ldots, R_{n}$ denote the sows of $A$; then $R_{1}^{T}, R_{2}^{T}, \ldots, R_{n}^{T}$ are the columns of $A^{T}$. Now let $A A^{T}=\left(c_{i j}\right)$. By matrix multiplication, $c_{i j}=R_{i} R_{i}^{T}=R_{i} \cdot R_{j}$. Thus $A A^{T}=I$. iff $R_{i} \cdot R_{i}=\delta_{i j}$ iff the rows $R_{1}, R_{2}, \ldots, R_{n}$ form an orthonormal set.
4.236 Prove that (a) and (c) are equivalent.

By Problems 4.234 and $4.235, A$ is orthogonal iff $A^{T}$ is orthogonal iff the rows of $A^{T}$ form an orthonormal set iff the columns of $A$ form an orthonormal set.
4.237 If $A=\left(\begin{array}{cc}1 / \sqrt{5} & 2 / \sqrt{5} \\ x . & y\end{array}\right)$ is orthogonal, find $x$ and $y$.

1 Let $R_{1}, R_{2}$ and $C_{1}, C_{2}$ denote, respectively, the rows and columns of $A$. Since $R_{3} \cdot R_{2}=0$, we get $x / \sqrt{5}+2 y / \sqrt{5}=0$ or $x+2 y=0$. Since $C_{r}$ is a unit vector, we get $x^{2}+1 / 5=1$ or $x= \pm 2 / \sqrt{5}$.
Case (i): $x=2 / \sqrt{5}$. Then $x+2 y=0$ yields $y=-1 / \sqrt{5}$.
Case (ii): $x=-2 / \sqrt{5}$. Then $x+2 y=0$ yields $y=1 / \sqrt{5}$.
In other words, there are exactly two possibilities:

$$
A=\left(\begin{array}{rr}
1 / \sqrt{5} & 2 / \sqrt{5} \\
-2 / \sqrt{5} & 1 / \sqrt{5}
\end{array}\right) \quad \text { and } \quad A=\left(\begin{array}{ll}
1 / \sqrt{5} & 2 / \sqrt{5} \\
2 / \sqrt{5} & -1 / \sqrt{5}
\end{array}\right)
$$

4.238 If

$$
A=\left(\begin{array}{ccc}
x & 2 / 3 & 2 / 3 \\
2 / 3 & 1 / 3 & y \\
z & 5 & 1
\end{array}\right)
$$

is orthogonal, find $x, y, 2$, s,t.
Let $R_{1}, R_{2}, R_{3}$ denote the rows of $A$, and let $C_{1}, C_{2}, C_{3}$ denote the columns of $A$. Since $R_{1}$ is a unit vector, $x^{2}+4 / 9+4 / 9=1$, or $x= \pm 1 / 3$. Since $R_{2}$ is a unit vector, $4 / 9+1 / 9+y^{2}=1$, or $y= \pm 2 / 3$. Since $R_{1} \cdot R_{2}=0$, we get $2 x / 3+2 / 9+2 y / 3=0$, or $3 x+3 y=-1$. The only possibility is that $x=$ $1 / 3$ and $y=-2 / 3$. Thus,

$$
A=\left(\begin{array}{ccc}
1 / 3 & 2 / 3 & 2 / 3 \\
2 / 3 & 1 / 3 & -2 / 3 \\
z & 5 & 1
\end{array}\right)
$$

Since the columns are unit vectors,

$$
\frac{1}{9}+\frac{4}{9}+2^{2}=1 \quad \frac{4}{9}+\frac{1}{9}+s^{2}=1 \quad \cdot \quad \frac{4}{9}+\frac{4}{9}+t^{2}=1
$$

Thus $z= \pm 2 / 3, s= \pm 2 / 3$ and $i= \pm 1 / 3$.
Case (i): $\quad z=2 / 3$. Since $C_{1}$ and $C_{2}$ are orthogonal, $s=-2 / 3$; since $C_{1}$ and $C_{3}$ are orthogonal. $t=1 / 3$.
Case (ii): $z=-2 / 3$. Since $C_{1}$ and $C_{2}$ are orthogonal, $s=2 / 3$; since $C_{1}$ and $C_{3}$ are orthogonal, $t=-1 / 3$.
Hence there are exactly two possible solutions:

$$
A=\left(\begin{array}{rrr}
1 / 3 & 2 / 3 & 2 / 3 \\
2 / 3 & 1 / 3 & -2 / 3 \\
2 / 3 & -2 / 3 & 1 / 3
\end{array}\right) \quad \text { and } \quad A=\left(\begin{array}{rrr}
1 / 3 & 2 / 3 & 2 / 3 \\
2 / 3 & 1 / 3 & -2 / 3 \\
-2 / 3 & 2 / 3 & -1 / 3
\end{array}\right)
$$

4.239 If $A$ is orthogonal, show that $A^{-1}$ is orthogonal.

I Since $A$ is orthogonal, $A^{T}=A^{-1}$. By Problem 4.234, $A^{T}$ is orthogonal. Hence $A^{-1}$ is orthogonal.
4.240 Suppose $A$ and $B$ are $n$-square orthogonal matrices. Show that $A B$ is an $[n$-square] orthogonal matrix.

I It suffices to show that $(A B)(A B)^{r}=I$ :

$$
(A B)(A B)^{T}=(A B)\left(B^{T} A^{T}\right)=A\left(B B^{T}\right) A^{T}=A I A^{T}=A A^{T}=I
$$

4.24t Exhibit the most general $2 \times 2$ orthogonal matrix.

Let $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Then $a, b, c, d$ are real numbers, and the rows of $A$ form an orthonormal set.
Hence,

$$
a^{2}+b^{2}=1 \quad c^{2}+d^{2}=1 \quad a c+b d=0
$$

Similarly, the columns form an orthonormal set, so

$$
a^{2}+c^{2}=1 \quad b^{2}+d^{2}=1 \quad a b+c d=0
$$

Therefore, $c^{2}=1-a^{2}=b^{2}$, whence $c= \pm b$.
Case (i): $c=+b$. Then $b(a+d)=0$, or $d=-a$; the corresponding matrix is $\left(\begin{array}{ll}a & b \\ b & -a\end{array}\right)$.
Case (ii): $c=-b$. Then $b(d-a)=0$, or $d=a$; the corresponding matrix is $\left(\begin{array}{rr}a & b \\ -b & a\end{array}\right)$.
4.242 Show that every $2 \times 2$ orthogonal matrix has the form

$$
\left(\begin{array}{rr}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right) \text { or }\left(\begin{array}{rr}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{array}\right)
$$

for some real number $\boldsymbol{\theta}$.

1. Let $a$ and $b$ be any real numbers such that $a^{2}+b^{2}=1$. Then there exists a real number $\theta$ such that $a=\cos \theta$ and $b=\sin \theta$. The result now follows from Problem 4.241.

### 4.14. UNITARY MATRICES

4.243 Define unitary matrix.

1. A complex matrix $A$ is said to be unitary if $A A^{H}=A^{H} A=I$. Observe that a unitary matrix is necessarily square and invertible.
4.244 Show that the following matrix is unitary:

$$
A=\frac{1}{2}\left(\begin{array}{ccc}
1 & -i & -1+i \\
i & 1 & 1+i \\
1+i & -1+i & 0
\end{array}\right)
$$

1. We need only show that $A A^{H}=I$ :

$$
\begin{aligned}
A A^{H} & =\frac{1}{4}\left(\begin{array}{ccc}
1 & -i & -1+i \\
i & 1 & 1+i \\
1+i & -1+i & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & -i & 1-i \\
i & 1 & -1-i \\
-1-i & 1-i & 0
\end{array}\right) \\
& =\frac{1}{4}\left(\begin{array}{ccc}
1+1+2 & -i-i+2 i & 1-i+i-1+0 \\
i+i-2 i & 1+1+2 & i+1-1-i \\
1+i-i-1+0 & -i+1-1+i+0 & 2+2+0
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
\end{aligned}
$$

4.245 Show that $A$ is unitary if and only if $A^{\prime \prime}$ is unitary.

I $A A^{H}=A^{\prime \prime} A=1$ iff $A^{\prime \prime}\left(A^{H}\right)^{\prime \prime}=\left(A^{\prime \prime}\right)^{H} A^{H}=3$.
4.246 Define an orthonormal ser of vectors in $\mathrm{C}^{n}$.
4.252 If $A$ is unitary, show that $A^{-1}$ is unitary.

1 Since $A$ is unitary, $A^{H}=A^{-1}$. Bul $\left\{\right.$ Problem 4.245] $A^{H}$ is unitary.
4.253 Show that the product $A B$ of unitary matrices $A$ and $B$ is also unitary

$$
1 \text { (AB) }(A B)^{\prime \prime}=(A B)\left(B^{\prime \prime} A^{\prime \prime}\right)=A\left(B B^{\prime \prime}\right) A^{\prime \prime}=A I A^{\prime \prime}=A A^{\prime \prime}=1
$$

1 The vectors $u_{1}, u_{2} \ldots \ldots, u_{r}$ in $C^{\prime \prime}$ form an orthonormal set if $u_{i} \cdot u_{i}=\delta_{i j}$. Recall that the dot product in $C^{n}$ is defined by

$$
\left(a_{1}, a_{2}, \ldots, a_{n}\right) \cdot\left(b_{1}, b_{2}, \ldots, b_{n}\right)=a_{1} \bar{b}_{1}+a_{2} \bar{b}_{2}+\cdots+a_{n} \bar{b}_{n}
$$

4.247 Show that $\bar{u} \cdot \bar{v}=\overline{u \cdot v}$ in $C^{\prime \prime}$.

I Let $u=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $v=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. Then

$$
\begin{aligned}
\bar{u} \cdot \bar{v} & =\left(\bar{a}_{1}, \ldots, \bar{a}_{n}\right) \cdot\left(\bar{b}_{1}, \ldots, \overline{b_{n}}\right)=\bar{a}_{1} \bar{b}_{1}+\cdots+\bar{a} \overline{\bar{b}}_{n} \\
& =\bar{a}_{1} b_{1}+\cdots+\bar{a}_{n} b_{11}=\overline{a_{1} \bar{b}_{1}+\cdots+a_{n} \bar{b}_{n}}=\overline{1 \cdot v}
\end{aligned}
$$

Show that $u_{1}, u_{2}, \ldots, u_{r}$ is an orthonormal set of vectors in $C^{n}$ if and only if $\vec{u}_{1}, \vec{u}_{2}, \ldots, \bar{u}_{f}$ is an orthonormal set.

1. By Problem 4.247, we have $u_{i} \cdot u_{j}=0$ if and only if $\bar{u}_{i} \cdot \bar{u}_{j}=\overline{0}=0$, and $u_{i} \cdot u_{i}=1$ if and only if $\bar{u}_{i} \cdot \bar{u}_{i}=\overline{1}=1$.

Following is the complex analogue of Theorem 4.9.

Theorem 4.10: Let $A$ be a complex matrix. Then the following are equivalent: (a) $A$ is unitary; (b) the rows of $A$ form an orthonormal sei; (c.) the columns of $A$ form an orthonormal set.

### 4.249

4.250

Prove that (a) and (c) are equivalent
I By Problems 4.245, 4.249, and 4.248. $A$ is unitary iff $A^{\prime \prime}$ is unitary iff the rows of $A^{\prime \prime}$ are orthonormal iff the conjugates of the columns of $A$ are orthonormal iff the columns of $A$ ure orthonormal.

Show that

$$
A=\left(\begin{array}{cc}
\frac{1}{3}-\frac{2}{3} i & \frac{2}{3} i \\
-\frac{2}{3} i & -\frac{1}{3}-\frac{2}{3} i
\end{array}\right)
$$

is unitary.
I The rows form an orthonormal set:

$$
\begin{gathered}
\left(\frac{1}{3}-\frac{2}{3} i \cdot \frac{2}{3} i\right) \cdot\left(\frac{1}{3}-\frac{2}{3} i \cdot \frac{2}{3} i\right)=\left(\frac{1}{9}+\frac{4}{9}\right)+\frac{4}{9}=1 \\
\left(\frac{1}{3}-\frac{2}{3} i \cdot \frac{2}{3} i\right) \cdot\left(-\frac{2}{3} i--\frac{1}{3}-\frac{2}{3} i\right)=\left(\frac{2}{9} i+\frac{4}{9}\right)+\left(-\frac{2}{9} i-\frac{4}{9}\right)=0 \\
\left(-\frac{2}{3} i,-\frac{1}{3}-\frac{2}{3} i\right) \cdot\left(-\frac{2}{3} i,-\frac{1}{3}-\frac{2}{3} i\right)=\frac{4}{9}+\left(\frac{1}{9}+\frac{4}{9}\right)=1
\end{gathered}
$$

Prove that ( $a$ ) and (b) are equivalent.
I Leit $R_{1}, \ldots, R_{n}$ denote the rows of $A$; then $\tilde{R}_{1}^{T}, \ldots, \vec{R}^{T}$, are the columns of $A^{\prime \prime}$. Let $A A^{\prime \prime}=\left(c_{i j}\right)$. By matrix multiplication, $c_{i j}=R_{i} \bar{R}_{i}^{T}=R_{i} \cdot R_{j-}$ Then $A A^{\prime \prime}=I$ iff $R_{i}-R_{i}=\delta_{i j}$ iff $R_{1}, R_{2}, \ldots, R_{n}$ form an orthonormal set.
s.

252 $A$ is unitary, show $A^{-1}$ is unary
.


### 4.15 NORMAL MATRICES

Define normal matrix.

- Matrix $A$ is normal if $A$ is real and $A A^{r}=A^{r} A$, or ir $A$ is complex and $A A^{H}=A^{H} A$. Thus, real matnices that are symmetric or orthogonal, and complex matrices that are Hermitian or unitary, are all special cases of normal matrices.

Problems 4.255-4:258 refer to the following matrices:

$$
A=\left(\begin{array}{rr}
6 & -3 \\
3 & 6
\end{array}\right) \quad B=\left(\begin{array}{rr}
2 & 5 \\
3 & -1
\end{array}\right) \quad C=\left(\begin{array}{cc}
2+3 i & 1 \\
i & 1+2 i
\end{array}\right) \quad D=\left(\begin{array}{cc}
1 & i \\
1+i & 0
\end{array}\right)
$$

4.255 Is $A$ normal?

1 $A A^{T}=\left(\begin{array}{rr}6 & -3 \\ 3 & 6\end{array}\right)\left(\begin{array}{rr}6 & 3 \\ -3 & 6\end{array}\right)=\left(\begin{array}{rr}45 & 0 \\ 0 & 45\end{array}\right) \quad$ and $\quad A^{T} A=\left(\begin{array}{rr}6 & 3 \\ -3 & 6\end{array}\right)\left(\begin{array}{rr}6 & -3 \\ 3 & 6\end{array}\right)=\left(\begin{array}{rr}45 & 0 \\ 0 & 45\end{array}\right)$
Since $A A^{T}=A^{T} A$, the matrix $A$ is normal.
4.256 Is $B$ normal?

1. $B B^{r}=\left(\begin{array}{rr}2 & 5 \\ 3 & -1\end{array}\right)\left(\begin{array}{rr}2 & 3 \\ 5 & -1\end{array}\right)=\left(\begin{array}{rr}29 & 1 \\ 1 & 10\end{array}\right) \quad$ and $\quad B^{T} B=\left(\begin{array}{rr}2 & 3 \\ 5 & -1\end{array}\right)\left(\begin{array}{rr}2 & 5 \\ 3 & -1\end{array}\right)=\left(\begin{array}{rr}13 & 7 \\ 7 & 26\end{array}\right)$

Since $B B^{\dot{T}} \neq B^{\boldsymbol{T}} B$, the matrix $B$ is not normal.
4.257 Is $C$ normal?
I.

$$
\begin{aligned}
& C C^{\prime}=\left(\begin{array}{cc}
2+3 i & 1 \\
i & 1+2 i
\end{array}\right)\left(\begin{array}{cc}
2-3 i & -i \\
1 & 1-2 i
\end{array}\right)=\left(\begin{array}{cc}
14 & 4-4 i \\
4+4 i & 6
\end{array}\right) . \\
& C^{\prime \prime} C=\left(\begin{array}{cc}
2-3 i & -i \\
1 & 1-2 i
\end{array}\right)\left(\begin{array}{cc}
2+3 i & 1 \\
i & 1+2 i
\end{array}\right)=\left(\begin{array}{cc}
14 & 4-4 i \\
4+4 i & 6
\end{array}\right)
\end{aligned}
$$

Since $C C^{H}=C^{H} C$, the complex matrix $C$ is normal.
4.258 Is $D$ normal?

1

$$
\begin{aligned}
& D D^{H}=\left(\begin{array}{cc}
1 & i \\
1+i & 0
\end{array}\right)\left(\begin{array}{cc}
1 & 1-i \\
-i & 0
\end{array}\right)=\left(\begin{array}{cc}
2 & 1-i \\
1+i & 2
\end{array}\right) \\
& D^{H} D=\left(\begin{array}{cc}
1 & 1-i \\
-i & 0
\end{array}\right)\left(\begin{array}{cc}
1 & i \\
1+i & 0
\end{array}\right)=\left(\begin{array}{cc}
3 & i \\
-i & 1
\end{array}\right)
\end{aligned}
$$

Since $D D^{H} \neq D^{H} D$, the complex matrix $D$ is not normal.
4.259 Show that a [real] skew-symmetric matrix $A$ is normal.
$!$

$$
A A^{T}=A(-A)=(-A) A=A^{r} A
$$

4.260 Show that a [complex] skew-Hermitian matrix $A$ is normal.

$$
A A^{H}=A(-A)=(-A) A=A^{H} A
$$

4:261 Exhibit a real matrix that is normal but is not symmetric, skew-symmetric, or orthogonal.

1. One such is the matrix $A$ of Problem 4.255.
4.262 Shaw that the sum of a real scalar matrix $\{P r o b l e m 4.19]$ and a skew-symmetric matrix is normal; that is, show that $B=k J+A$ is normat whenever $A$ is skew-symmetric.
I $B^{T}=(k j+A)^{T}=(k I)^{T}+A^{T}=k I-A$. Then: $\quad B B^{T}=(k J+A)(k I-A)=k^{2} l-A^{2} \quad$ and $\quad B^{T} B=$ $(k J-A)(k J+A)=k^{2} J-A^{2}$. Sirce $\quad B B^{F}=B^{T} B$. the matrix $B$ is normal.

Theoren 4.11: A real $2 \times 2$ normal matrix is cither symmetric or the sum of a scalar matrix and a skew-symmetric matrix.
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4.263 Prove Theorem 4.11.

- If $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, then

$$
\begin{aligned}
& A A^{T}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)=\left(\begin{array}{ll}
a^{2}+b^{2} & a c+b d \\
a c+b d & c^{2}+d^{2}
\end{array}\right) \\
& A^{T} A=\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
a^{2}+c^{2} & a b+c d \\
a b+c d & b^{2}+d^{2}
\end{array}\right)
\end{aligned}
$$

Since $A A^{T}=A^{T} A$, we get the equations

$$
a^{2}+b^{2}=a^{2}+c^{2} \quad c^{2}+d^{2}=b^{2}+d^{2} \quad a c+b d=a b+c d
$$

The first equation yields $b^{2}=c^{2}$; hence $b=c$ or $b=-c$.
Case (i): $b=c \quad[$ which includes the case $b=-c=0$ ]. Then we obtain the symmetric matrix

$$
A=\left(\begin{array}{ll}
a & b \\
b & d
\end{array}\right)
$$

Case (ii): $b=-c \neq 0$. Then $a c+b d=b(d-a)$ and $a b+c d=b(a-d)$. Thus $b(d-a)=b(a-d)$,, and so $2 b(d-a)=0$. Since $b \neq 0$, we get $a=d$. Thus $A$ has the form

$$
A=\left(\begin{array}{rr}
a & b \\
-b & a
\end{array}\right)=\left(\begin{array}{ll}
a & 0 \\
0 & a
\end{array}\right)+\left(\begin{array}{rr}
0 & b \\
-b & 0
\end{array}\right)
$$

which is the sum of a scalar matrix and a skew-symmetric matrix.
4.264 Exhibit a normal complex matrix that is neither Hermitian, skew-Hermitian, nor unitary.

I See Problem 4.257.
4.16 SQUARE BLOCK MATRICES
4.265 Define square block marrix.

I A block matrix $A$ is called a square block matrix if (i) $A$ is a square matrix, (ii) the blocks form a square matrix [i.e., the numbers of horizontal and vertical partition lines are equal], and (iii) the diagonal blocks are square matrices.

Problems 4.266-4,268 refer to the following block matrices:

$$
A=\left(\begin{array}{cc:c:cc}
1 & 2 & 3 & 4 & 5 \\
1 & 1 & 1 & 1 & 1 \\
\hdashline 9 & 8 & 7 & 6 & 5 \\
3 & 3 & 3 & 3 & 3 \\
\hdashline 1 & 3 & 5 & 7 & 9
\end{array}\right) \quad\left(\begin{array}{cc:c:cc}
1 & 2 & 3 & 4 & 5 \\
1 & 1 & 1 & 1 & 1 \\
\hdashline 9 & 8 & 7 & 6 & 5 \\
\hdashline 3 & 3 & 3 & 3 & 3 \\
1 & 3 & 5 & 7 & 9
\end{array}\right) \quad C=\left(\begin{array}{ccccc}
1 & 2 & 3 & 4 & 5 \\
1 & 1 & 1 & 1 & 1 \\
\hdashline 9 & 8 & 7 & 6 & 5 \\
3 & 3 & 3 & 3 & 3 \\
\hdashline 1 & 3 & 5 & 7 & 9
\end{array}\right)
$$

4.266 Is $A$ a square block matrix?

No: Although $A$ is a $5 \times 5$ square matrix and is a $3 \times 3$ block matrix, the second and third diagonal blocks are not square matrices.

4:267 Is $B$ a square block matrix?
I Yes. .
4.268 Complete the partitioning of $C$ into a square block matrix.
$\int$ - One horizontal line is between the second and third rows; hence add a verticar line between the second and third columns. The other horizontal line is between the fourth and fifth rows; hence add a vertical line between the fourth and fifth columns. [The horizontal lines and the vertical lines musi be symmetrically placed to obtain a square block matrix.] This yields the square block matrix

## square matrices 0

$$
C=\left(\begin{array}{cc:cc:c}
1 & 2 & 3 & 4 & 5 \\
1 & 1 & 1 & 1 & 1 \\
9 & 8 & 7 & 6 & 5 \\
3 & 3 & 3 & 3 & 3 \\
\hdashline 1 & 3 & 5 & 7 & 9
\end{array}\right)
$$

4.269 Define block diagonal matrix.

A square block matrix $M$ is a block diagonal matrix if all-blocks off the diagonal are zero matrices; that is, if $M$ has the form

$$
M=\left(\begin{array}{cccc}
A_{1} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & A_{r}
\end{array}\right) \quad \text { (with } A_{i} \text { square) }
$$

Such a block diagonal matrix $M$ is frequently written $M=\operatorname{diag}\left[A_{1}, A_{2}, \ldots, A_{r}\right]$.
Problems 4.270-4.272 refer to the following matrices:

$$
A=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 2 \\
0 & 0 & 3
\end{array}\right) \quad B=\left(\begin{array}{lllll}
i & 2 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 \\
0 & 0 & 4 & 0 & 0 \\
0 & 0 & 5 & 0 & 0 \\
0 & 0 & 0 & 0 & 6
\end{array}\right) \quad C=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 2 & 0
\end{array}\right)
$$

4.270

Partition $A$ so that it becomes a block diagonal matrix with as many diagonal blocks as possible.
1

$$
A=\left(\begin{array}{c:cc}
1 & 0 & 0 \\
\hdashline 0 & 0 & 2 \\
0 & 0 & 3
\end{array}\right)
$$

4.271 Partition $B$ so that it becomes a block diagonal matrix with as many diagonal blocks as possible.

1

$$
B=\left(\begin{array}{ll:lll}
1 & 2 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 \\
\hdashline 0 & 0 & 4 & 0 & 0 \\
0 & 0 & 5 & 0 & 0 \\
\hdashline 0 & 0 & 0 & 0 & 6
\end{array}\right)
$$

4.272 Partition $C$ so it becomes a block diagonal matrix with as. many diagonal blocks as possible.

- Considered as a single $3 \times 3$ block, $C$ [or any other $3 \times 3$ matrix] is a block diagonal matrix; no further partitioning of $C$ is possible.

Problems 4.272-4.276 refer to the following block diagonal matrices of which corresponding diagonal blocks have the same size: $M=\operatorname{diag}\left[A_{1}, A_{2}, \ldots, A_{r}\right]$ and $N=\operatorname{diag}\left\{B_{1}, B_{2}, \ldots, B, f\right.$.
4.273 Find $M+N$.

- Simply add the diagonal blocks: $M+N=\operatorname{diag}\left\{A_{1}+B_{1}, A_{2}+B_{2}, \ldots, A_{r}+B_{r}\right]$.

Find $k M$.
(Simply muliply the diagonat blocks by $k: k M=\operatorname{diag}\left\{k A_{1}, k A_{2}, \ldots, k A_{r}\right\}$.
4.275 Find $M N$.

- Simply multiply corresponding diagonal blocks: $\quad M N=\operatorname{diag}\left(A_{1} B_{1}, A_{2} B_{2}, \ldots, A_{r} B_{r}\right)$.
4.276. Find $f(M)$ for a given polynomiat $f(x)$.
$\int$ Find $f\left(A_{i}\right)$ for each diagonal block $A_{i}$. Then, by Problems.4.273-4.27f, $f(M)=\operatorname{diag} f\left(A_{1}\right)=f\left(A_{2}\right)$, $\left.\cdots, f\left(A_{7}\right)\right\}$
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4.277 Define block upper triangular matrix.

I A square block matrix is a block upper triangular matrix if all blocks below the diagonal are zero matrices.
4.278 Define block lower triangular matrix.

I A square block matrix is a block lower triangular matrix if all blocks above the diagonal are zero blocks. [Alternatively, a block lower triangular matrix is the transpose of a block upper triangular matrix.]

Problems 4.279-4.281 refer to the following block matrices:

$$
A=\left(\begin{array}{cc:c}
1 & 2 & 0 \\
3 & 4 & 5 \\
\hdashline 0 & 0 & 6
\end{array}\right) \quad B=\left(\begin{array}{c:ccc}
\frac{1}{2} & 0 & 0 & 0 \\
5 & 0 & 0 \\
\hdashline 0 & \frac{6}{7} & 0 \\
\hline
\end{array}\right) \quad C=\left(\begin{array}{ll:l}
1 & 2 & 0 \\
3 & 4 & 5 \\
\hdashline 0 & 6 & 7
\end{array}\right)
$$

4.279. Is $A$ upper triangular? lower triangular?
. $A$ is upper triangular, but not lower triangular.
4.280 Is $B$ upper triangular? lower triangular?

I $B$ is lower triangular, but not upper triangular.
4.281 Is $C$ upper triangular? lower triangular?

IC is neither upper triangulas nor lower triangular. Furthermore, no other partitioning of $C$ will make it into either a block upper triangular matrix or a block lower triangular matrix.
4.282 Decompose an arbitrary square block matrix into the sum of a block upper triangular matrix and a block lower triangular matrix. Is the decomposition unique?

I

The decomposition is not unique, for the diagonal blocks can be split in an infinity of ways.

## CHAPTER 5 <br> Determinants

### 5.1 DETERMINANT FUNCTION. DETERMINANTS OF ORDER ONE

5.1 What notation is used for the determinant function?

IThe determinam of an $n$-square matrix $A=\left(a_{i j}\right)$ is denoted by det $A$ or det $\left(a_{i j}\right)$ or $|A|$ or

$$
\left|\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\hdashline a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right|
$$

The order of the determinant is the integer $n$.
5.2 Give the domain and range of the determinant function.

1. The determinant function assigns a scalar, det $A$, to each square matrix $A$. Accordingly, the domain of the determinant function consists of all square matrices and the range of the determinant function consists of all square matrices and the range of the determinant functions consists of all the scalars.
5.3 The determinant function is said to be mudtiplicative. What does this statement mean?

1 For any $n$-square matrices $A$ and $B, \quad \operatorname{det} A B=(\operatorname{det} A)(\operatorname{det} B)$. This basic result will be proved as Theorem 5.3.
5.4 Define the determinant of order one.

The determinant of a $1 \times 1$ matrix $A=\left(a_{11}\right)$ is the scalar $a_{11}$ itself. [Note that this definition is consistent with Problem 5.3.]
5.5 Find $\operatorname{det}(24), \operatorname{det}(-6)$, and $\operatorname{det}(i+2)$.

IThe determinant is the scalar itself; hence, $\operatorname{det} 24=24, \quad \operatorname{det}(-6)=-6, \quad$ and $\quad \operatorname{det}(t+2)=t+2$.
5.6 Show that the equation $a x=b$ has a unique solution if and only if $\operatorname{det}(a) \neq 0$.

I By Theorem 3.2, $a x=b$ has a unique solution if and only if $\operatorname{det}(a) \geqslant a \neq 0$.

### 5.2 DETERMINANTS OF ORDER TWO

5.7 . Define the determinam of order two.
$\|$ The determinant of a $2 \times 2$ matrix $A=\left\{a_{i j}\right\}$ is $\operatorname{det} A \equiv\left\{\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right\}=a_{11} a_{22}-a_{12} a_{21}$.
5.8. Give a mnemonic for the evaluation of the determinant of order two.

1


The determinant is equal to the product of the elements along the plus-fabeled arrow minus the product of the elements along the minus-labeled arrow. [There is an analogous scheme for determinants of order three, but not for higher-order determinants.)

Problems 5.9-5.13 concern the following matrices:

$$
A=\left(\begin{array}{ll}
5 & 4 \\
2 & 3
\end{array}\right) \quad B=\left(\begin{array}{rr}
2 & 1 \\
-4 & 6
\end{array}\right) \quad C=\left(\begin{array}{rr}
3 & -2 \\
4 & 5
\end{array}\right) \quad D=\left(\begin{array}{rr}
4 & -5 \\
-1 & -2
\end{array}\right) \quad E=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$
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5.9 Find det $A$.

$$
1\left|\begin{array}{ll}
5 & 4 \\
2 & 3
\end{array}\right|=(5)(3)-(4)(2)=15-8=7
$$

5.10 Find det $B$.

1 $\left|\begin{array}{rr}2^{-} & 1 \\ -4 & 6\end{array}\right|=(2)(6)-(1)(-4)=12+4=16$
5.11 Find det $C$.

- $\left|\begin{array}{rr}3 & -2 \\ 4 & 5\end{array}\right|=15+8=23$
5.12 Find det $D$.
$1\left|\begin{array}{rr}4 & -5 \\ -1 & -2\end{array}\right|=-8-5=-13$
5.13 Find det $E$.

1 $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|=a d-b c$
5.14. Find det $A$, where $A=\left(\begin{array}{cc}a-b & a \\ a & a+b\end{array}\right)$.

$$
\left|\begin{array}{cc}
a-b & a \\
a & a+b
\end{array}\right|=(a-b)(a+b)-(a)(a)=-b^{2}
$$

5.15. Find det $B$, where $B=\left(\begin{array}{cc}t-5 & 7 \\ -1 & t+3\end{array}\right)$.

$$
\left|\begin{array}{cc}
t-5 & 7 \\
-1 & t+3
\end{array}\right|=(t-5)(t+3)+7=t^{2}-2 t-15+7=t^{2}-2 t-8
$$

5.16 Determine those values of $k$ for which $\left|\begin{array}{cc}k & k \\ 4 & 2 k\end{array}\right|=0$.

$$
\text { ! }\left|\begin{array}{cc}
k & k \\
4 & 2 k
\end{array}\right|=2 k^{2}-4 k=0 \text {, or } 2 k(k-2)=0 \text {. Hence, } k=0 \text { or } k=2 \text {. }
$$

5.17 Determine those values of $t$ for which $\left|\begin{array}{cc}t-2 & 3 \\ 4 & t-1\end{array}\right|=0$.

1 | $\left|\begin{array}{cc}t-2 & 3 \\ 4 & t-1\end{array}\right|=t^{2}-3 t+2-12=t^{2}-3 z-10=0$, or $\quad(t-5)(t+2)=0$.
Hence, $t=5$ or $t=-2$.
5.18 Consider two linear equations in two unknowns:

$$
\begin{aligned}
& a_{1} x+b_{1} y=c_{1} \\
& a_{2} x+b_{2} y=c_{2}
\end{aligned}
$$

By Problem 3.14, the system has a unique solution if and only if $D \equiv a_{1} b_{2}-a_{2} b_{1} \neq 0$; that solution is

$$
x=\frac{b_{2} c_{1}-b_{1} c_{2}}{a_{1} b_{2}-a_{2} b_{1}} \quad y=\frac{a_{1} c_{1}-a_{2} c_{1}}{a_{1} b_{2}-a_{2} b_{1}}
$$

Express the solution completely in terms of determinants.

I

$$
x=\frac{N_{x}}{D}=\frac{b_{2} c_{1}-b_{1} c_{2}}{a_{1} b_{2}-a_{2} b_{3}}=\frac{\left|\begin{array}{ll}
c_{1} & b_{1} \\
c_{2} & b_{2}
\end{array}\right|}{\left|\begin{array}{ll}
a_{1} & b_{3} \\
a_{2} & b_{2}
\end{array}\right|} \quad y=\frac{N_{y}}{D}=\frac{a_{1} c_{2}-a_{2} c_{1}}{a_{1} b_{2}-a_{2} b_{1}}=\frac{\left|\begin{array}{ll}
a_{1} & c_{1} \\
a_{2} & c_{2}
\end{array}\right|}{\left|\begin{array}{ll}
a_{1} & b_{1} \\
a_{2} & b_{2}
\end{array}\right|}
$$

Here $D$, the determinant of the matrix of coefficients, appears in the denominator of both quotients. The numerators $N_{x}$ and $N_{y}$ of the quotients for $x$ and $y$, respectively, can be obtained by substituting the column of constant terms in place of the column of coefficients of the given unknown in the matrix of coefficients.
5.19 Solve by determinants: $\left\{\begin{array}{l}2 x-3 y=7 \\ 3 x+5 y=1\end{array}\right.$.

I The determinant $D$ of the matrix of coefficients is

$$
D=\left|\begin{array}{rr}
2 & -3 \\
3 & 5
\end{array}\right|=(2)(5)-(3)(-3)=10+9=19
$$

Since $D \neq 0$, the system has a unique solution. To obtain the numerator $N_{x}$ replace, in the matrix of coefficients, the coefficients of $x$ by the constant terms:

$$
N_{x}=\left|\begin{array}{rr}
7 & -3 \\
1 & 5
\end{array}\right|=(7)(5)-(1)(-3)=35+3=38
$$

To obtain the numerator $N_{y}$ replace, in the matrix of coefficients, the coefficients of $y$ by the constant terms:

$$
N_{y}=\left|\begin{array}{ll}
2 & 7 \\
3 & 1
\end{array}\right|=(2)(1)-(3)(7)=2-21=-19
$$

Thus the unique solution of the system is

$$
x=\frac{N_{x}}{D}=\frac{38}{19}=2 \quad \text { and } \quad y=\frac{N_{y}}{D}=\frac{-19}{19}=-1
$$

Solve by determinants: $\left\{\begin{array}{l}2 x=5+y \\ 3+2 y+3 x=0\end{array}\right.$.
| First arrange the system in standard form:

$$
\begin{aligned}
& 2 x-y=5 \\
& 3 x+2 y=-3 .
\end{aligned}
$$

The determinant $D$ of the matrix of coefficients is

$$
D=\left|\begin{array}{rr}
2 & -1 \\
3 & 2
\end{array}\right|=(2)(2)-(3)(-1)=4+3=7
$$

Since $D \neq 0$, the system has a unique solution. Now,
and

$$
N_{x}=\left|\begin{array}{rr}
5 & -1 \\
-3 & 2
\end{array}\right|=(5)(2)-(-3)(-1)=10-3=7
$$

$$
N_{s}=\left|\begin{array}{rr}
2 & 5 \\
3 & -3
\end{array}\right|=(2)(-3)-(3)(5)=-6-15=-21
$$

Thus the unique solution of the system is

$$
x=\frac{N_{s}}{D}=\frac{7}{7}=1 \quad \text { and } \quad y=\frac{N_{y}}{D}=\frac{-21}{7}=-3
$$

5.21 Solve by determinants: $\left\{\begin{array}{l}2 x-4 y=7 \\ 3 x-6 y=5\end{array}\right.$

I The determinant $D$ of the matrix of coefficients is

$$
D=\left|\begin{array}{cc}
2 & -4 \\
3 & -6
\end{array}\right|=(2)(-6)-(3)(-4)=-12+12=0
$$

Since $\quad D=0$, the system does not have a unique solution, and we cannot solve the system by determinants.
5.22 If $a b \neq 0$, solve using determinants: $\left\{\begin{array}{c}a x-2 b y=c \\ 3 a x-5 b y=2 c\end{array}\right.$

1 First find $D=\left|\begin{array}{cc}a & -2 b \\ 3 a & -5 b\end{array}\right|=-5 a b+6 a b=a b$. Since $D=a b \neq 0$, the system has a unique solution. Next find

$$
N_{x}=\left|\begin{array}{rr}
c & -2 b \\
2 c & -5 b
\end{array}\right|=-5 b c+4 b c=-b c \quad \text { and } \quad N_{y}=\left|\begin{array}{rr}
a & c \\
3 a & 2 c
\end{array}\right|=2 a c-3 a c=-a c
$$

Then $x=N_{x} / D=-b c / a b=-c / a$ and $y=N_{y} / D=-a c / a b=-c / b$.
5.23 Verify the multiplicative property [Problem 5.3] for determinants of order two.

1

$$
\begin{aligned}
& \quad A B=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)\left(\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right)=\left(\begin{array}{ll}
a_{11} b_{11}+a_{12} b_{21} & a_{11} b_{12}+a_{22} b_{22} \\
a_{21} b_{11}+a_{22} b_{21} & a_{21} b_{12}+a_{22} b_{22}
\end{array}\right) \\
& \operatorname{det} A B=\left(a_{11} b_{11}+a_{12} b_{21}\right)\left(a_{21} b_{12}+a_{22} b_{22}\right)-\left(a_{11} b_{12}+a_{12} b_{22}\right)\left(a_{21} b_{21}+a_{22} b_{21}\right) \\
& = \\
& a_{11} b_{11} a_{21} b_{12}+a_{11} b_{21} a_{22} b_{22}+a_{12} b_{21} a_{21} b_{12}+a_{12} b_{21} a_{22} b_{22} \\
& -a_{11} b_{12} a_{21} b_{11}-a_{11} b_{12} a_{22} b_{21}-a_{12} b_{22} a_{21} b_{11}-a_{12} b_{22} a_{22} b_{21}
\end{aligned}
$$

On the other hand,
$(\operatorname{det} A)(\operatorname{det} B)=\left(a_{11} a_{22}-a_{12} a_{21}\right)\left(b_{11} b_{22}-b_{12} b_{21}\right)$

$$
=a_{11} a_{22}^{(1)} b_{11} b_{22}-a_{11} a_{22}^{(2)} b_{12} b_{21}-a_{12} a_{21}^{(3)} b_{11} b_{22}+a_{12} a_{21}^{(1)} b_{12} b_{21}
$$

### 5.3 DETERMINANTS OF ORDER THREE

5.24 Define the deferminant of order three.

I The determinant of a 3 -square matrix $A=\left(a_{i j}\right)$ is

$$
\operatorname{det} A \equiv\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|=a_{11} a_{23} a_{33}+a_{12} a_{23} a_{31}+a_{33} a_{21} a_{32}-a_{13} a_{23} a_{31}-a_{12} a_{21} a_{33}-a_{11} a_{23} a_{32}
$$

5.25 Use Fig. 5-1 to obtain the determinant of

$$
A=\left(\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right)
$$

IForm the product of each of the three numbers joined by an. arrow in the diagram on the left, and precede each product by a plus sign as folkows:

$$
+a_{1} b_{2} c_{3}+b_{1} c_{2} a_{3}+c_{1} a_{2} b_{3}
$$

Fig. 5-1

Now form the product of each of the three numbers joined by an arrow in the diagram on the right, and precede each product by a minus sign as folfows:

$$
-a_{3} b_{2} c_{1}-b_{3} c_{2} a_{1}-c_{3} a_{2} b_{1}
$$

Then the determinant of $A$ is precisely the sum of the above two expressions:

$$
|A|=\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|=a_{1} b_{2} c_{3}+b_{1} c_{2} a_{3}+c_{2} a_{2} b_{3}-a_{3} b_{2} c_{1}-b_{3} c_{2} a_{1}-c_{3} a_{2} b_{1}
$$

[The above method of computing $|A|$ does not hold for determinants of order greater than 3.]

Problems 5.26-5.29 concern the following-matrices:

$$
A=\left(\begin{array}{rrr}
2 & 1 & 1 \\
0 & 5 & -2 \\
1 & -3 & 4
\end{array}\right) \quad B=\left(\begin{array}{rrr}
3 & -2 & -4 \\
2 & 5 & -1 \\
0 & 6 & 1
\end{array}\right) \quad C=\left(\begin{array}{rrr}
-2 & -1 & 4 \\
6 & -3 & -2 \\
4 & 1 & 2
\end{array}\right) \quad D=\left(\begin{array}{rrr}
7 & 6 & 5 \\
1 & 2 & 1 \\
3 & -2 & 1
\end{array}\right)
$$

5.26 Find $\operatorname{det} A$

I Use Fig. 5-1.

$$
\begin{aligned}
&\left|\begin{array}{rrr}
2 & 1 & 1 \\
0 & 5 & -2 \\
1 & -3 & 4
\end{array}\right|=(2)(5)(4)+(1)(-2)(1)+(1)(-3)(0)-(1)(5)(1)-(-3)(-2)(2)-(4)(1)(0) \\
&=40-2+0-5-12-0=21
\end{aligned}
$$

Find det $B$.
$1 \quad\left|\begin{array}{rrr}3 & -2 & -4 \\ 2 & 5 & -1 \\ 0 & 6 & 1\end{array}\right|=(3)(5)(1)+(-2)(-1)(0)+(-4)(6)(2)-(0)(5)(-4)-(6)(-1)(3)-(1)(-2)(2)$

$$
=15+0-48-0+18+4=-11
$$

5.28 Find det C.

$$
\text { I } \quad\left|\begin{array}{rrr}
-2 & -1 & 4 \\
6 & -3 & -2 \\
4 & 1 & 2
\end{array}\right|=12+8+24+48-4+12=100
$$

Find det $D$.
$1 \quad\left|\begin{array}{rrr}7 & 6 & 5 \\ 3 & 2 & 1 \\ 3 & -2 & 1\end{array}\right|=14+18-10-30+14-6=0$

## Find $\operatorname{det} A$.

- Expand by the first row, as in Problem 5.30.

$$
\begin{aligned}
\left|\begin{array}{rrr}
1 & 2 & 3 \\
4 & -2 & 3 \\
0 & 5 & -1
\end{array}\right| & \left.=\left|\begin{array}{rrrr}
1 & 2 & 3 \\
4 & -2 & 3 \\
0 & 5 & -1
\end{array}\right|-2\left|\begin{array}{|r|r|r}
\hline 1 & 2 & 3 \\
4 & -2 & 3 \\
0 & 5
\end{array}\right|+3\left|\begin{array}{|rr|r|}
\hline 1 & 2 & 3 \\
4 & -2 & 3 \\
0 & 5 & -1
\end{array}\right| \right\rvert\, \\
& =1\left|\begin{array}{rr}
-2 & 3 \\
5 & -1
\end{array}\right|-2\left|\begin{array}{rr}
4 & 3 \\
0 & -1
\end{array}\right|+3\left|\begin{array}{rr}
4 & -2 \\
0 & 5
\end{array}\right| . \\
& =1(2-15)-2(-4+0)+3(20+0)=-13+8+60=55
\end{aligned}
$$

5.32 Find det $B$.

$$
\begin{aligned}
\left|\begin{array}{lll}
2 & 3 & 4 \\
5 & 6 & 7 \\
8 & 9 & 1
\end{array}\right| & =2\left|\begin{array}{ll}
6 & 7 \\
9 & 1
\end{array}\right|-3\left|\begin{array}{ll}
5 & 7 \\
8 & 1
\end{array}\right|+4\left|\begin{array}{ll}
5 & 6 \\
8 & 9
\end{array}\right| \\
& =2(6-63)-3(5-56)+4(45-48)=27
\end{aligned}
$$

5.33 Find det $C$.

$$
\text { I. } \begin{aligned}
\left|\begin{array}{rrr}
2 & 3 & -4 \\
0 & -4 & 2 \\
1 & -1 & 5
\end{array}\right| & =2\left|\begin{array}{ll}
-4 & 2 \\
-1 & 5
\end{array}\right|-3\left|\begin{array}{ll}
0 & 2 \\
1 & 5
\end{array}\right|+(-4)\left|\begin{array}{ll}
0 & -4 \\
1 & -1
\end{array}\right| \\
& =2(-20+2)-3(0-2)-4(0+4)=-46
\end{aligned}
$$

Problems 5.34-5.36 refer to the following matrices:

$$
A=\left(\begin{array}{rrr}
2 & 0 & 1 \\
4 & 2 & -3 \\
5 & 3 & 1
\end{array}\right) \quad B=\left(\begin{array}{rrr}
2 & 0 & 1 \\
3 & 2 & -3 \\
-1 & -3 & 5
\end{array}\right) \quad C=\left(\begin{array}{rrr}
1 & 0 & 0 \\
3 & 2 & -4 \\
4 & 1 & 3
\end{array}\right)
$$

5.34 Find det $A$.

J $\quad\left|\begin{array}{rrr}2 & 0 & 1 \\ 4 & 2 & -3 \\ 5 & 3 & 1\end{array}\right|=2\left|\begin{array}{ll}2 & -3 \\ 3 & 1\end{array}\right|-0\left|\begin{array}{rr}4 & -3 \\ 5 & 1\end{array}\right|+1\left|\begin{array}{ll}4 & 2 \\ 5 & 3\end{array}\right|=2(2+9)+(12-10)=24-\cdots$

Find det $b$.
$I$

$$
\left|\begin{array}{rrr}
2 & 0 & 1 \\
3 & 2 & -3 \\
-1 & -3 & 5
\end{array}\right|=2(10-9)+1(-9+2)=-5
$$

$\div$
Find det $C$.

$$
\left|\begin{array}{rrr}
1 & 0 & 0 \\
3 & 2 & -4 \\
4 & 1 & 3
\end{array}\right|=1(6+4)=10
$$

[The calculations become more and more simple as there are more and more 0 in the expanding row-]
Problems 5.37-5.39 involve the matrix $A=\left(\begin{array}{lll}a_{1} & b_{1} & c_{1} \\ a_{2} & b_{2} & c_{2} \\ a_{2} & b_{3} & c_{3}\end{array}\right)$.
Express det $A$ as a linear combination of determinants of order two with coefficients from the second row.
I From Problem 5.24,

$$
\begin{aligned}
& \operatorname{det} A=a_{1} b_{2} c_{3}+\dot{a}_{2} b_{3} c_{2}+a_{3} b_{1} c_{2}-a_{2} b_{3} c_{3}-a_{2} b_{1} c_{3}-a_{3} b_{2} c_{1} \\
& =-a_{2}\left(b_{1} c_{3}-b_{3} c_{1}\right)+b_{2}\left(a_{1} c_{3}-a_{3} c_{1}\right)-c_{2}\left(a_{1} b_{3}-a_{3} b_{1}\right) \\
& =-a_{2}\left|\begin{array}{|l|ll}
a_{1} & b_{1} & c_{1} \\
\hline a_{2} & b_{2} & c_{2} \\
\hline a_{3} & b_{3} & c_{3}
\end{array}\right|+b_{2}\left|\begin{array}{l|l|l|}
a_{1} & b_{1} & c_{1} \\
\hline a_{2} & b_{2} & c_{2} \\
\hline a_{3} & b_{3} & c_{3}
\end{array}\right|-c_{2}\left|\begin{array}{ll|l|}
a_{1} & b_{1} & c_{1} \\
\hline a_{2} & b_{2} & c_{2} \\
\hline a_{3} & b_{3} & c_{3} \\
\hline
\end{array}\right|
\end{aligned}
$$

Express det $A$ as a linear combination of determinants of order two with coefficients from the third row.
I

$$
\begin{aligned}
& \operatorname{det} A=a_{1} b_{2} c_{3}+b_{1} c_{2} a_{3}+c_{1} a_{2} b_{3}-a_{3} b_{2} c_{1}-b_{3} c_{2} a_{1}-c_{3} a_{2} b_{3} \\
& =a_{3}\left(b_{1} c_{2}-b_{2} c_{1}\right)-b_{3}\left(a_{1} c_{2}-\dot{a}_{2} c_{1}\right)+c_{3}\left(a_{1} b_{2}-a_{2} b_{1}\right)
\end{aligned}
$$

As shown by Problems 5:30, 5.37, and 5.38, the signs of the coefficients in a row-expansion of a third-order determinant form a checkerboard pattern in the originat matrix:

$$
\left(\begin{array}{ccc}
+ & - & + \\
- & + & - \\
+ & - & +
\end{array}\right)
$$

One can also expand the determinant so that the coefficients come from a column rather than from a row. The same checkerboard pattefn works for the cohumns. Exhibit the three column-expansions of det $A$.

I

$$
\begin{array}{rlr}
\operatorname{det} A & \left.\left.=a_{1}\left|\begin{array}{ll}
b_{2} & c_{2} \\
b_{3} & c_{3}
\end{array}\right|-a_{2} \right\rvert\, \begin{array}{ll}
b_{3} & c_{1} \\
b_{3} & c_{3}
\end{array}\right\}+a_{3}\left|\begin{array}{ll}
b_{1} & c_{1} \\
b_{2} & c_{2}
\end{array}\right| & \text { first column } \\
& =-b_{1}\left|\begin{array}{ll}
a_{2} & c_{2} \\
a_{3} & c_{3}
\end{array}\right|+b_{2}\left|\begin{array}{ll}
a_{2} & c_{1} \\
a_{3} & c_{3}
\end{array}\right|-b_{3}\left|\begin{array}{ll}
a_{1} & c_{1} \\
a_{2} & c_{2}
\end{array}\right| \quad \text { second column } \\
& =c_{1}\left|\begin{array}{ll}
a_{2} & b_{2} \\
a_{3} & b_{3}
\end{array}\right|-c_{2}\left|\begin{array}{ll}
a_{2} & b_{1} \\
a_{3} & b_{3}
\end{array}\right|+c_{3}\left|\begin{array}{ll}
a_{3} & b_{1} \\
a_{2} & b_{2}
\end{array}\right| & \text { shird column }
\end{array}
$$

5.40 Give a criterion in terms of determinants which tells when the system

$$
\begin{aligned}
& a_{1} x+b_{1} y+c_{1} z=d_{1} \\
& a_{2} x+b_{2} y+c_{2} z=d_{2} \\
& a_{3} x+b_{3} y+c_{3} z=d_{3}
\end{aligned}
$$

has a unique solution, and express such a unique solution in terms of determinants.

## CHAPTER 5

1 The system has a unique solution if and only if the determinant of the matrix of coefficients is not zero：

$$
D=\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right| \neq 0
$$

In this case，the unique solution of the system can be expressed as quotients of determinants，

$$
x=\frac{N_{x}}{D} \quad y=\frac{N_{y}}{D} \quad z=\frac{N_{z}}{D}
$$

where the numerators $N_{x}, N_{y}$ ，and $N_{x}$ are obtained by replacing the column of coefficients of the unknown in the matrix of coefficients by the column of constant terms：

$$
N_{x}=\left|\begin{array}{lll}
d_{3} & b_{2} & c_{1} \\
d_{2} & b_{2} & c_{2} \\
d_{3} & b_{3} & c_{3}
\end{array}\right| \quad N_{y}=\left|\begin{array}{lll}
a_{1} & d_{1} & c_{1} \\
a_{2} & d_{2} & c_{2} \\
a_{3} & d_{3} & c_{3}
\end{array}\right| \quad N_{2}=\left|\begin{array}{lll}
a_{1} & b_{1} & d_{1} \\
a_{2} & b_{2} & d_{2} \\
a_{3} & b_{3} & d_{3}
\end{array}\right|
$$

Solve by determinants：

$$
\begin{array}{r}
2 x+y-z=3 \\
x+y+z=1 \\
x-2 y-3 z=4
\end{array}
$$

－First compute the－determinant $D$ of the matrix of coefficients：

$$
D=\left|\begin{array}{rrr}
2 & 1 & -1 \\
1 & 1 & 1 \\
1 & -2 & -3
\end{array}\right|=-6+1+2+1+4+3 \doteq 5
$$

Since $D \neq 0$ ，the system has a unique solution．Next evaluate $N_{s}, N_{y}$ ，and $N_{z}$ ，the numerators for $\boldsymbol{x}, y$ ． and $z$ ，respectively：

$$
\begin{aligned}
& N_{s}=\left|\begin{array}{rrr}
3 & 1 & -1 \\
1 & 1 & 1 \\
4 & -2 & -3
\end{array}\right|=-9+4+2+4+6+3=10 \\
& N_{y}=\left|\begin{array}{rrr}
2 & 3 & -1 \\
1 & 1 & 1 \\
1 & 4 & -3
\end{array}\right|=-6+3-4+1-8+9=-5 \\
& N_{z}=\left|\begin{array}{rrr}
2 & 1 & 3 \\
1 & 1 & 1 \\
1 & -2 & 4
\end{array}\right|=8+1-6-3+4-4=0
\end{aligned}
$$

Thus the unique solution is $x=N_{z} / D=2, y=N_{y} / D=-1, z=N_{z} / D=0$ ．
5.42

Solve，using determinants：

$$
\begin{aligned}
& 3 y+2 x=z+1 \\
& 3 x+2 z=8-5 y \\
& 3 z-1=x-2 y
\end{aligned}
$$

I First put the system in standard form with the unknowns appearing in columns：

$$
\begin{aligned}
2 x+3 y-z & =1 \\
3 x+5 y+2 z & =8 \\
x-2 y-3 z & =-1
\end{aligned}
$$

Compute the determinant $D$ of the matrix of coefficients：

$$
D=\left|\begin{array}{rrr}
2 & 3 & -1 \\
3 & 5 & 2 \\
1 & -2 & -3
\end{array}\right|=-30+6+6+5+8+27=22
$$

Since $D \neq 0$, the system has a unique solution. To compute $N_{x}, N_{y}$, and $N_{x}$, replace the coefficients of $x, y$, and $z$ in the matrix of coefficients by the constant terms:

$$
\begin{aligned}
& N_{x}=\left|\begin{array}{rrr}
1 & 3 & -1 \\
8 & 5 & 2 \\
-1 & -2 & -3 i
\end{array}\right|=-15-6+16-5+4+72=66 \\
& N_{y}=\left|\begin{array}{rrr}
2 & 1 & -1 \\
3 & 8 & 2 \\
1 & -1 & -3
\end{array}\right|=-48+2+3+8+4+9=-22 \\
& N_{z}=\left|\begin{array}{rrr}
2 & 3 & 1 \\
3 & 5 & 8 \\
1 & -2 & -1
\end{array}\right|=-10+24-6-5+32+9=44
\end{aligned}
$$

Hence $x=N_{z} / D=3, y=N_{y} / D=-1, z=N_{z} / D=2$.

### 5.4 PERMUTATIONS

5.43 Define a permusation.

I A permutation $\sigma$ of a finite set $\mathscr{F}$ is a one-to-one mapping of $\mathscr{F}$ into itself. In the usual case, we have $\mathscr{F}=\{1,2, \ldots, n\}$ and we employ the expanded notation

$$
\sigma=\left(\begin{array}{llll}
1 & 2 & \cdots & n \\
j_{1} & j_{2} & \cdots & j_{n}
\end{array}\right) . \quad \text { or } \quad \quad \sigma=j_{1} j_{2} \quad \cdots \quad j_{n}
$$

where $j_{i}=\sigma(i)$. There are $n!$ such permutations $\sigma$, and they compose a group [Section 6.5], denoted $S_{n}$ -
5.44 List the permuations in $S_{2}$.

1 There are $2!=2 \cdot 1=2$ permutations in $S_{2}: 12$ and 21 .
5.45 List the permutations in $S_{y}$.

IThere are $\cdot 3!=3 \cdot 2 \cdot 1=6$ permutations in $S_{3}: 123,132,213,231,312,321$.
5.46 Define the parity of a permutation.

I A permutation $\sigma$ is said to be even or odd according as there is an even or odd number of inversions in $\sigma$. By an inversion in $\sigma$ we mean a pair of integers $(i, k)$ such that $i>k$ but $i$ precedes $k$ in $\sigma$. The sign of $\sigma$, written sgn $\sigma$, is defined by

$$
\operatorname{sgn} \sigma=\left\{\begin{aligned}
1 & \text { if } \sigma \text { is even } \\
-1 & \text { if } \sigma \text { is odd }
\end{aligned}\right.
$$

5.47. Find the parity of $\sigma=35142$ (in $S_{s}$ ).

1 For each element, count the number of etements smaller than it and to the right of it. Thus: 3 . produces the inversions $(3,1)$ and $(3,2), 5$ produces the inversions $(5,1),(5,4),(5,2) ; 1$ produces no inversion; 4 produces the inversion ( 4,2 ); 2 produces no inversion. Since there are, in all, six inversions, $\sigma$ is even and $\operatorname{sgn} \sigma=1$.
5.48 Find the parity of the identity permutation $\varepsilon$.

IThe identity permutation $\varepsilon=123 \ldots n$ is even because there are no inversions in $\varepsilon$.
5.49 Find the parities of the peimutations in $S_{2}$.

- The permutation 12 is even and 21 is odd.
5.50. Find the pinities of the permutations in $\boldsymbol{S}_{3}$.

F The permutations 123, 231, and 312 are even, and the permitations 132,213 and 321 are odd.
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Prove that $S_{n}(n \geq 2)$ consists of equal numbers ( $n!/ 2$ ) of even and odd permutations.
I Use induction. By Problem 5.49, the theorem holds for $n=2$. With $n>2$, consider the arbitrary element

$$
\begin{equation*}
\sigma=j_{1} \ldots j_{1} j_{2+1} \ldots j_{n-1} \tag{1}
\end{equation*}
$$

of $S_{n-1}$. There are $n$ ways of inserting the symbol " $n$ " into (1)-just before $j_{1}$, just before $j_{2}, \ldots$, just before $j_{n-1}$, and just after $j_{n-1}$. Each way generates a distinct element $\sigma^{\prime}$ of $S_{n}$, and every element of $S_{n}$ is thereby accounted for.
Now, because in (l) all $j_{i}<n$, the number of inversions in $\sigma^{\prime}$ equals the number of inversions in $\sigma$ plus the number of the $j_{i}$ to the right of the inserted " $n$." The latter number being independent of the particular $\sigma$, we conclude that each element $\sigma$ in $S_{n-1}$ gives rise to $x$ elements $\sigma^{\prime}$ in $S_{n}$ of like parity io $\sigma$, and to $n-x$ elements of unlike parity. $\because$ By the inductive bypothesis, $S_{n-1}$ consists of $\alpha$ even permutations and $\beta$ odd permutations, where $\alpha=\beta$. Then $S_{n}$ consists of $\alpha x+\beta(n-x)$ even permutations and $\beta x+$ $\alpha(n-x)=\alpha x+\beta(n-x)$ odd permutations; and the proof is complete.
5.52 Define a transposition and determine its parity.

I A transposition is a permutation $\tau$ which interchanges two numbers, $i$ and $j>i$, and leaves the other numbers fixed:

$$
\tau=12 \ldots(i-1) j(i+1) \ldots(j-1) i(j+1) \ldots n
$$

There are $2(j-i-1)+1$ inversions in $\tau$; namely, $(j, i),(j, x),(x, i)$, where $x=i+1, \ldots, j-1$. Thus any transposition $\tau$ is odd.
5.53 Using transpositions, determine the parity of $\sigma=542163$ (in $S_{6}$ ).

I Transform $\sigma$ to the identity permutation using transpositions; such as,


Since an odd number, $S$, of transpositions was used [and since odd $\times$ odd $=$ odd], $\sigma$ is an odd permutation.
5.54 .. Let $\sigma=24513$ and $\tau=41352$ be permutations in $S_{s}$. Find the composition $\tau^{\circ} \sigma$.

I Recall that $\sigma=24513$ and $\tau=41352$ are short ways of writing

$$
\sigma=\left(\begin{array}{lllll}
1 & 2 & 3 & 4 & 5 \\
2 & 4 & 5 & 1 & 3
\end{array}\right) \quad \text { and } \quad \tau=\left(\begin{array}{lllll}
1 & 2 & 3 & 4 & 5 \\
4 & 1 & 3 & 5 & 2
\end{array}\right)
$$

Accordingly, the effect of $\sigma$ and then $\tau$ on $1,2, \ldots .5$ is as follows:

|  |  | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 5 |  |  |  |
|  | 1 | 1 | $\downarrow$ | $\downarrow$ | $\downarrow$ |
|  | 2 | 4 | 5 | 1 | 3 |
|  | 1 | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
|  | 1 | 5 | 2 | 4 | 3 |

Thus $\operatorname{ta} \sigma=\left(\begin{array}{lllll}1 & 2 & 3 & 4 & 5 \\ 1 & 5 & 2 & 4 & 3\end{array}\right)$, or $\operatorname{to\sigma }=15243$.

Let $\sigma$ and $\tau$ be the permutation in Problem 5.54. Find the composition $\sigma a \tau$.
f The effect of $\tau$ and then $\sigma$ on 1,2,... 5 is as follows:

$$
\begin{array}{cccccc} 
& 1 & 2 & 3 & 4 & 5 \\
& 1 & 1 & 1 & 1 & 1 \\
& 4 & 1 & 3 & 5 & 2 \\
& \vdots & \downarrow & 1 & 1 & 1 \\
& 1 & 2 & 5 & \vdots & 4
\end{array}
$$

Thus $\sigma \circ \tau=12534$.
Find the inverse $\sigma^{-1}$ of the permutation $\sigma$ in Problem 4.10.
$f$ By definition, $\sigma^{-1}(j)=k$ if and only if $\sigma(k)=j$; hence,

$$
\sigma^{-1}=\left(\begin{array}{lllll}
2 & 4 & 5 & 1 & 3 \\
1 & 2 & 3 & 4 & 5
\end{array}\right)=\left(\begin{array}{lllll}
1 & 2 & 3 & 4 & 5 \\
4 & 1 & 5 & 2 & 3
\end{array}\right) \quad \text { or } \quad \sigma^{-1}=41523
$$

5.57 Consider any permutation $\sigma=j_{1} j_{2} \ldots j_{n}$. Show that for each inversion $(i, k)$ in $\sigma$, there is a pair ( $i^{*}, k^{*}$ ) such that

$$
i^{*}<k^{*} \quad \text { and } \quad \sigma\left(i^{*}\right)>\sigma\left(k^{*}\right)
$$

and vice versa. Thus $\sigma$ is even or odd according as to whether there is an even or odd number of pairs satisfying (I).
$I$ Choose $i^{*}$ and $k^{*}$ so that $\sigma\left(i^{*}\right)=i$ and $\sigma\left(k^{*}\right)=k$. Then $i>k$ if and only if $\sigma\left(i^{*}\right)>\sigma\left(k^{*}\right)$, and $i$ precedes $k$ in $\sigma$ if and only if $i^{*}<k^{*}$.
5.58 Consider the polynomial $g\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=j}\left(x_{i}{ }^{-}-x_{i}\right)$. Write out explicitly $g\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$.
$\prod \prod_{i<j}\left(x_{i}-x_{i}\right)$ means the product of all terms $\left(x_{i}-x_{j}\right)$ for which $i<j$. Hence $g\left(x_{1}, \ldots, x_{4}\right)=$ $\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)\left(x_{1}-x_{4}\right)\left(x_{2}-x_{3}\right)\left(x_{2}-x_{4}\right)\left(x_{3}-x_{4}\right)$.
5.59 Let $\sigma$ be an arbirary permutation. For the polynomial $g$ of Problem 5.58, define $\sigma(\dot{g})=\prod_{i=j}\left(x_{w(i)}-x_{1,(i)}\right)$. Show that $\sigma(g)=(\operatorname{sgn} \sigma) g$.
: In expanded form.

$$
\begin{gathered}
\sigma(g)=\left(x_{\alpha(1)}-x_{*-(2)}\right)\left(x_{w(1)}-x_{w(n)}\right) \cdots\left(x_{\sigma(1)}-X_{w i n)}\right) \\
\cdot\left(x_{w+2)}-x_{w(n)}\right)\left(x_{w(2)}-x_{w(n)}\right) \cdots\left(x_{w i(2)}-x_{1(n)}\right) \\
\cdots \\
\cdot\left(x_{w(n-1)}-x_{u(n)}\right)
\end{gathered}
$$

Because $\sigma$ is one-one, each factor on the right has the form $x_{i}-x_{j}$, with $i \neq j$; however, if the pair $(i, j)=(\lambda, \nu)$ is represented in the produci, the pair $(i, j)=(\nu, \lambda)$ is not represented. Consequenily, $\sigma(g)=g$ or $\sigma(g)=-g$ according as there are an even or odd number of factors for which

$$
\begin{equation*}
i<j \quad \text { and } \quad \sigma(i)>\sigma(j) \tag{I}
\end{equation*}
$$

But then, by Problem 5.57. $\sigma(g)=g$ if $\sigma$ is an even permutation ( $\operatorname{sgn} \sigma=1$ ) and $\alpha(g)=-g$ if $\sigma$ is an odd permutation (sgn $\sigma=-1$ ).

5:60 Let $\sigma, \tau \in S_{n}$. Show that $\operatorname{sgn}(\tau \circ \sigma)=(\operatorname{sgn} \tau)(\operatorname{sgn} \sigma)$. Thus the product [composition] of two even or two odd permutations is even, and the product of an odd and an even permutation is odd.

- By Problem 5.59. sgn $(\div \cdot \sigma) g=(\tau \sigma \sigma)(g)=\tau(\sigma(g))=\tau((\operatorname{sgn} \sigma) g)=(\operatorname{sgn} \sigma)(\operatorname{sgn} \sigma) g$. Accordingly, $\operatorname{sgn}(\pi \circ \sigma)=(\operatorname{sgn} \tau)(\operatorname{sgn} \sigma)$ :

Find det $A$, where $A=\left(a_{i j}\right)$ is a $3 \times 3$ matrix.-
In $S_{3}$, the permutations 123, 231, and 312 are even, and the permutations 321,213 , and 132 are odd. Accordingly,

$$
\operatorname{det} A=a_{11} a_{22} a_{33}+a_{12} a_{23} a_{31}+a_{13} a_{21} a_{32}-a_{13} a_{22} a_{31}-a_{12} a_{21} a_{33}-a_{11} a_{23} a_{32}-
$$

This agrees with Problem 5.24.
5.66 Prove: The determinant of a matrix $A$ and its transpose $A^{T}$ are equal: $|A|=\left|A^{T}\right|$.
(1f $A=\left(a_{i j}\right)$, then $A^{T}=\left(b_{i j}\right)$ with $b_{i j}=a_{i j}$. Hence,

$$
\left.\mid A^{T}\right\}=\sum_{\sigma \in S_{n}}(\operatorname{sgn} \sigma) b_{1 \sigma(2)} b_{2 \sigma(2)} \cdots b_{n o(n)}=\sum_{\sigma \in S_{z}}(\operatorname{sgn} \sigma) a_{\sigma(1), 1} a_{\sigma(2), 2} \cdots a_{\sigma(n), n}
$$

Let $\tau=\sigma^{-1}$. By Problem 5.61, $\operatorname{sgn} \tau=\operatorname{sgn} \sigma$, and $a_{o(1), 1} a_{\sigma(2), 2} \cdots a_{o(n)-\pi}=a_{1+(1)} a_{2 v(2)} \cdots a_{n v(n)}$. Hence,

$$
\left.\mid A^{\dot{\tau}}\right\}=\sum_{o \in S_{n}}(\operatorname{sgn} \tau) a_{17(1)} a_{2 \tau(2)} \cdots a_{n m(n)}
$$

However, as $\sigma$ runs through all the elements of $S_{n,} \tau=\sigma^{-1}$ also runs through all the elements of $S_{\mu}$. Thus $\left|A^{T}\right|=|A|$. [ln consequence, for any theorem about the determinant of a matrix $A$ which concerns the rows of $A$, there will be an analogous theorem concerning the columns of $A$. This applies in particular to Theorem 5.1.]
Given the permutation $\sigma=j_{1} j_{2} \cdots j_{n}$, write $\sigma^{-1}=k_{1} k_{2} \cdots k_{n}$. Show that (a) $\operatorname{sgn} \sigma^{-1}=\operatorname{sgn} \sigma$; (b) for any scalars $a_{i j}, a_{i_{1},} a_{i_{2}} \cdots a_{i_{n} n}=a_{1 k_{1}} a_{2 k_{2}} \cdots a_{n k_{n}}$.
1 (a) By Problem 5.60, ( $\left.\operatorname{sgn} \sigma^{-1}\right)(\operatorname{sgn} \sigma)=\operatorname{sgn} \varepsilon=1$. (b) Since $\bar{\sigma}=j_{1} j_{2} \cdots j_{n}$ is a permutation, $a_{i_{1}} a_{j, 2} \cdots a_{j_{n}}=a_{1 k_{1}} a_{2 k_{1}} \cdots a_{n k_{n}}$, for some permutation $k_{1} k_{2} \cdots k_{n} \equiv \tau_{\text {. }}$. But, by the very notation,

$$
j_{k_{1}}=\sigma\left(k_{1}\right)=1 \quad i_{k_{2}} \doteq \sigma\left(k_{2}\right)=2 \quad \cdots \quad j_{k_{n}}=\sigma\left(k_{n}\right)=n
$$

which means that $\sigma \circ \tau=\varepsilon$, or $\tau=\sigma^{-1}$.

Find det $A$, where $A=\left(a_{i j}\right)$ is a $2 \times 2$ matrix.
In $S_{2}$, the permutation 12 is even and the permutation 21 is odd. Hence, $\operatorname{det} A=a_{11} a_{22}-a_{i 2} a_{21}$, in agreement with Problem 5.7.
Such a determinant is said to be of order n. By Problem 5.51, half of the summands in (1) carry a + , and half a -.

Find det $A$, where $A=\left(a_{11}\right)$ iṣ a $1 \times 1$ matrix.
I Since $S_{1}$ consists of the even identity permutation, $\operatorname{det} A=a_{11}$, in agreement with Problem 5.4.
where we have chosen to order the factors by now, making the sequence of second subscripts a permutation $\sigma=j_{1} j_{2} \cdots j_{n}$ in $S_{n}$. [The equivalent ordering by column is given by Problem 5.61, when the notation there is changed appropriately.] The determinant of $A$, denoted det $A$ or $|A|$, is the sum of all such products, with each product multiplied by sgn $\sigma$. That is,

$$
\begin{equation*}
|A|=\sum_{\sigma \in S_{n}}(\operatorname{sgn} \sigma) a_{1 j_{1}} a_{2 i_{2}} \cdots \dot{a}_{n j_{n}} \equiv \sum_{\nabla \in S_{n}}(\operatorname{sgn} \sigma) a_{1 \sigma(1)} a_{2 a(2)} \cdots a_{n \sigma(n)} \tag{1}
\end{equation*}
$$

If Consider a product of $n$ elements of $A$ such that no two elements are in the same row or the same columin. Such a product can be written in the form

$$
a_{1 i_{1}} a_{2 i_{2}} \cdots a_{n i_{n}}
$$

## DETERMINANTS $\square$

Prove: If $B$ is obtained from a square matrix $A$ by interchanging two rows (columns) of $A$, then $|B|=-|A|$.

1. We prove the theorem for the case that two columns are interchanged. Let $\tau$ be the transposition which interchanges the two numbers corresponding to the two columns of $A$ that are interchanged. If $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$, then $b_{i j}=a_{i+(j)}$. Hence, for any permutation $\sigma$,

$$
\begin{gathered}
\left.b_{10(1)} b_{2 \sigma(2)} \cdots b_{n \sigma(n)}=a_{1 \sigma \sigma(1)} a_{2 \tau \sigma(2)} \cdots a_{m+\sigma \sigma)} \quad \text { (with } \quad \tau \sigma \equiv \tau^{\circ} \sigma\right) \\
|B|=\sum_{\sigma \in S_{n}}(\operatorname{sgn} \sigma) a_{1 \tau \sigma(1)^{2 n \sigma(2)}} \cdots a_{n r o(n)}
\end{gathered}
$$

Since the transposition $\tau$ is an odd permutation [Problem 5.52], $\operatorname{sgn} \tau \sigma=(\operatorname{sgn} \tau)(\operatorname{sgn} \sigma)=-\operatorname{sgn} \sigma$, and so

$$
|B|=-\sum_{\sigma \in S_{n}}(\operatorname{sgn} \tau \sigma) a_{2 v o(0)} a_{2 v(2)} \cdots a_{m r o(n)}
$$

But as $\sigma$ runs through alt the elements of $S_{n}, \tau \sigma$ also runs through all the elements of $S_{n}$; hence $|B|=-|A|$.

Prove: If $B$ is obtained from a square matrix $A$ by multiplying a row (column) of $A$ by a scalar $k$, then $|B|=k|A|$.
1 If the ith row of $A$ is multiplied by $k$, then every term in (1) of Problem 5.62 is multiplied by $k$, and so $|B|=k|A|$.
5.69 Show that if $A$ has a row [column] of zeros, then $|A|=0$.

1 Each summand in (1) of Problem 5.62 contains a factor from every row, and so from the row of zeros.
Show that if $A$ has two identical rows [columns], then $|A|=0$.
1 If we interchange the two identical rows of $A$, we obtain the matrix $\dot{A}$. Hence, by Problem 5.67, $|A|=$ $-|A|$ and so $|A|=0$.
5.71 Let $\sigma$ be any permutation in $S_{n}$ other than the identity $\varepsilon$. Prove that $\sigma(i)<i$, for some $i$.

I Suppose, on the contrary, that $\sigma(i) \geq i$ for all $i$. Then. $\sigma(n)=n$ is forced. But now $\sigma\left(n^{-}-1\right)=$ $n-1$ is forced [because $\sigma(n-1)=n$ is ruled out by one-oneness]. Continuing the argument, we establish that $\sigma(i)=i$, for alt $i$. Thus, $\sigma=\varepsilon-\mathrm{a}$ contradiction.

For $A=\left(a_{i j}\right)$ upper or lower triangular, show that $|A|=a_{12} a_{22} \cdots a_{n n}$, the product of the diagonal elements of $A$. [Recall that a triangular matrix is a special upper triangular matrix.]

I Suppose $A$ upper triangular; then $a_{i j}=0$ whenever $i>j$. Let $\sigma$ be any permutation other than the identity permutation $\varepsilon$. By Problem 5.71, there exists an $i$ such that $\sigma(i)<i$, so that

$$
a_{1 \sigma(1)} a_{2 \sigma(2)} \cdots a_{n v(m)}=0
$$

for every permutation except $\varepsilon$. Hence, $|A|=a_{11} a_{n 2} \cdots a_{n n}$.

Problems 5:73-5:75 refer to the following matrices:

$$
A=\left(\begin{array}{rrrr}
5 & 6 & 7 & 8 \\
0 & 0 & 0 & 0 \\
1 & -3 & 5 & -7 \\
8 & 4 & 2 & 6
\end{array}\right) \quad B=\left(\begin{array}{rrrr}
5 & 6 & 7 & 6 \\
1 & -3 & 5 & -3 \\
4 & 9 & -3 & -9 \\
2 & 7 & 8 & 7
\end{array}\right) \quad C=\left(\begin{array}{rrrr}
2 & 3 & 4 & 5 \\
0 & -3 & 7 & -8 \\
0 & 0 & 5 & 6 \\
0 & 0 & 0 & 4
\end{array}\right)
$$

## Find det $A$.

Since $A$ has a row of zeros, del $A=0$. by Problem 5.69.
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5.74 Find det $B$.

- Since the second and fourth columns of $B$ are equal, det $B=0$, by Problem 5.70.


## Find det $C$.

- Since $C$ is triangular, det $C=-120$, the product of the diagonal entries.

Theorem 5.1: Let $B$ be obtained from a square matrix $A$ by an elementary row operation. (i) if two rows of $A$ were interchanged, then $|B|=-|A|$. (ii) If a row of $A$ was multiplied by a scalar $k$, then $|B|=k|A|$. (iii) If a multiple of a row was added to another row, then $|B|=|A|$.
5.76 Prove Theorem 5.1.

- Parts (i) and (ii) were proved as Problems 5.67 and 5.68. We now prove (iii). Suppose c times the $k$ th row is added to the $j$ th row of $A$. Using the symbol ~ to denote the $j$ th position in a determinant term, we have

$$
\begin{aligned}
|B| & =\sum_{k}(\operatorname{sgn} \sigma) a_{1 i_{1}} a_{2 i_{2}} \cdots \widehat{\left(c a_{k i_{k}}+a_{j i_{i}}\right)} \cdots a_{n i_{n}} \cdots \\
& =c \sum_{n}(\operatorname{sgn} \sigma) a_{1 i_{1}} a_{2 i_{2}} \cdots \widehat{a_{k i_{k}}} \cdots a_{n i_{n}}+\sum_{n}(\operatorname{sgn} \sigma) a_{1 i_{1}} a_{2 i_{2}} \cdots a_{j i_{j}} \cdots a_{m i_{n}}
\end{aligned}
$$

The first sum is the determinant of a matrix whose $k$ th and jth rows are identical; hence, by Problem 5.70, the sum is zero. The second sum is just the determinant of $A$.
5.77 Let $B$ be row equivalent to a square matrix $A$. Show that $|B|=0$ if and only if $|A|=0$.
I. By Theorem 5.1, the effect of an elementary row operation is to change the sign of the determinant or to multiply the determinant by a nonzéro scalar. Therefore $|B|=0$ if and only if $|A|=0$.
5.78 Define a singular and a nonsingular matrix.

A square matrix $A$ is singular if $\operatorname{det} A=0$ and is nonsingular if $\operatorname{det} A \neq 0$.

Theoren 5.2: For a square matrix $A$, the following are equivalent: (i) $\dot{A}$ is invertible; (ii) $A$ is nonsingular; (iii) $A X=0$ has only the zero solution.

### 5.79 Prove Theorem 5.2.

- The proof is by the Gaussian algorithm. If $A$ is invertible, it is row equivalent to $I$ [det $I=1 \neq 0$ ]; hence, $\operatorname{det} A \neq 0$, and $A$ is nonsingular. If $A$ is not invertible, it is row equivalent to a matrix with a zero row; hence, $\operatorname{det} A=0$, and $A$ is singular. Thus, (i) and (ii) are equivalent.

Similarly, if $A X=0$ has a unique solution $(X=0)$, $A$ must be row equivalent to a triangular matrix and therefore [Problem 5.72] nonsingular, and therefore [by the above] invertible. Conversely, if $A$ is invertible, with inverse $A^{-1}$, then

$$
A X=0 \Rightarrow A^{-1} A X=0 \Rightarrow X=0
$$

Thus (iii) and (i) are equivalent.

Problems 5.80-5.82 establish
Lemme 1: For any elementary matrix $E[$ Problem 4.108], $\quad|E A|=|E||A|$.

Prove that $\left|E_{1} A\right|=\left|E_{1}\right||A|$, where $E_{1}$ is the elementary matrix corresponding to the elementary row operation $e_{\text {, }}$ which interchanges two rows.

1 By Theorem 5.1(i), $\left|e_{1}(A)\right|=-|A|$. We have $\left|E_{1}\right|=\left|e_{1}(I)\right|=-|| |=-1$. Hence $| E_{1} A\left|=\left|e_{1}(A)\right|=\right.$ $-|A|=\left|E_{1}\right||A|$.

Prove that $\left|E_{2} A\right|=\left|E_{2}\right||A|$, where $E_{1}$ corresponds to the elementary row operation $e_{2}$ which multiplies a row by a nonzero scalar $k$.
IBy Theorem S.l(ii), $\left|\dot{\dot{e}_{2}}(A)\right|=k|A|$. We have $\left|E_{2}\right|=\left|e_{2}(I)\right|=k|I|=k$. Hence $\left|E_{2} A\right|=\left|e_{2}(A)\right|=$ $k|A|=\left|E_{2}\right||A|$.

Prove that $\left|E_{3} A\right|=\left|E_{3}\right||A|$, where $E_{3}$ corresponds to the elementary row operation $e_{3}$ which adds a multiple of one row to another row.
I By Theorem 5.1(iii); $\left|e_{3}(A)\right|=|A|$. We have $\left|E_{3}\right|=\left|e_{3}(I)\right|=|I|=1$. Hence $\left|E_{3} A\right|=\left|e_{3}(a)\right|=|A|=$ $\left|E_{3}\right||A|$.

Theorem 5.3: Let $A$ and $B$ be $n$-square matrices. Then $\operatorname{det} A B=(\operatorname{det} A)(\operatorname{det} B)$.

Prove Theorem 5.3.
I If $A$ is singular, then $A B$ is also singular [by Problem 4.124 and Theorem 5.2], and so $|A B|=0=$ $|A||B|$. On the other hand if $A$ is nonsingular, then [Theorem 4.3] $A=E_{p} \cdots E_{2} E_{1}$, a product of elementary matrices. Thus, by Lemma l,
and so

$$
|A|=\left|E_{p} \cdots E_{2} E_{1}\right|\left|=\left|E_{p}\right| \cdots\right| E_{2}| | E_{1}| | I\left|=\left|E_{p}\right| \cdots\right| E_{2}| | E_{1} \mid
$$

$$
|A B|=\left|E_{p} \cdots E_{2} E_{1} B\right|=\left|E_{p}\right| \cdots\left|E_{2}\right|\left|E_{1}\right| E| | B|=|A|| B \mid
$$

Verify Theorem 5.3 for the matrices of Problems 5.34 and 5.35.
1 As calculated, det $A=24$ and $\operatorname{det} B=-5$. We have

$$
A B=\left(\begin{array}{rrr}
2 & 0 & 1 \\
4 & 2 & -3 \\
5 & 3 & 1
\end{array}\right)\left(\begin{array}{rrr}
2 & 0 & 1 \\
3 & 2 & -3 \\
-1 & -3 & 5
\end{array}\right)=\left(\begin{array}{rrr}
3 & -3 & 7 \\
17 & 13 & -17 \\
18 & 3 & 1
\end{array}\right)
$$

Making use of Theorem 5.1 (iii), we find

$$
\begin{aligned}
\operatorname{det} \begin{aligned}
A B & =\left|\begin{array}{rrr}
3 & -3 & 7 \\
17 & 13 & -17 \\
18 & 3 & 1
\end{array}\right|=\left|\begin{array}{rrr}
3 & 0 & 10 \\
17 & 30 & 0 \\
18 & 21 & 19
\end{array}\right|=\left|\begin{array}{rrr}
3 & 0 & 10 \\
17 & 30 & 0 \\
0 & 21 & -41
\end{array}\right| \\
& =3(30)(-41)+10(17)(21)=-3690+3570=-120
\end{aligned},=-100
\end{aligned}
$$

and $-120 \doteq(24)(-5)$.
5.85. If $P$ is nonsingular, show that $\left|P^{-1} k=|P|^{-1}\right.$.

1 $P^{-1} P=1$. Hence $1=|A|=\left|P^{-1} P\right|=\left|P^{-1}\right||P|$, and so $\left|P^{-1}\right|=|P|^{-1}$.
5.86 Suppose that $B$ is similar to $A$; that is, suppose that there is a nonsingular matrix $P$ such that $B=P^{-1} A P$. Show that $|B|=|A|$.

1 Using Theorem 5.3 and Problem 5.85, $|B|=\left|P^{-1} A P\right|=\left|P^{-1}\right||A||P|:=|A|\left|P^{-1}\right||P|=|A|$. [Although the matrices $P^{-5}$ and $A$ need not commute, their determinants, as scalars; do commute.].
5.87. If $A$ is orthogonal, show that $|A|= - \pm 1$.

I By the definition $A A^{r}=1$ and Problem 5.56: $\left|A A^{\top}\right|=|A|\left|A^{\top}\right|=|A|^{2}=|I|=1$; hence $|A|= \pm 1$.
5.88 Let $D_{k}=k l$ be an $n$-square scalar matrix. Show that $\left|D_{k}\right|=k^{n}$.

1 By Problem S:72, $\left|D_{k}\right|=k \cdot k \cdot k \cdot \cdots \cdot k=k^{n}$.

Find $M_{21}$ and the minor $\left|M_{21}\right|$ of $A$ ．
Delete the second row and the first column of $A$ ：

$$
M_{21}=\left(\begin{array}{lll}
2 & 3 & 4 \\
5 & 6 & 7 \\
\hline 8 & 9 & 1
\end{array}\right)=\left(\begin{array}{ll}
3 & 4 \\
9 & 1
\end{array}\right) \text { and so }\left|M_{21}\right|=3-36=-33
$$

Find the cofactor $A_{21}$ ．
Multiply the minor $\left|M_{21}\right|$ by the $\operatorname{sign}(-1)^{2+1}=-1$ ；that is，$A_{21}=(-1)(-33)=33$ ．
5．94 Find the minor $\left|M_{22}\right|$ of $A$ ．
Delete the second row and second column from $A$ and then find the determinant：

$$
\left|M_{22}\right|=\left|\begin{array}{c|c|c}
2 & 3 & 4 \\
\hline 5 & 6 & 7 \\
8 & 9 & 1
\end{array}\right|=\left|\begin{array}{ll}
2 & 4 \\
8 & 1
\end{array}\right|=2-32=-30
$$

5.95 Find the cofactor $A_{32}$ ．

I Multiply the minor $\left|M_{22}\right|$ by the appropriate sign：$A_{32}=(-1)^{2+2}\left|M_{22}\right|=(+1)(-30)=-30$ ．
5．96 Find the minor $\left|M_{23}\right|$ of $A$ ．

$$
\left|M_{23}\right|=\left|\begin{array}{lll}
2 & 3 & 4 \\
\hline 5 & 6 & 7 \\
8 & 9 & 3
\end{array}\right|| |\left|\begin{array}{ll}
2 & 3 \\
8 & 9
\end{array}\right|=18-24=-6
$$
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5.97 Find the cofactor $A_{23}$.

$$
i \quad A_{23}=(-1)^{2+3}\left|M_{23}\right|=(-1)(-6)=6
$$

Find the cofactor of the 7 in $B$; that is, find $B_{23}$.

1

$$
\begin{aligned}
B_{23} & =(-1)^{2+3}\left|\begin{array}{rr|r|}
2 & 1 & -3 \\
\hline 5 & -4 & 7 \\
\hline 4 & 0 & 6 \\
\hline & -2 & -3 \\
3 & -2 & 5
\end{array}\right|=-\left|\begin{array}{rrr}
2 & 1 & 4 \\
4 & 0 & -3 \\
3 & -2 & 2
\end{array}\right| \\
& =-(0-9-32-0-12-8)=-(-61)=61
\end{aligned}
$$

5.99 Find the cofactor of the 2 in the last column of $B$; that is, find $B_{44}$.

1

$$
\begin{aligned}
B_{44} & =(-1)^{4+4}\left|\begin{array}{rrr}
2 & 1 & -3 \\
5 & -4 & 7 \\
4 & 0 & -6 \\
\hline 3 & -2 & 5
\end{array}\right| \begin{array}{rrr}
4 \\
\hline
\end{array}\left|=\left|\begin{array}{rrr}
2 & 1 & -3 \\
5 & -4 & 7 \\
4 & 0 & 6
\end{array}\right|\right. \\
& =-48+28+0-48-0-30=-98
\end{aligned}
$$

Theorem 5.4: (Laplace Expansion Theorem): The determinant of the $n$-square matrix $A=\left(a_{i j}\right)$ is equal to the sum of the products oblained by multiplying the elements of any row (column) by their respective cofactors:

$$
|A|=\sum_{i=1}^{\pi} a_{i j} A_{i j,} \quad \text { and } \quad|A|=\sum_{i=1}^{n} a_{i j} A_{i j}
$$

Prove Theorem 5.4.
E Each term in $|A|$ [see (1) of Problem 5.62] contains one and only one entry of the $i$ th row ( $a_{i 1}, a_{i 2}, \ldots, a_{i,}$ ) of $A$. Hence we can write $|A|$ in the form.

$$
|A|=a_{i 1} A_{i 1}^{*}+a_{i 2} A_{i 2}^{*}+\cdots+a_{i n} A_{i n}^{*}
$$

where $A_{i j}^{*}$ is the sum of terms involving no entry of the ith row of $A$. Thus the theorem is proved if we can show that

$$
A_{i j}^{*}=A_{i j} \equiv(-1)^{i+j}\left|M_{i j}\right|
$$

First we consider the case that $i=n, j=n$. Then the sum of terms in $|A|$ containing $a_{n n}$ is

$$
a_{n n} A_{n=1}^{*}=a_{n n} \sum_{n}(\operatorname{sgn} \sigma) a_{1,(1)} a_{2,12)} \cdots a_{n-1.0(n-1)}
$$

where we sum over all permutations $\sigma \in S$, for which $\sigma(n)=n$. However, this is equivalent to summing over all permutations of $\{1, \ldots, n-1\}$. [By Problem 5:5], sgn $\sigma(1) \ldots \sigma(n-1) n=\operatorname{sgn} \sigma(1) \ldots \sigma(n-1)$.]. Thus $A_{m}^{*}=\left|M_{m,}\right|=(-1)^{n+"}\left|M_{\text {mn }}\right|$.

Now we consider any $i$ and $j$. We interchange the ith row with each succeeding row untit it is last, and we interchange the $j$ th column with each succeeding column until it is last. Note that the determinant $\left|M_{i j}\right|$ is not affected since the relative positions of the other rows and columns are not affected by these interchanges. However, the sign of $|A|$ and of $A_{i j}^{*}$ is changed $n-i$ and then $n-i$ times. Accordingly,

$$
\left.A_{i j}^{*}=(-1)^{w-i+\cdots-j} \mid M_{i j}\right\}=(-1)^{i+i}\left|M_{i j}\right|
$$

5.101 Leri $A=\left(a_{i j}\right)$ be a nonzero $n$-square matrix with n $>1$. Give an atgorithm which reduces itse determinant of $A$ to a determinant of order $n-1$.

## 1 CHAPTER 5

1 Step 1. Choose an element $a_{i j}=1$ or, if lacking, $a_{i j} \neq 0$.
Step 2. Using $a_{i j}$ as a pivot, apply elementary row [column] operations to put Os in all the other positions in column $j$ [row $i$ ].
Step 3. Expand the determinant cofactors of column $\boldsymbol{j}$ [row $\boldsymbol{i}$ ].
If Step 2 involves multiplication of a row [column] by a scalar, the final answer must be adjusted according to Theorem 5.1(ii).
5.102 Compute the determinant of

$$
A=\left(\begin{array}{rrrr}
5 & 4 & 2 & 1 \\
2 & 3 & 1 & -2 \\
-5 & -7 & -3 & 9 \\
1 & -2 & -1 & 4
\end{array}\right)
$$

1 Use $a_{23}=1$ as a pivot to put 0 s in the other entries of the third column; that is, apply the row operations $R_{1} \rightarrow-2 R_{2}+R_{1}, \quad R_{3} \rightarrow 3 R_{2}+R_{3}$, and $R_{4} \rightarrow R_{2}+R_{4}$ : By Theorem 5.1 (iii), the value of the deferminant does not change by these operations.

$$
|A|=\left|\begin{array}{rrrr}
5 & 4 & 2 & 1 \\
2 & 3 & 1 & -2 \\
-5 & -7 & -3 & 9 \\
1 & -2 & -1 & 4
\end{array}\right|=\left|\begin{array}{rrrr}
1 & -2 & 0 & 5 \\
2 & 3 & 1 & -2 \\
1 & 2 & 0 & 3 \\
3 & 1 & 0 & 2
\end{array}\right|
$$

Now if we expand by the third column, we may negleat all terms which contain 0 . Thus

$$
\begin{aligned}
|A| & =(-1)^{2+3}\left|\begin{array}{rr|r|r}
1 & -2 & 0 & 5 \\
2 & 3 & 1 & -2 \\
\vdots & 2 & 0 & 3 \\
3 & 1 & 0
\end{array}\right|
\end{aligned}\left|=-\left|\begin{array}{rrr}
1 & -2 & 5 \\
1 & 2 & 3 \\
3 & 1 & 2
\end{array}\right|\right.
$$

5.103

Evaluate the determinant of

$$
A=\left(\begin{array}{rrrr}
2 & 5 & -3 & -2 \\
-2 & -3 & 2 & -5 \\
1 & 3 & -2 & 2 \\
-1 & -6 & 4 & 3
\end{array}\right)
$$

$f$ Use $a_{31}=1$ as a pivot and apply the row operations $R_{1} \rightarrow-2 R_{3}+R_{1}, \quad R_{2} \rightarrow 2 R_{3}+R_{2}$, and $R_{4} \rightarrow R_{3}+R_{4}$ :

$$
|A|=\left|\begin{array}{rrrr}
2 & 5 & -3 & -2 \\
-2 & -3 & 2 & -5 \\
1 & 3 & -2 & 2 \\
-1 & -6 & 4 & 3
\end{array}\right| \cdot\left|\begin{array}{rrrr}
0 & -1 & 1 & -6 \\
0 & 3 & -2 & -1 \\
1 & 3 & -2 & 2 \\
0 & -3 & 2 & 5
\end{array}\right|=+\left|\begin{array}{rrr}
-1 & 1 & -6 \\
3 & -2 & -1 \\
-3 & 2 & 5
\end{array}\right|=10+3-36+36-2-15=-4
$$

5.164

Evaluate the determinant of

$$
B=\left(\begin{array}{rrrr}
3 & -2 & -5 & 4 \\
1 & -2 & -2 & 3 \\
-2 & 4 & 7 & -3 \\
2 & -3 & -5 & 8
\end{array}\right)
$$

1 Use $b_{21}=1$ as a pivot and put 0 s in the other entries in the second row by the column operations $C_{2} \rightarrow 2 C_{1}+C_{2}, \quad C_{3} \rightarrow 2 C_{1}+C_{3}$ and $C_{4} \rightarrow-3 C_{1}+C_{4}$. Then

$$
|B|=\left|\begin{array}{rrrr}
3 & -2 & -5 & 4 \\
1 & -2 & -2 & 3 \\
-2 & 4 & -7 & -3 \\
2 & -3 & -5 & 8
\end{array}\right|=\left|\begin{array}{cccc}
3 & -2+2(3) & -5+2(3) & 4-3(3) \\
1 & -2+2(1) & -2+2(1) & 3-3(1) \\
-2 & 4+2(-2) & 7+2(-2) & -3-3(-2) \\
2 & -3+2(2) & -5+2(2) & 8-3(2)
\end{array}\right|
$$

$$
=\left|\begin{array}{rrrr}
3 & 1 & 1 & -5 \\
1 & 0 & 0 & 0 \\
-2 & 0 & 3 & 3 \\
2 & 1 & -1 & 2
\end{array}\right|=-\left|\begin{array}{rrr}
4 & 1 & -5 \\
0 & 3 & 3 \\
1 & -1 & 2
\end{array}\right|=-(24+3+\theta+15+12-0)=-54
$$

Probiems 5. 105-5.107 refer to the following matrices:

$$
A=\left(\begin{array}{rrrr}
1 & 2 & 2 & 3 \\
1 & 0 & -2 & 0 \\
3 & -1 & 1 & -2 \\
4 & -3 & 0 & 2
\end{array}\right) \quad B=\left(\begin{array}{rrrr}
2 & 1 & 3 & 2 \\
3 & 0 & 1 & -2 \\
1 & -1 & 4 & 3 \\
2 & 2 & -1 & 1
\end{array}\right) \quad C=\left(\begin{array}{rrrrr}
6 & 2 & 1 & 0 & 5 \\
2 & 1 & 1 & -2 & 1 \\
1 & 1 & 2 & -2 & 3 \\
3 & 0 & 2 & 3 & -1 \\
-1 & -1 & -3 & 4 & 2
\end{array}\right)
$$

5.105 Find det $A$.

1 Use $a_{21}=1$ as a pivot, and apply $C_{3} \rightarrow 2 C_{1}+C_{3}$ :

$$
\left.|A|=\left|\begin{array}{rrrr}
1 & 2 & 4 & 3 \\
\frac{1}{3} & 0 & 0 & 0 \\
3 & -1 & 7 & -2 \\
4 & -3 & 8 & 2
\end{array}\right|=-\left|\begin{array}{rrr}
2 & 4 & 3 \\
-1 & 7 & -2 \\
-3 & 8 & 2
\end{array}\right|=-(28+24-24+63+32+8)=-13\right\}
$$

5.106 Find det $B$.

I Use $b_{12}=1$ as a pivot, and apply $R_{3} \rightarrow R_{1}+R_{3}$ and $R_{4} \rightarrow-2 R_{1}+R_{4}$ :

$$
|B|=\left|\begin{array}{r|r|rr}
2 & 1 & 3 & 2 \\
3 & 0 & 1 & -2 \\
3 & 0 & 7 & 5 \\
-2 & 0 & -7 & -3
\end{array}\right|=-\left|\begin{array}{rrr}
3 & 1 & -2 \\
3 & 7 & 5 \\
-2 & -2 & -3
\end{array}\right|=\left[\left.\begin{array}{rrr}
3 & 1 & -2 \\
3 & 7 & 5 \\
2 & 7 & 3
\end{array} \right\rvert\,=63+10-42+28-105-9=-55\right.
$$

[Observe that we factored out -1 from the third row, so that the minus sign in front of the determinant became a plus sign. $\}$
5.107 Find det C.

1 First reduce $|C|$ to a determinant of order four, and then to a determinant of order three. Use $c_{2 z}=1$ as a pivot and apply $R_{1} \rightarrow-2 R_{2}+R_{1}, R_{3} \rightarrow-R_{2}+R_{3}$, and $R_{5} \rightarrow R_{2}+R_{9}$ :
$|C|=\left|\begin{array}{rrrrr}2 & 0 & -1 & 4 & 3 \\ 2 & 1 & 1 & -2 & 1 \\ -1 & 0 & 1 & 0 & 2 \\ 3 & 1 & 0 & 3 & -1 \\ 0 & -2 & 2 & 3\end{array}\right|=\left|\begin{array}{rrrr}2 & -1 & 4 & 3 \\ -1 & 1 & 0 & 2 \\ 3 & 2 & 3 & -1 \\ 1 & -2 & 2 & 3\end{array}\right|=\left|\begin{array}{rrrr}1 & -1 & 4 & -5 \\ 0 & 1 & 0 & 0 \\ 5 & 2 & 3 & -5 \\ -1 & -2 & 2 & 7\end{array}\right|$

$$
=\left|\begin{array}{rrr}
1 & 4 & -5 \\
5 & 3 & -5 \\
-1 & 2 & 7
\end{array}\right|=21.20+50+15+10-140=-24
$$

5.108

Evaluate the determinam of $A=\left(\begin{array}{ccc}\frac{1}{2} & -1 & -\frac{1}{3} \\ \frac{3}{3} & -\frac{1}{2} & -1 \\ 1 & -4 & 1\end{array}\right)$

- First multiply the first row by 6 and the second row by 4. Then

$$
6-4|A|=24|A|=\left|\begin{array}{ccc}
3 & -6 & -2 \\
3 & 2 & -4 \\
7 & -4 & 1
\end{array}\right|=6+24+24+4-48+18=28
$$

Hence $|A|=28 i 24=716$. Observe that the original mutuplications eliminated the fractions so the arithmetic is simpler.\}

Evaluate the determinant of

$$
A=\left(\begin{array}{ccc}
t+3 & -1 & 1 \\
5 & t-3 & 1 \\
6 & -6 & t+4
\end{array}\right)
$$

1 Add the second column to the first column, and then add the third column to the second column to produce 0 :

$$
|A|=\left|\begin{array}{ccc}
t+2 & 0 & 1 \\
t+2 & t-2 & 1 \\
0 & t-2 & t+4
\end{array}\right|
$$

Now factor $t+2$ from the first column and $t-2$ from the second column to get

$$
|A|=(t+2)(t-2)\left|\begin{array}{ccc}
1 & 0 & 1 \\
1 & 1 & 1 \\
0 & 1 & t+4
\end{array}\right|
$$

Finally subtract the first column from the third column to obtain

$$
|A|=(t+2)(t-2)\left|\begin{array}{ccc}
1 & 0 & 0 \\
1 & 1 & 0 \\
0 & 1 & t+4
\end{array}\right|=(t+2)(t-2)(t+4)
$$

5.110 Describe the Gaussian elimination algorithm for calculating the determinant of an $n$-square matrix $A=\left(a_{i j}\right)$.

IThe algorithm uses Gaussian elimination to transform $A$ into an upper triangular matrix [whose determinant is the product of its diagonal entries; Problem ${ }^{-5.72 \text { ]. Since the algorithm involves exchanging }}$ rows, which changes the sign of the determinant, one must keep track of such changes using some variable, say SIGN. The algorithm will also use "pivoting"; that is, the element with the greatest absolute value will be used as the pivot. The algorithm follows.

Step I. Set $\operatorname{SIGN}=0$. [This initializes the variable SIGN.]
Step 2. Find the entry $a_{i}$, in the first column with greatest absolute value. (a) If $a_{i+1}=0$, then set det $A=0$ and Exir. (b) If $i \neq 1$, then interchange the first and ith rows and set $\mathrm{SIGN}=\mathrm{SIGN}+1$.
Step 3. Use $a_{11}$ as a pivot and elementary row operations of the form $R_{p} \rightarrow k R_{4}+R_{p}$ to put 0 selow $a_{11}$.
Step 4. Repeat Steps 2 and 3 with the submatrix obtained by deleting the first row and the first column.
Step 5. Continue the above process until $A$ is an upper triangular matrix.
Step 6. Set det $A=(-1)^{\text {sicin }} a_{11} a_{22} \cdots a_{1,1}$, and ExIr.
Note that the operation $R_{r} \rightarrow k R_{p}$, which is permitted in the Gaussian algorithm for a system of linear equations, is barred here, as it changes the value of the determinant.
5.111 Find the determinant of

$$
A=\left(\begin{array}{rrr}
3 & 8 & 6 \\
-2 & -3 & 1 \\
5 & 10 & 15
\end{array}\right)
$$

using the Gaussian elimination algorithm of Problem 5.110

I

$$
A \sim\left(\begin{array}{rrr}
5 & 10 & 15 \\
-2 & -3 & 1 \\
3 & 8 & 6
\end{array}\right) \sim\left(\begin{array}{rrr}
5 & 10 & 15 \\
0 & 1 & 7 \\
0 & 2 & -3
\end{array}\right) \sim\left(\begin{array}{rrr}
5 & 10 & 15 \\
0 & 2 & -3 \\
0 & 1 & 7
\end{array}\right) \sim\left(\begin{array}{rrr}
5 & 10 & 15 \\
0 & 2 & -3 \\
0 & 0 & 17 / 2
\end{array}\right)
$$

$A$ is now in (upper) triangular form and $\operatorname{SIGN}=2$, since there were two interchanges of rows. Hence, $|A|=(-1)^{\text {SiciN }}(5)(2)(1712)=85$.
5.112 Let $A=\left(a_{i j}\right)$ be an $n \times n$ matrix and let $B$ be the matrix obtained from $A$ by replacing the ith row of $A$ by the row vector ( $b_{i 1} \ldots b_{i n}$ ). Show that

$$
|B|=\sum_{j=1}^{n} b_{i j} A_{i j}
$$

(
\| Let $B=\left(b_{i j}\right)$. By Theorem 5.4,

$$
|B|=\sum_{i=1}^{n} b_{i j} B_{i j}
$$

But $B_{i j}$ does not depend upon the $i t h$ row of $B, B_{i j}=A_{i j}$ for $j=1, \ldots, n$.
5.113 Use Problem 5.112 to establish the generalized Laplace expansion theorem:

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i j} A_{k j}=\delta_{i k}|A| \tag{l}
\end{equation*}
$$

I If $i=k$, (1) is just Theorem 5.4. If $i \neq k$, choose $\left(b_{i,}, \ldots, b_{i n}\right)=\left(a_{k 1}, \ldots, a_{k m}\right)$ in Problem 5.112, so that

$$
|B|=\sum_{i=1}^{n} a_{k j} A_{i j}
$$

But $|B|=0$, since $B$ has two identical rows; thus (1) again holds $\mathfrak{f w i t h}$ the free indices $i$ and $k$ interchanged].

Applying (1) to $A^{\top}$ gives the analogous "column" result

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i j} A_{i k}=\delta_{j k}|A| \tag{2}
\end{equation*}
$$

### 5.7 CLASSICAL ADJOINT

5.114 Define the classical adjoint of a square matrix $A$.

IThe classical adjoint [traditionally, just "adjoint"] of $A$, denoted adj $A$, is the transpose of the matrix of cofactors of $A$.
5.115 Find $\operatorname{adj} A$ for the matrix:

$$
A=\left(\begin{array}{lll}
2 & 3 & 4 \\
5 & 6 & 7 \\
8 & 9 & 1
\end{array}\right)
$$

(First find the nine cofactors $A_{i j}$ of $A$ :

$$
\begin{array}{lll}
A_{11}=+\left|\begin{array}{ll}
6 & 7 \\
9 & 1
\end{array}\right|=-57 & A_{12}=-\left|\begin{array}{ll}
5 & 7 \\
8 & 1
\end{array}\right|=51 & A_{13}=+\left|\begin{array}{ll}
5 & 6 \\
8 & 9
\end{array}\right|=-3 \\
A_{21}=-\left|\begin{array}{ll}
3 & 4 \\
9 & 1
\end{array}\right|=33 & A_{22}=+\left|\begin{array}{ll}
2 & 4 \\
8 & 1
\end{array}\right|=-30 & A_{23}=-\left|\begin{array}{ll}
2 & 3 \\
8 & 9
\end{array}\right|=6 \\
A_{31}=+\left|\begin{array}{ll}
3 & 4 \\
6 & 7
\end{array}\right|=-3 & A_{32}=-\left|\begin{array}{ll}
2 & 4 \\
5 & 7
\end{array}\right|=6 & A_{33}=+\left|\begin{array}{ll}
2 & 3 \\
5 & 6
\end{array}\right|=-3
\end{array}
$$

Take the transpose of the above matrix of cofactors:

$$
\operatorname{adj} A=\left(\begin{array}{rrr}
-57 & 33 & -3 \\
51 & -30 & 6 \\
-3 & 6 & -3
\end{array}\right)
$$

5.116 Find adj $A$ for the arbitary 2 -square matzix $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$.

1

$$
\operatorname{adj} A=\left(\begin{array}{ll}
+|d| & -|c| \\
-|b| & +|a|
\end{array}\right)^{\top}=\left(\begin{array}{rr}
d & -c \\
-b & a
\end{array}\right)^{\top}=\left(\begin{array}{rr}
d & -b \\
-c & a
\end{array}\right)
$$

5.117 Sliow that $\operatorname{adj}(\operatorname{adj} A)=A$ for the matrix in Problem 5.116.

1

$$
\operatorname{adj}(\operatorname{djj} A)=a d j\left(\begin{array}{cc}
a & -b \\
-c & a
\end{array}\right)=\left(\begin{array}{cc}
+|a| & -1-c \mid \\
-|-b| & +|a|
\end{array}\right)=\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)^{T}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=A
$$
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Theorem 5.5: For any square matrix $A$,

$$
A(\operatorname{adj} A)=(\operatorname{adj} A) A=\operatorname{diag}(|A|,|A|, \ldots,|A|) \equiv|A| I
$$

5.118 Prove Thcorem 5.5.

I Simply rewrite (1) and (2) of Problem 5.113 in matrix form.
5.119 Assuming that $|A| \neq 0$, show that $A^{-1}=(1 /|A|)(\operatorname{adj} A)$.

I By Theorem 5.5, when $|A| \neq 0$.

$$
A \frac{1}{|A|}(\operatorname{adj} A)=\frac{1}{|A|}(\operatorname{adj} A) A=I
$$

whence, by definition, $A^{-1}=(1 /|A|)(\operatorname{adj} A)$.

$$
\text { In Problems } 5: 120-5.123, \quad A=\left(\begin{array}{lll}
1 & 2 & 3 \\
2 & 3 & 4 \\
1 & 5 & 7
\end{array}\right)
$$

5.120 Find $\operatorname{det} A$.
| $|A|=21+8+30-9-20-28=2$
5.121 Find adj $A$.

$$
\operatorname{adj} A=\left(\begin{array}{lll}
+\left|\begin{array}{ll}
3 & 4 \\
5 & 7
\end{array}\right| & -\left|\begin{array}{ll}
2 & 4 \\
1 & 7
\end{array}\right|+\left|\begin{array}{ll}
2 & 3 \\
1 & 5
\end{array}\right| \\
-\left|\begin{array}{ll}
2 & 3 \\
5 & 7
\end{array}\right| & +\left|\begin{array}{ll}
1 & 3 \\
1 & 7
\end{array}\right| & -\left|\begin{array}{ll}
1 & 2 \\
1 & 5
\end{array}\right| \\
+\left|\begin{array}{ll}
2 & 3 \\
3 & 4
\end{array}\right| & -\left|\begin{array}{ll}
1 & 3 \\
2 & 4
\end{array}\right|+\left|\begin{array}{rr}
1 & -10 \\
1 & 7 \\
1 & 3
\end{array}\right|
\end{array}\right)^{T}=\left(\begin{array}{rrr}
1 & 1 & -1 \\
-1 & 2 & -1
\end{array}\right)^{\boldsymbol{1}}=\left(\begin{array}{rr}
4 & 2 \\
7 & -3
\end{array}\right)
$$

5.122 Verify that $A(\operatorname{adj} A)=|A| I$.

$$
A(\operatorname{adj} A)=\left(\begin{array}{rrr}
1 & 2 & 3 \\
2 & 3 & 4 \\
1 & 5 & 7
\end{array}\right)\left(\begin{array}{rrr}
1 & 1 & -1 \\
-10 & 4 & 2 \\
7 & -3 & -1
\end{array}\right)=\left(\begin{array}{lll}
2 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 2
\end{array}\right)=2\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=|A| I
$$

5.123 Use adj $A$ to find $A^{-1}$.

1 Since $\mid A\} \neq 0$,

$$
A^{-1}=\frac{1}{|A|}(\operatorname{adj} A)=\frac{1}{2}\left(\begin{array}{rrr}
1 & 1 & -1 \\
-10 & 4 & 2 \\
7 & -3 & -1
\end{array}\right)=\left(\begin{array}{rrr}
\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} \\
-5 & 2 & 1 \\
\frac{2}{2} & -\frac{3}{2} & -\frac{1}{2}
\end{array}\right)
$$

In Problems 5.124-5.127. $A=\left(\begin{array}{rrr}2 & 3 & -4 \\ 0 & -4 & 2 \\ 1 & -1 & 5\end{array}\right)$.
5.124 Find det $A$.

$$
||A|=-40+6+0-16+4+0=-46
$$

5.125 Find adj $A$.

1 First find the nine cofactors $A_{i j}$ of $A$ :

$$
A_{13}=+\left|\begin{array}{ll}
-4 & 2 \\
-1 & 5
\end{array}\right|=-18 \quad A_{12}=-\left|\begin{array}{ll}
0 & \frac{2}{1} \\
5
\end{array}\right|=2 \quad A_{13}=+\left|\begin{array}{ll}
0 & -4 \\
11 & -1
\end{array}\right|=4
$$

$$
\begin{array}{lll}
A_{21}=-\left|\begin{array}{rr}
3 & -4 \\
-1 & 5
\end{array}\right|=-11 & A_{22}=+\left|\begin{array}{rr}
2 & -4 \\
1 & 5
\end{array}\right|=14 & A_{23}=-\left|\begin{array}{rr}
2 & 3 \\
1 & -1
\end{array}\right|=5 \\
A_{31}=+\left|\begin{array}{rr}
3 & -4 \\
-4 & 2
\end{array}\right|=-10 & A_{32}=-\left|\begin{array}{rr}
2 & -4 \\
0 & 2
\end{array}\right|=-4 & A_{33}=+\left|\begin{array}{rr}
2 & 3 \\
0 & -4
\end{array}\right|=-8
\end{array}
$$

Titien adj $A$ is the transpose of the matrix of cofactors:

$$
\operatorname{adj} A=\left(\begin{array}{rrr}
-18 & -11 & -10 \\
2 & 14 & -4 \\
4 & 5 & -8
\end{array}\right)
$$

Verify that $A(\operatorname{adj} A)=|A| I$.

$$
\text { I } A(\operatorname{adj} A)=\left(\begin{array}{rrr}
2 & 3 & -4 \\
0 & -4 & 2 \\
1 & -1 & 5
\end{array}\right)\left(\begin{array}{rrr}
-18 & -11 & -10 \\
2 & 14 & -4 \\
4 & 5 & -8
\end{array}\right)=\left(\begin{array}{rrr}
-46 & 0 & 0 \\
0 & -46 & 0 \\
0 & 0 & -46
\end{array}\right)=-46\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=-46 I=|A| I
$$


Since $|A| \neq 0$,

$$
A^{-1}=\frac{1}{|A|}(\text { adj } A)=\left(\begin{array}{rrr}
-18 j-46 & -111 /-46 & -10 /-46 \\
2 /-46 & 14 /-46 & -4 /-46 \\
4 /-46 & 5 /-46 & -8 /-46
\end{array}\right)=\left(\begin{array}{rrr}
9 / 23 & 11 / 46 & 5 / 23 \\
-1 / 23 & -7 / 23 & 2 / 23 \\
-2 / 23 & -5 / 46 & 4 / 23
\end{array}\right) .
$$

In Problems 5.128-5.130, $B=\left(\begin{array}{lll}1 & 1 & 1 \\ 2 & 3 & 4 \\ 5 & 8 & 9\end{array}\right)$

Find $|B|$

1. $|B|=27+20+16-15-32-18=-2$

Find adj $B$.

Find $B^{-1}$, using adj $B$.
$\|$ Because $|B| \neq 0$,

$$
B^{-1}=\frac{1}{|B|}(\operatorname{adj} B)=\frac{1}{-2}\left(\begin{array}{rrr}
-5 & -1 & 1 \\
2 & 4 & -2 \\
1 & -3 & 1
\end{array}\right)=\left(\begin{array}{ccc}
5 / 2 & 1 / 2 & -1 / 2 \\
-1 & -2 & 1 \\
-1 / 2 & 3 / 2 & -1 / 2
\end{array}\right)
$$

5.13] Prove that a square matrix is singular if and only if its classical adjoint is singular.

I If matrix $A$ is nonsingular, so that $|A| \neq 0$. Theorem 5.5 shows that $\operatorname{adj} A$ has the inverse $|A|^{-1} A$; hence adj $A$ is also nonsingular.

On the other hand. if $A$ is singular but nonzera. Theorem 5.5 gives. $A$ adj $A=0$. which implies that $\operatorname{adj} A$ is not invertible and is therefore singular. (If an inverse $B$ existed. then $0=0 B=A(\operatorname{adj} A) B T=$ A.) Finally, if $A=0$ [singular], then : adj $A=0$ |singular].
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5.132 Let $A$ be $n$-square ( $n \geq 2$ ). Show that

I By Theorem 5.5, $A$ adj $A=|A| I$, whence $|A||\operatorname{ladj} A|=|A|^{n}$. If $|A| \neq 0$, cancellation gives (1). If $|A|=0=|\operatorname{adj} A| \quad$ [Problem 5.131], then (1) holds trivially.
5.133 Let $A$ be $n$-square ( $n \geq 2$ ) and nonsingular. Show that

$$
\begin{equation*}
\operatorname{adj}(\operatorname{adj} A)=|A|^{n-2} A \tag{I}
\end{equation*}
$$

I By Theorem 5.5 and Problem 5.132, $(\operatorname{adj} A)[\operatorname{adj}(\operatorname{adj} A)]=|A|^{n-1} I$, and premultiplication by $A$ yields

$$
|A|[\operatorname{adj}(\operatorname{adj} A)]=|A|^{n-1} A
$$

Now multiply through by $|A|^{-1}$ to oblain (1).
5.134 Suppose that $A$ is upper [lower] triangular. Show that adj $A$ is upper [lower] triangular.

I Let $A=\left(a_{i j}\right)$ and $\operatorname{adj} A=\left(b_{i j}\right)$. If $A$ is upper triangular, then, for $i<j$, the submatrix $M_{i j}$ of $A$ is also upper triangular and $M_{i j}$ has one or more $O_{s}$ on its diagonal. Hence $\left|M_{i j}\right|=0$. Therefore, for ${ }^{{ }^{\circ} i}{ }^{i}<j$, $b_{i j}=A_{i j}=\left|M_{i j}\right|=0$, and so adj $A$ is upper triangular.
5.135 If $A$ is diagonal, show that adj $A$ is diagonal.

II $A$ is diagonal, then $A$ is both upper and lower triangular. Hence adj $A$ is both upper and lower triangular, and so adj $A$ is diagonal.

### 5.8 VOLUME AS A DETERMINANT

5.136 How are determinants related to area and volume?
$\int$ Let $u_{1}, u_{2}, \ldots, u_{n}$ be vectors (arrows) in $\mathbf{R}^{n}$. Let $\mathscr{S}$ be the parallelopiped formed by the vectors and let $A$ be the matrix with rows $u_{1}, u_{2}, \ldots, u_{n}$. Then the volume of $\mathscr{\mathscr { C }}$ (or: area of $\mathscr{\mathscr { L }}$, when $n=2$ ), denoted $V(\mathscr{P})$, is equal to the absolute value of $\operatorname{det} A$.
5.137 Lei $u_{1}=(2,3)$ and $u_{2}=(5,1)$ be vectors in $R^{2}$. Draw the parallelogram $\mathscr{\varphi}$ determined by the vectors (arrows).

I See Fig. 5-2.


Fig. 5-2
5.138 Verify the result of Problem 5.136 for the parallelogram of Problem 5.137.

1 With $A=\left(\begin{array}{ll}2 & 3 \\ j & 1\end{array}\right)=\left(\begin{array}{ll}u_{11} & u_{13} \\ u_{31} & u_{22}\end{array}\right)$, we have

$$
A A^{T}=\left(\begin{array}{ll}
u_{1} \cdot u_{1} & u_{1} \cdot u_{2} \\
u_{2} \cdot u_{1} & u_{2} \cdot u_{2}
\end{array}\right) \quad \text { whence } \quad(\operatorname{det} A)^{2}=\left(u_{1} \cdot u_{1}\right)\left(u_{2} \cdot u_{2}\right)-\left(u_{1} \cdot u_{3}\right)^{2}
$$

But, by Problem 1.177 [valid for the subspace $R^{2}$ of $R^{3}$ ],

$$
\left(u_{1} \cdot u_{1}\right)\left(u_{2} \cdot u_{2}\right)-\left(u_{1} \cdot u_{2}\right)^{2}=\left\|u_{1} \times u_{2}\right\|^{2}=\left(\left\|u_{1}\right\|\left\|u_{2}\right\| \sin \vartheta\right)^{2}=[V(\mathscr{P})]^{2}
$$

Consequently, $V(\mathscr{P})=\sqrt{(\operatorname{det} A)^{2}}=|\operatorname{det} A|$.
5.139 Find $V(\mathscr{Y})$ for the parallelopiped $\mathscr{\varphi}$ in $\mathbf{R}^{v}$ determined by the vectors $u_{1}=(2,5,2) . \quad u_{2}=(4,2,3)$, and $u_{3}=(1,1,4)$ in $R^{3}$.
I Evaluate the determinant of the matrix

$$
A=\left(\begin{array}{lll}
2 & 5 & 2 \\
4 & 2 & 3 \\
1 & 1 & 4
\end{array}\right)
$$

|A|=16+15+8-4-6-80=-51 \quad whence \quad V(\mathscr{S})=51
\]

5.140 Let $u_{1}$ and $u_{2}$ be vectors [arrows] in $\mathbf{R}^{2}$ and let $A$ be the matrix with rows $u_{1}$ and $\mu_{2}$. Give a geometric condition that determines whether det $A$ is positive, zero or negative.
I If the smallest rotation that brings $u_{1}$ into $u_{z}$ is counterclockwise [clockwise], det $A$ is positive [negative]. If $u_{1}$ is in the same or opposite direction as $u_{2}$, then $\operatorname{det} A$ is zero.
5.141 Let $u_{1}, u_{2}$, and $u_{3}$ be vectors (arrows) in $\mathbf{R}^{3}$. Let $A$ be the matrix with rows $u_{1}, u_{2}, u_{3}$. Give a geometric condition that determines whether det $A$ is positive, zero, or negative.
I det $A$ is positive or negative according as $u_{1}, u_{2}, u_{3}$ form a right- or left-handed coordinate system. Ifthe' three vectors lie in a plane, then $\operatorname{det} A$ is zero.
5.142 Show that the vectors- $u_{1}=(1,2,4), u_{2}=(2,1,-3)$, and $u_{3}=(5,7,9)$ lie in a plane.

1

$$
\left|\begin{array}{rrr}
1 & 2 & 4 \\
2 & 1 & -3 \\
5 & 7 & 9
\end{array}\right|=9-30+56-20+21-36=0
$$

for else note that $\left.u_{3}=3 u_{1}+u_{2}\right]$.
5.143 Find the volume $V(\mathscr{\mathscr { S }})$ of the parallelopiped $\mathscr{S}$ in $\mathbf{R}^{4}$ determined by the vectors $u_{1}=(2,-1,4,-3), \quad u_{2}=$ $(-1,1,0,2), \quad u_{3}=(3,2,3,-1), u_{3}=(1,-2,2,3)$.

I Evaluate the following determinant:

$$
\begin{aligned}
&\left|\begin{array}{rrrr}
2 & -1 & 4 & -3 \\
-1 & 1 & 0 & 2 \\
3 & 2 & 3 & -1 \\
1 & -2 & 2 & 3
\end{array}\right|\left|\begin{array}{r}
1 \\
0
\end{array}\right| \begin{array}{rrr}
-1 & 4 & -1 \\
5 & 2 & 0 \\
-1 & 0 & -5 \\
-2 & 2 & 7
\end{array}\left|=\left|\begin{array}{rrr}
1 & 4 & -1 \\
5 & 3 & -5 \\
-1 & 2 & 7
\end{array}\right|\right. \\
&=21+20-10-3+10-140=-102
\end{aligned}
$$

Hence $V(\mathscr{F})=102$.

### 5.9 CRAMER'S RULE. BLOCK MATRICES

Theorem 5.6 (Cramer's Rule): Let $A \dot{X}=B$ be an $n \times n$ system of linear equations with nonsingular coefficient matrix $A=\left(a_{i j}\right)$. Let $A_{i}$ be the matrix obtained from $A$ by replacing the $i$ it column of $A$ by the column vector $B$. Let $D \equiv|A|$, and let $N_{i} \equiv|A ;|$ for $T=1,2 \ldots, n$. Then the system has ibe unique solution $x_{i}=N_{i} / D \quad(i=1,2, \ldots, n)$.
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5.14 Prove Theorem 5.6.
$\therefore$ By Problem 5.112 [column version], $N_{i}=\sum_{k=1}^{n} b_{k} A_{k i}$. Hence,

$$
\sum_{i=1}^{n} a_{i j} x_{j}=\sum_{j=1}^{n} a_{i j}\left(\frac{1}{D} \sum_{k=1}^{n} b_{k} A_{k j}\right)=\frac{1}{D} \sum_{j=1}^{n}\left(\sum_{j=1}^{n} a_{i j} A_{k j}\right) b_{k}
$$

By (1) of Problem 5.113, the sum over $j$ has the value $\delta_{i j} D$; we then have

$$
\sum_{i=1}^{n} a_{i j} x_{j}=\frac{1}{D} \sum_{k=1}^{n} \delta_{i k} D b_{k}=\frac{1}{D}\left(D b_{j}\right)=b_{i}
$$

This solution is unique because $A$ is nonsingular.
5.145 . Use Cramer's Rule to solve the system:

$$
\begin{aligned}
x_{1}+x_{2}+x_{3}+x_{4} & =2 \\
x_{1}+2 x_{2}+3 x_{3}+4 x_{4} & =2 \\
2 x_{1}+3 x_{2}+5 x_{3}+9 x_{4} & =2 \\
x_{1}+x_{2}+2 x_{3}+7 x_{4} & =2
\end{aligned}
$$

## 1 Compute

$$
\begin{gathered}
D=|A|=\left|\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 \\
2 & 3 & 5 & 9 \\
1 & 1 & 2 & 7
\end{array}\right|=2 . \\
N_{2}=\left|\begin{array}{llll}
1 & 2 & 1 & 1 \\
1 & 2 & 3 & 4 \\
2 & 2 & 5 & 9 \\
1 & 2 & 2 & 7
\end{array}\right|=18 \quad N_{3}=\left|\begin{array}{llll}
1 & & \left|\begin{array}{llll}
2 & 1 & 1 & 1 \\
2 & 2 & 3 & 4 \\
1 & 2 & 2 & 1 \\
2 & 3 & 5 & 9 \\
2 & 1 & 2 & 7
\end{array}\right|=-4 \\
2 & 3 & 2 & 9 \\
1 & 1 & 2 & 7
\end{array}\right|=-12 \quad
\end{gathered}
$$

Then, $\quad x_{1}=N_{1} / D=-2, \quad x_{2}=N_{2} / D=9, \quad x_{3}=N_{3} / D=-6, \quad x_{4}=N_{4} / D=1$.
5.146 Use Cramer's Rule to solve the system

$$
\begin{aligned}
2 x_{1}+x_{2}+5 x_{3}+x_{4}= & 5 \\
x_{1}+x_{2}-3 x_{3}-4 x_{4}= & 1 \\
3 x_{1}+6 x_{2}-2 x_{3}+x_{4}= & 8 \\
2 x_{1}+2 x_{2}+2 x_{3}-3 x_{4}= & 2
\end{aligned}
$$

I Compute

$$
\begin{aligned}
& D=\left|\begin{array}{rrrr}
2 & 1 & 5 & 1 \\
1 & 1 & -3 & -4 \\
3 & 6 & -2 & 1 \\
2 & 2 & 2 & -3
\end{array}\right|=-120 \quad N_{1}=\left|\begin{array}{rrrr}
5 & 1 & 5 & 1 \\
-1 & 1 & -3 & -4 \\
8 & 6 & -2 & 1 \\
2 & 2 & 2 & -3
\end{array}\right|=-240 \\
& N_{2}=\left|\begin{array}{rrrr}
2 & 5 & 5 & 1 \\
1 & -1 & -3 & -4 \\
3 & 8 & -2 & 1 \\
2 & 2 & 2 & -3
\end{array}\right|=-24 \quad N_{3}=\left|\begin{array}{rrrr}
2 & 1 & 5 & 1 \\
1 & 1 & -1 & -4 \\
3 & 6 & 8 & 1 \\
2 & 2 & 2 & -3
\end{array}\right|=0 \quad N_{4}=\left|\begin{array}{rrrr}
2 & 1 & 5 & 5 \\
1 & 1 & -3 & -1 \\
3 & 6 & -2 & 8 \\
2 & 2 & 2 & 2
\end{array}\right|=-96 \\
& \text { Then, } x_{1}=N_{1} / D=2, \quad x_{2}=N_{2} / D=1 / 5, \quad x_{3}=N_{3} / D=0, \quad x_{4}=N_{4} / D=4 / 5 \text {. }
\end{aligned}
$$

5.147 Investigate the system

$$
\begin{array}{r}
x_{1}+x_{2}+x_{3}+x_{4}=5 \\
x_{1}+2 x_{2}+3 x_{3}+4 x_{3}=3 \\
4 x_{1}+x_{2}+2 x_{3}+3 x_{3}=7 \\
3 x_{1}+2 x_{2}+3 x_{3}+4 x_{4}=2
\end{array}
$$

Since

$$
D=\left|\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 \\
4 & 1 & 2 & 3 \\
3 & 2 & 3 & 4
\end{array}\right|=0
$$

Cramer's Rule cannot be used to solve the system. In fact, the system is inconsistent and has no solution. To see this, subtract twice the fourth equation from the sum of the first three, obtaining $0=13$.
5.148 Suppose $M=\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is a square block matrix. Show that $\operatorname{det} M=(\operatorname{det} A)(\operatorname{det} B)$.

1 Suppose $A=\left(a_{i j}\right)$ is $r$-square, $B=\left(b_{i j}\right)$ is $s$-square, and $M=\left(m_{i j}\right)$ is $n$-square, where $n=r+s$. By definition,

$$
\operatorname{det} M=\sum_{\sigma \in S_{n}}(\operatorname{sgn} \sigma) m_{1 \sigma(i)} m_{2 \sigma(2)} \therefore m_{n \sigma(n)}
$$

If $i>r$ and $\cdot j \leq r$, then $m_{i j}=0$. Thus we need only consider those permutations $\sigma$ such that $\sigma\{\vec{r}+1$, $r+2, \ldots, r+s\}=\{r+1, r+2, \ldots, r+s)$ and, therefore $\sigma\{1,2, \ldots, r\}=\{1,2, \ldots, r\}$. Let $\sigma_{1}(k)=\sigma(k)$ for $k \leq r$, and let $\sigma_{2}(k)=\sigma(r+k)-r$ for $k \leq s$. Then
which implies $\operatorname{det} M=(\operatorname{det} A)(\operatorname{det} B)$.
5.149 Suppose $M$ is an upper [lower] triangular block matrix with [square] diagonal blocks $A_{1}, A_{2}, \ldots, A_{n}$. Show that $\operatorname{det} M=\left(\operatorname{det} A_{7}\right)\left(\operatorname{det} A_{2}\right) \cdots\left(\operatorname{det} A_{n}\right)$.
1 The proof is by induction on $n$, using Problem 5.148 for the case $n=2$. Write

$$
M=\left(\begin{array}{cc}
B & C \\
0 & A
\end{array}\right)
$$

.By the induction hypothesis, $|B|=\left|A_{1}\right|\left|A_{2}\right| \cdots\left|A_{n-1}\right| \cdot$ Hence $|M|=\left\{B| | A_{n}\left|=\left|A_{1}\right|\right| A_{2}|\cdots| A_{n-1}| | A_{n} \mid\right.$.
5.150 Find $|M|$ if

$$
M=\left(\begin{array}{rr:rrr}
2 & 3: & 4 & 7 & 8 \\
-1 & 5 & 3 & 2 & 1 \\
\hdashline 0 & 0 & 2 & 1 & 5 \\
0 & 0 & 3 & -1 & 4 \\
0 & 0 & 5 & 2 & 6
\end{array}\right)
$$

1. Note that $M$ is an upper triangular block matrix. Evaluate the determinant of each diagonal block:

$$
\left|\begin{array}{rr}
2 & 3 \\
-1 & 5
\end{array}\right|=10+3=13 \quad\left|\begin{array}{rrr}
2 & 1 & 5 \\
3 & -1 & 4 \\
5 & 2 & 6
\end{array}\right|=-12+20+30+25-16-18=29
$$

Then $|M|=(13)(29)=377$.
5.151 Find det $M$, where

$$
M=\left(\begin{array}{lllll}
3 & 4 & 0 & 0 & 0 \\
2 & 5 & 0 & 0 & 0 \\
0 & 9 & 2 & 0 & 0 \\
0 & 5 & 0 & 6 & 7 \\
0 & 0 & 4 & 3 & 4
\end{array}\right)
$$
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1 Partition $M$ into a lower triangular block matrix, as follows:

$$
M=\left(\begin{array}{cc:c:cc}
3 & 4 & 0 & 0 & 0 \\
2 & 5 & 0 & 0 & 0 \\
\hdashline 0 & 9 & 2 & 0 & 0 \\
\hdashline 0 & 5 & 0 & 6 & 7 \\
0 & 0 & 4 & 3 & 4
\end{array}\right)
$$

Evaluate the determinant of each diagonal block:

$$
\left|\begin{array}{ll}
3 & 4 \\
2 & 5
\end{array}\right|=15-8=7 \quad \quad|2|=2 \quad\left|\begin{array}{ll}
6 & 7 \\
3 & 4
\end{array}\right|=24-21=3
$$

Hence $|M|=(7)(2)(3)=42$.

### 5.10 SUBMATRICES, GENERAL MINORS, PRINCIPAL MINORS

5.152 Let $A=\left(a_{i j}\right)$ be an $n$-square matrix. Let $i_{1}, i_{2}, \ldots, i_{r}(r<n)$ be an ordered set of row indices, and let $j_{1}, j_{2}, \ldots, j_{r}$, be an ordered set of column indices. Define the submatrix of $A$ corresponding to these index sets.
!

$$
\underset{i_{1},-i_{2}}{j_{1}} \cdots \cdots i_{r}=\left(\begin{array}{cccc}
a_{i_{1}, i_{2}} & a_{i_{r}, j_{2}} & \cdots & a_{i_{1}} \\
a_{i_{2}-j_{2}} & a_{i_{2}, j_{2}} & \cdots & a_{i_{2}, j_{2}} \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right)
$$

The submatrix is of order $r$.
5.153 Define a minor of order $r$, and the associated signed minor, of an $n$-square matrix $A$.

- The determinant $\mid A_{i_{1}, i_{2} \ldots, j_{r}}^{\left.j_{1}, j_{2} \ldots \ldots j_{r}\right\}}$ of a submatrix of order $r$ is termed a minor of order $r$, and

$$
(-1)^{i_{1}+i_{2}+\cdots+i_{r}+i_{1}+i_{2}+\cdots+i_{r}}\left|A_{i_{1}, i_{2} \cdots i_{r}, i_{r}}^{j_{1}-i_{2} \cdots i_{1}}\right|
$$

is the corresponding signed minor. Note that a minor of order $n-1$ is a minor in the sense of Problem 5.90.
5.154 Refer to Problem 5.153. Show that a signed minor of order $n-1$ is just a cofactor, as defined in Problem 5.91.
Let $\left|A_{i_{1} \cdot i_{2} \cdots \cdots j_{0-1}}^{j_{1} \cdot j_{0} \cdots}\right|$ omit the ith row and jth column of $A$. Then, with $s \equiv 1+2+\cdots+n$, we have

$$
(i+j)+\left(i_{1}+i_{2}+\cdots+i_{n-1}+j_{1}+j_{2}+\cdots+j_{n-1}\right)=\left(i+i_{1}+\cdots+i_{n-1}\right)+\left(j+j_{1}+\cdots+j_{n-1}\right)=2 s
$$

which implies that

$$
(-1)^{i_{1}+i_{2}+\cdots+i_{n-8}+i_{1}+j_{2}+\cdots+j_{n-1}}=(-1)^{i+j}
$$

5.155 Compute the minor $\left|A_{3.5}^{1.4}\right|$ and its signed minor if $A=\left(a_{i j}\right)$ is a 5 -square matrix.

IT The subscripts 3 and 5 refer to the rows of $A$, and the superscripts 1 and 4 refer to the columns of $A$. Hence

$$
\left|A_{3.5}^{\prime .4}\right|=\left|\begin{array}{ll}
a_{31} & a_{34} \\
a_{51} & a_{54}
\end{array}\right|=a_{31} a_{54}-a_{3+51} \quad \text { and } \quad(-1)^{3+5+1+1}\left|A_{3.5}^{1.5}\right|=-\left|A_{3.5}^{1.1}\right|
$$

5.156

Find the complementary minor of $\left|\mathcal{A}_{3.5}^{1.2}\right|$ in Problem 5.155.
I Find the complement in $A$ of the submatrix $A_{3.5}^{1,-4}$ and take its determinant:

$$
\left|A_{1,2,4}^{2,3}\right|=\left|\begin{array}{lll}
a_{32} & a_{13} & a_{15} \\
a_{23} & a_{23} & a_{15} \\
a_{32} & a_{33} & a_{35}
\end{array}\right|
$$

5.15\% When is a minor a principal minor?

1 When the row and column indices of the submatrix are the same; i.e., when the diagonal elements of the minor come from the diagonal of the matrix.

Problems 5.158-5.162 refer to. the following-minors of a 5 -square matrix $A=\left(a_{5 j}\right)$ :

$$
M_{1}=\left|\begin{array}{lll}
a_{22} & a_{24} & a_{25} \\
a_{42} & a_{34} & a_{45} \\
a_{52} & a_{54} & a_{55}
\end{array}\right| \quad M_{2}=\left|\begin{array}{lll}
a_{31} & a_{13} & a_{15} \\
a_{21} & a_{23} & a_{25} \\
a_{51} & a_{53} & a_{55}
\end{array}\right| \quad M_{3}=\left|\begin{array}{ll}
a_{22} & a_{25} \\
a_{52} & a_{55}
\end{array}\right|
$$

5.158 Is $M_{,}$a principal minor?

I Yes, since its diagonal elements belong to the diagonal of $A$.
5.159 Is $M_{2}$ a principal minor?

- No, since $a_{23}$ belongs to the diagonal of $M_{2}$ but not to that of $A$.
5.160 Is $M_{3}$ a principat minor?

I Yes; its diagonal elements belong to the diagonal of $A$.
5.161 Find the complement of $M_{1}$

IThe missing row indices are 1 and 3 , and the missing column indices are 1 and 3 . Hence

$$
\left|\begin{array}{ll}
a_{11} & a_{13} \\
a_{31} & a_{33}
\end{array}\right|
$$

is the complement of $M_{2}$. [In general, a minor is a principal minor iff its complement is a principal minor.]
5.162 Find the complement of $M_{2}$.
$\|$

$$
\left|\begin{array}{ll}
a_{32} & a_{34} \\
a_{42} & a_{44}
\end{array}\right| \quad \text { (not principal) }
$$

### 5.11 MISCELLANEOUS PROBLEMS

5.163 Let $\mathscr{A}$ be an algebra of $n$-square matrices whose elements are drawn from a field $K$. Show that the defterminant function $D: s \rightarrow K$ is multilinear. -

I Suppose that the $i$ th row of $A \in \mathscr{A}$ has the form, $\left(\alpha_{i 1}+\beta_{i 1}, \alpha_{i 2}+\beta_{i 2}, \ldots, \alpha_{i n}+\beta_{i n} \lambda_{\text {; }}\right.$ then

$$
\begin{aligned}
\operatorname{det} A & =\sum_{s_{n}}(\operatorname{sgn} \sigma) a_{i \varphi(1)} \cdots a_{i-1 . \sigma(i-1)}\left(\alpha_{i n(i)}+\beta_{i \dot{\theta}(i)}\right) \cdots a_{m \sigma(n)} \\
& =\sum_{s_{n}}(\operatorname{sgn} \sigma) a_{i \sigma(1)} \cdots \alpha_{i \sigma(i)} \cdots a_{m \sigma(n)}+\sum_{s_{m}}(\operatorname{sgn} \sigma) a_{i \sigma(1)} \cdots \beta_{i \sigma(i)} \cdots a_{n \sigma(n)} \\
& \equiv \operatorname{det} A_{\sigma}+\operatorname{det} A_{\beta}
\end{aligned}
$$

Thus $D()$ is additive with respect to any row. Further, by Problem $5.68, D()$ is homogencous of order 1 in any row. Thus $D()$ is multilinear.
5.164 Evaluate

$$
|A|=\left|\begin{array}{ccc}
0 & 1+i & 1+2 i \\
1-i & 0 & 2-3 i \\
1-2 i & 2+3 i & 0
\end{array}\right|
$$

- Multiply the second row by $1+i$ and the third raw by $1+2 i$; then
$(1+i)(1+2 i)|A|=(-1+3 i)|A|=\left|\begin{array}{ccc}0 & 1+i & 1+2 i \\ 2 & 0 & 5-i \\ 5 & -4+7 i & 0\end{array}\right|=\left|\begin{array}{ccc}0 & 1+i & 1+2 i \\ 2 & 0 & 5-i \\ 1 & -4+7 i & -10+2 i\end{array}\right|=\left|\begin{array}{ccc}0 & 1+i & 1+2 i \\ 0 & 8-14 j & 25-5 i \\ -4+7 i & -10+2 i\end{array}\right|$
and $|A|=6$

$$
=\left|\begin{array}{cc}
1+i & 1+2 i \\
8-14 i & 25-5 i
\end{array}\right|=-6+18 i
$$
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### 5.165 Evaluate

$$
\begin{aligned}
& |B|=\left|\begin{array}{llll}
0.921 & 0.185 & 0.476 & 0.614 \\
0.782 & 0.157 & 0.527 & 0.138 \\
0.872 & 0.484 & 0.637 & 0.799 \\
0.312 & 0.555 & 0.841 & 0.448
\end{array}\right| . \\
& |B|=0.921\left|\begin{array}{cccc}
1 & 0.201 & 0.517 & 0.667 \\
0.782 & 0.157 & 0.527 & 0.138 \\
0.872 & 0.484 & 0.637 & 0.799 \\
0.312 & 0.555 & 0.841 & 0.448
\end{array}\right|=0.921\left|\begin{array}{lccr}
1 & 0.201 & 0.517 & 0.667 \\
0 & 0 & 0.123 & -0.384 \\
0 & 0.309 & 0.196 & 0.217 \\
0 & 0.492 & 0.680 & 0.240
\end{array}\right| \\
& =0.921\left|\begin{array}{ccc}
0 & 0.123 & -0.384 \\
0.309 & 0.196 & 0.217 \\
0.492 & 0.680 & 0.240
\end{array}\right|=0.921(-0.384)\left|\begin{array}{ccc}
0 & -0.320 & 1 \\
0.309 & 0.196 & 0.217 \\
0.492 & 0.680 & 0.240
\end{array}\right| \\
& =0.921(-0.384)\left|\begin{array}{ccc}
0 & 0 & 1 \\
0.309 & 0.265 & 0.217 \\
0.492 & 0.757 & 0.240
\end{array}\right|=0.921(-0.384)\left|\begin{array}{cc}
0.309 & 0.265 \\
0.492 & 0.757
\end{array}\right| \text {, } \\
& =0.921(-0.384)(0.104)=-0.037
\end{aligned}
$$

5.166 Without expanding the determinant, show that

$$
\left|\begin{array}{ccc}
1 & a & b+c \\
1 & -b & c+a \\
1 & c & a+b
\end{array}\right|=0
$$

- Add the second column to the third column, and remove the common factor from the third column; this yields:

$$
\left|\begin{array}{ccc}
1 & a & b+c \\
1 & b & c+a \\
1 & c & a+b
\end{array}\right|=\left|\begin{array}{lll}
1 & a & a+b+c \\
1 & b & a+b+c \\
1 & c & a+b+c
\end{array}\right|=(a+b+c)\left|\begin{array}{lll}
1 & a & 1 \\
1 & b & 1 \\
1 & c & 1
\end{array}\right|=(a+b+c)(0)=0
$$

5.167 Show that the difference product $g\left(x_{1}, \ldots, x_{n}\right)$ of Problem 5.58 can be represented as a determinant.

- Consider the Vandermonde delerminant of $x_{1}, x_{2}, \ldots, x_{n-1}, x$ :

$$
V_{u-1}(x) \equiv\left|\begin{array}{ccccc}
1 & 1 & \cdots & 1 & 1 \\
x_{1} & x_{2} & \cdots & x_{n-1} & x \\
x_{1}^{2} & x_{2}^{2} & \cdots & X_{n-1}^{2} & x^{2} \\
\cdots \cdots & \cdots & \cdots & \cdots \cdots \cdots & \cdots \\
x_{1}^{n-1} & x_{2}^{n-1} & \cdots & x_{n-1}^{n-1} & x^{n-1}
\end{array}\right|
$$

This is a polynomial in $x$ of degree $n-1$, of which the roots are $x_{1}, x_{2} \ldots, x_{n-1}$; moreover, the leading coefficient [the cofactor of $x^{n-1}$ ] is equal to $V_{n-2}\left(x_{n-1}\right)$. Thus, from algebra,

$$
V_{n-1}(r)=\left(x-x_{1}\right)\left(x-x_{2}\right) \cdots\left(x-x_{n-1}\right) V_{n-2}\left(x_{n-1}\right)
$$

so that, by recursion,

$$
\begin{aligned}
V_{n-1}(x) & =\left[\left(x-x_{1}\right) \cdots\left(x-x_{n-1}\right)\right]\left\{\left(x_{n-1}-x_{1}\right) \cdots\left(x_{n-1}-x_{n-2}\right)\right] V_{n-3}\left(x_{n-2}\right) \\
& =\cdots \\
& \left.=\left[\left(x-x_{1}\right) \cdots\left(x-x_{n-1}\right)\right]\left\{\left(x_{n-1}-x_{1}\right) \cdots\left(x_{n-1}-x_{n-2}\right)\right\} \cdots \mid\left(x_{2}-x_{1}\right)\right]
\end{aligned}
$$

It follows that

$$
V_{n-i}\left(x_{n}\right)=\prod_{n \geq i>j=1}\left(x_{i}-x_{j}\right)=(-1)^{m(n-1): 2} \prod_{1 \leq i<j=n}\left(x_{i}-x_{j}\right) \quad \text { or } \quad g\left(x_{1}, \cdots, x_{n}\right)=(-1)^{\left.n(n-1)_{i}\right)} V_{n-1}\left(x_{n}\right)
$$

6.1 SETS, MATHEMATICAL INDUCTION, PRODUCTS SETS

In the following problems, $N, Z, Q, R, C$ denote, respectively, the sets of positive integers, integers, rational numbers, real numbers, and complex numbers.
6.1 Which among these sets are equal: $\{1,3,4\},\{4,3,1,4\},\{3,4,3,1\},\{4,1,4,3\}$ ?

I They are all equal. Order and repetition do not change a set.
6.2 List the elements of $A=\{x: x \in N, 3<x<12\}$.

IA consists of the positive integers between 3 and 12 ; hence $A=\{4,5,6,7,8,910,11\}$.
6.3 List the elements of $B=\{x: x \in N, x$ is even, $x<15\}$

I $B$ consists of even positive integers less than 15 ; hence $B=\{2,4,6,8,10,12,14\}$.
6.4 List the elements of $C=\{x: x \in N, 4+x=3\}$.

IThere is no positive integer that satisfies the condition $4+x=3$; hence $C$ contains no element. In other words, $C=\varnothing$, the empty set.
6.5 Prove that $A=\{2,3,4,5\rceil$ is not a subset of $B=\{x: x \in N, x$ is even $\}$.
$I$ It is only necessary to show that one element of $A$ does not belong to $B$. Now $3 \in A$ and, since $B$ consists of even numbers, 3 盾 $B$.

Probléms 6.6-6.12 concern the sets $A=\{2,3,4,5\}, \quad B=\{3,5,7\}, \quad C=\{1,4\}, \quad D=\{3,4,6\}$.
6.6 Find $A \cup \dot{B}$.

I $A \cup B$ consists of elements in cither $A$ or $B$ (or both); hence, $A \cup B=\{2,3 ; 4,5,7\}$.
6.7 Find $A \cap B$.

I A $\cap B$ consists of the elements in both $A$ and $B$; hence, $A \cap B=\{3,5\}$.
6.8 Find $3+A$.

1 Add 3 to each element of $A$ to obtain $3+A=\{5,6,7,8\}$.
6.9. Find 4-B.

I Multiply each element of $B$ by 4 to obtain $4 \cdot B=\{12,20,28\}$.
6.10 Find $C+D$.

1 Add each element of $C$ to each element of $D$ [neglecting repetitions\}, to obtain $C+D=\{1+3,1+4$, $1+6,4+3,4+4,4+6\}=\{4,5,7,8,10\}$.
6.11 Find $C+C$.

1 Add each element of $C$ to each element of $C$, to obtain $C+C=\{1+1 ; 1+4,4+1,4+4\}=\{2,5,5$, $8)=\{2,5,8\}$.
6.12 Find $D+D$.

1 Add each element of $D$ to each element of $D$, to obtain $D+D=\{3+3,3+4,3+6,4+3,4+4$, $4+6,6+3,6+4,6+6\}=\{6,7,9,8,10,12\}$.
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Show that the principle of mathematical induction [complete form] is equivalent to the assertion that every nonempty set of positive integers has a smallest member [the well-ordering principle for N ].

I Suppose that N is well-ordered, and that we are given a proposition $P(n)$ satisfying the hypotheses (i) and (ii) of the induction principle. Let $\mathbf{F}$ denote the subset of $N$ on which $P$ is false. If $F$ is nonempty, it has a smallest member, $q$; by (i), $q \geq 2$. Then $P(1), \ldots, P(q-1)$ are all true; herice, by (ii), $P(q)$ is true. This contradiction shows that $\mathbf{F}$ must be empty. Thus, $\boldsymbol{P}$ is true for every positive integer, and the induction principle is valid.

Conversely, suppose that the induction principle holds and that there exists a subset, $S$, of $N$ that has no smallest member. Let $\mathrm{S}^{*}$ be the complement of S , and define the proposition $P(n): n$ belongs to $\mathrm{S}^{*}$. $P(n)$ satisfies (i) and (ii) of ladder induction [if it did not, $S$ would have a smallest member]; consequently, $S^{*}=N$, which means that $S$ is empty. Thus, $N$ is well-ordered.
6.19 Prove that the sum of the first $n$ odd integers is $n^{2}$; that is, prove $P(n): 1+3+5+\cdots+(2 n-1)=n^{2}$. 1 Since $1=1^{2}, P(1)$ is true. Assumsing $P(n)$ is true, we add $2 n+1$ to both sides of $P(n)$, obtaining:

$$
1+3+5+\cdots+(2 n-1)+(2 n+1)=n^{2}+(2 n+1)=(n+1)^{2}
$$

which is $P(n+1)$. That is, $P(n+1)$ is true whenever $P(n)$ is true. By the principle of mathematical induction, $P$ is true of all $n$.

### 6.20 Define the product set of sets $A$ and $B$.

IThe product set of $A$ and $B$. denoted by $A \times B$, consists of all ordered pairs ( $a, b$ ) where $a \in A$ and $b \in B: A \times B=\{(a, b): a \in A, b \in B\}$. The product of a set with itself. say $A \times A$. is denoted by $A^{2}$.

Problems 6.21-6.23 reler to sets $A=\{1.2 .3\}$ and $B=\{a, b\}$.

Find $A \times B$.
I $A \times B$ consists of all ordered pairs $(x, y)$ where $x \in A$ and $y \in B$. Hence

$$
A \times B=\{(1, a),(1, b),(2, a),(2, b),(3, a),(3, b)\}
$$

6.22 Find $B \times A$.

I $B \times A$ consists of all ordered pairs $(y, x)$ where $y \in B$ and $x \in A$. Hence

$$
B \times A=\{(a, 1),(a, 2),(a, 3),(b ; 1),(b, 2),(b, 3)\} \neq A \times B
$$

6.23 Find $B^{2}$.

I $B^{2}=B \times B$ consists of all ordered pairs $(x, y)$ where $x, y \in B$. Hence

$$
B \times B=\{(a, a),(a, b),(b, a),(b, b)\}
$$

Given $A=\{1,2\}, B=\{a, b, c\}$, and $C=\{c, d\}$. Find $(A \times B) \cap(A \times C)$ and $A \times(B \cap C)$.
I $A \times B=\{(1, a),(1, b),(1, c),(2, a),(2, b),(2, c)\} \quad$ and $A \times C=\{(1, c),(1, d),(2, c),(2, d)\}$
Hence $(A \times B) \cap(A \times C)=\{(1, c),(2, c)\}$. Since $B \cap C=\{c\}, A \times(B \cap C)=\{(1, c) ;,(2, c)\}$.
Observe that $(A \times B) \cap(A \times C)=A \times(B \cap C)$. [This is true for any sets $A, B$ and $C$.]
Given $A=\{1,2\}, B=\{x, y, z\}$, and $C=\{3,4\}$. Find $A \times B \times C$.
I $A \times B \times C$ consists of all ordered triplets $(a, b, c)$ where $A \in A, b \in B, c \in C$. Since $A, B$, and $C$ are finite sets, $A \times B \times C$ can be listed by use of the tree diagram of Fig. 6-1. That is, the elements of $A \times B \times C$ are precisely the 12 ordered triplets to the right of the tree diagram.

6.26 Describe the geometrical representation of the product set $\mathbf{R} \times \mathbf{R}$.

I $\mathbf{R} \times \mathbf{R}$ is identified with the points in the plane, as in Fig. 6-2. Here each point $P$ represents an ordered pair ( $a, b$ ) of real numbers and vice versa; the vertical line through $P$ meets the $x$ axis at $a$, and the horizontal line through $P$ meets the $y$ axis at $b$. $\mathbf{R}^{2}$ is frequently called the cartesian plane.


Fig. 6-2

Fig．6．3

## 6．32 Represent $R$ by a matrix．

I The matrix $M_{R}$ of the relation $R$ appears in Fig．6－4．Observe that the rows of the matrix are labeled by the elements of $A$ and the columns by the elements of $B$ ．Also observe that the entry in the matrix corresponding to $a \in A$ and $b \in B$ is $I$ if $a R b$ and 0 otherwise．

6．33 Determine the domain and the range of $R$ ．
I The domain of $R$ is the subset of $A$ consisting of the first elements of the ordered pairs of $R$ ，and the range of $R$ is the subset of $B$ consisting of the second elements：

$$
\text { domain of } R=\{1,3,4\} \quad \text { and } \quad \text { range of } R=\{x, y, z\}
$$

6．34 Find the inverse relation $R^{-1}$ of $R$ ．
1 Reverse the ordered pairs of $R$ to obtain $R^{-3}$ ：

$$
R^{-1}=\{(y, 1),(z, 1),(y, 3),(x, 4),(z, 4) ;
$$

Problems 6．31－6．34 involve the sets $A=\{1,2,3,4\}$ and $B=\{x, y, z\}$ ，and the relation $R=\{(1, y)$ ， $(1, z),(3, y),(4, x),(4, z)\}$ from $A$ to $B$ ．

6．31 Draw the＂arrow diagram＂of the relation $R$ ．
$\int$ Write down the elements of $A$ and the elements of $B$ in two disjoint disks，and then draw an arrow from $a \in B$ to $b \in B$ whenever $a R b$ ．See Fig．6－3．


Fig．6－4

[Reversing the arrows in Fig. 6-3 yields the arrow diagram of $R^{-1}$, and taking the transpose of the matrix in Fig. $6-4$ gives the matrix of $R^{-1}$.]
6.35 Let $A=\{1,2,3,4\}$ and let $R=\{(1,2),(2,2),(2,4),(3,2),(3,4),(4,1),(4,3)\}$ be a relation on $A$. Draw the directed graph of $R$.

1 Write down the elements of $A$, and then draw an arrow from an element $x$ to an element $y$ whenever $x R y$. See Fig. 6:5.


$$
R=\{(1,2),(2,2),(2,4),(3,2),(3,4),(4,1),(4,3)\}
$$

Fig. 6-5

Problems 6.36-6:39 concern the set $A=\{1,2,3,4,6\}$ and the relation $R$ on $A$ defined by " $x$ divides $y$," written $x \mid y$. [Note $x \mid y$ iff there exists an integer $z$ such that $x z=y$.]
6.36 Write $R$ as a set of ordëred pairs.
\| $R=\{(1,1),(1,2),(1,3),(1,4),(1,6),(2,2),(2,4),(2,6),(3,3),(3,6\},(4,4),(6,6)\}$
Find the inverse relation $R^{-1}$ of $R$, and describe in words?
I Reverse the ordered pairs of $R$ to obtain $R^{-3}$ :

$$
R^{-1}=\{(1,1) ;(2,1),(3,1),(4,1),(6,1),(2,2),(4,2),(6,2),(3,3),(6,3),(4,4) ;(6,6)\}
$$

$R^{-1}$ can be described by the statement " $x$ is a multiple of $y$ ".
Find the matrix representation of $R$.

$$
M_{R}=\left(\begin{array}{lllll}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

[We assume the rows and cotumns of $M_{R}$ are labeled by the elements $1,2,3,4,6$, respectively: Clearly, a different ordering of the elements of $A$ yields a different matrix.]
6.39 Find the directed graph of $R$.

1 See Fig. 6-6.

6.40 - Define the composition of relations.

1 Lei $A, B$, and $C$ be sets, and let $R$ be a relation from $A$ and $B$ and let $S$ be a relation from $B$ to $C$; that is, $R$ is a subset of $A \times B$ and $S$ is a subset of $B \times C$. Then $R$ and $S$ give rise to a relation, $R \circ S$, from $A$ to $C$; namely, the subset of $A \times C$ defined by

$$
=\quad(a, c) \in R \circ S \quad \text { iff }(a, b) \in R \quad \text { and }(b, c) \in S \text { for some } b \in B
$$

The relation $R \circ S$ is called the composition of $R$ and $S$; it is sometimes denoted simply by $R S$.

Problems 6.41-6.43 concern sets $A=\{1,2,3\}, B=\{a, b, c\}$, and $C=\{x, y, z\}$ and two relations: $R=\{(1, b),(2, a),(2, c)\} \quad($ (rom $A$ to $B)$ and $S=\{(a, y),(b, x),(c, y),(c, z)\} .($ from $B$ to $C)$.
6.41 Find the composition $R \circ S$.

1. Draw the arrow diagrams of the relations $R$ and $S$ as in Fig. 6-7. Observe that 1 in $A$ is "connected" to $x$ in $C$ by the path $1 \rightarrow b \rightarrow x$; hence $(1, x)$ belongs to $R \circ S$. Similarly, $(2, y)$ and $(2, z)$ belong to $R \circ S$. Thus $R \circ S=\{(1, x),(2, y),(2, z)\}$.


Fig. 6-7
6.42 Find the matrices $M_{R}, M_{S}$, and $M_{R-S}$ of the respective relations $R, S$, and $R \circ S$.

B

Compare the matrix product $M_{\pi} M_{s}$ to the matrix $M_{R \cdot 5}$
1

$$
M_{\kappa} M_{s}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 2 & 1 \\
0 & 0 & 0
\end{array}\right)
$$

Observe that $M_{R-S}$ and $M_{R} M_{S}$ have nonzero elements in corresponding positions: This result holds for any ordering of $A, B$, and $C$.

Theorem 6.1 (Associative Law): Let $A, B, C$, and $D$ be sets. Suppose $R$ is a relation from $A$ to $B, S$ is-a relation from $B$ to $C$, and $T$ is a relation from $C$ to $D$. Then $(R \circ S) \circ T=R \circ(S \circ T)$.

### 6.44 Prove Theorem 6.1.

I We need to show that each ordered pair in $(R \circ S) \circ T$ belongs to $R \circ(S \circ T)$, and vice versa. Suppose then, that $(a, d)$ belongs to $(R \circ S) \circ T$. Then there exists a $c$ in $C$ such that $(a, c) \in R \circ S$ and $(c, d) \in T$. Since $(a, c) \in R \circ S$, there exists a $b$ in $B$ such that $(a, b) \in R$ and $(b, c) \in S$. Since $(b, c) \in S$ and $(c, d) \in T$, we have $(b, d) \in S \circ T$; and since $(a, b) \in R$ and $(b, d) \in S \circ T$, we have $(a, d) \in R \circ(S \circ T)$. Thus $(R \circ S) \circ T \subset R \circ(S \circ T)$. Similarly $R \circ(S \circ T) \subset(R \circ S) \circ T$. Both inclusion relations prove $(R \circ S) \circ T=T=R \circ(S \circ T)$.

Problems 6.45-6.49 refer to a rehation $R$ on a set $A$.

When is $R$ reflexive?
I $R$ is reflexive if $a R b$ for every $a$ in $A$.
6.46 When is $R$ symmetric?

I $R$ is symmetric if $a R b$ implies $b R a$.
6.47 When is $R$ anfisymmetric?

I $R$ is antisymmetric if $a R b$ and $b R a$ implies $a=b$.
6.48 When is $R$ iransirive?

- $R$ is transitive if $a R b$ and $b R c$ implies $a R c$.
6.49 Criticize the following argument: Let $R$ be symmetric and transitive. Then $a R b$ implies $b R a$, and together these imply $a$ Ra. Therefore, $R$ is reflexive.

I Reflexivity means $a R a$ for every $a$. The above argumem establishes $a R a$ merely for those $a$ that are related to some $b$.

Problems 6.50-6.53 refer to the following five relations on the set $A=\{1,2,3\}$ :

$$
\begin{aligned}
& R=\{(1,1),(1,2),(1,3),(3,3)\} \\
& S=\{(1,1),(1,2),(2,1),(2,2),(3,3)\} \\
& T=\{(1,1),(1,2),(2,2),(2,3)\}
\end{aligned}
$$

6.50 Which of the five relations are rellexive?
$I R$ is not reflexive since $2 \in A$ but $(2,2) \notin R . \quad T$ is not reflexive since $(3,3) \notin T$ and, similarly, $\varnothing$ is not reflexive. $S$ and $A \times A$ are reflexive.
6.51 Which of the five relations are symmetric?
$\| R$ is not symmetric since $(1,2) \in R$ but $(2,1) \notin R$, and similarly $T$ is not symmetric. $S$, $\varnothing$, and $A \times A$ are symmetric.
6.52 Which of the five relations are transitive?
I. $T$ is not transitive since $(1,2)$ and $(2,3)$; belong to $\dot{T}$, but $(1,3)$ does not belong to $T$ : The other four relations are transitive.

Which of the five relations are antisymmetric?
$\int S$ is not antisymmetric since $(1,2)$ and $(2,1)$ both beiong to $S$, yet $I \neq 2$. Similarly, $A \times A$ is not antisymmetric. The other three relations are antisymmetric.
6.54 Given $R=\{(1,1),(2,2),(2,3),(3,2),(4,2),(4,4\}\}$ on $A=\{1,2,3,4\}$. Draw the directed graph of $R$. $f$ See Fig. 6-8.


Fig. 6-8
6.55 Is R of Problem 6.54 reflexive?
$R$ is not reflexive, because $3 \in A$ but $(3,3) \notin R$
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6.56 is $R$ of Problem 6.54 symmetric?
$B R$ is not symmetric, because $(4,2) \in R$ but $(2,4) \notin R$.
6.57 Is $R$ of Problem 6.54 transitive?

I $R$ is not transitive, because $(4,2) \in R$ and $:(2,3) \in R$ but $(4,3) \notin R$.
6.58 Is $R$ of Problem 6.54 antisymmetric?

I $R$ is not antisymmetric, because both $(2,3) \in R$ and $(3,2) \in R$.
Suppose $R$ and $S$ are transitive relations on a set $A$. Show that $R \cap S$ is transitive.
$\|$ Suppose $(a, b)$ and $(b, c)$ are in $R \cap S$. Then $(a, b)$ and $(b, c)$ are in both $R$ and $S$. Since both relations are transitive, $(a, c) \in R$ and $(a, c) \in S$. Thus $(a, c) \in R \cap S$, and so $R \cap S$ is transitive.
6.60 Suppose $R$ and $S$ are antisymmetric relations on a set $A$. Show that $R \cap S$ is antisymmetric.

I Suppose ( $a, b$ ) and ( $b, a$ ) are both in $R \cap S$. Then, in particular, $(a, b)$ and $(b, a)$ are both in $R$. Since $R$ is antisymmetric; $a=b$. Hence $R \cap S$ is antisymmetric.
6.61 Give a relation $R$ on $A=\{1,2,3\}$ with the property that (a) $R$ is both symmetric and antisymmetric; (b) $R$ is neither symmetric nor antisymmetric; (c) $R$ is transitive but $R \cup R^{-1}$ is not transitive.
I (a) $R=\{(1,1),(2,2)\}$;
(b) $R=\{(1,2),(2,1),(2,3)\} ;$
(c) $R=\{(1,2)\}$.
6.62 Let $\perp$ denote the relation of orthogonality in $R^{3}$. Is $\perp$ refiexive?

I No: If $u \neq 0$ then $u / u$; that is, $u \cdot u \neq 0$.
6.63 Is $\perp$ symmetric?

I Yes: If $u \cdot v=0$, then $v \cdot u=0$.
6.64 Is $\perp$ transitive?

I No: $u=(1,1,1)$ is orthogonal to $v=(1,1,-2)$, and $v$ is orthogonal to $w=(4,0,2)$; but
$u-w=6 \neq 0$.
6.65 Prove that a relation $R$ is symmetric if and only if $R=R^{-1}$.

I If $R$ is symmetric,

$$
(a, b) \in R \Leftrightarrow(b, a) \in R \Leftrightarrow(a, b) \in R^{-1} .
$$

so that $R=R^{-1}$. Conversely, if $R=R^{-1}$,

$$
(a, b) \in R \Rightarrow(a, b) \in R^{-1} \Rightarrow(b, a) \in R
$$

so that $R$ is symmetric.

### 6.3 PARTITIONS AND EQUIVALENCE RELATIONS

6.66 Define a panition of a set.

1 Let $S$ be any nonempty set. A partition of $S$ is a collection of nonempty subsets of $S$, called cells, such that each $a$ in $S$ belongs to one and only one cell.

Problems 6.67-6.69 refer to the following collections of subsets of $X=\{1,2,3, \ldots, 8,9\}$ :

$$
\left.\left.\left.P_{1}=\mid\{1,3,6\},\{2,8\},\{5,7,9\}\right] \quad P_{2}=[11,5,7\},\{2,4,8,9\},\{3,5,6\}\right] \quad P_{3}=\mid\{2,4,5,8\},\{1,9\},\{3,6,7\}\right\}
$$

6.67 Is $P_{1}$ a partition of $X$ ?

I No; because $4 \in X$ does not belong to any cell.
6.68 Is $P_{2}$ a partition of $X$ ?

I No; because $5 \in X$ belongs to two distinct cells.
Is $P_{3}$ a partition of $X$ ?
I Yes; because each element of $X$ belongs to exactly one cell. Equivalently: the cells are disjoint and their union is $X$.
6.70 Find all the partitions of $X=\{a, b, c, d\}$.

I Nate first that each partition of $X$ contains either $1,2,3$, or, 4 cells. The partitions are as follows:
(1) $[\{a, b, c, d\}]$
(2) $[\{a\},\{b, c, d\}],[(b),\{a, c, d\}],[\{c\},\{a, b, d\}],[\{d),\{a, b, c\}\}$, $[\{a, b\rangle,\{c, d\}],[\{a, c\},\{b, d\}],[\{a, d\},(b, c\}]$
(3) $[\{a\},\{b\},\{c, d\}],[\{a\},\{c\},\{b, d\}],[\{a\},\{d\},\{b, c\}]$, $[\{b\},\{c\},\{a, d\}\},\{(b\},\{d\},\{a, c\}\},\{(c\},\{d\},\{a, b\}\}$
(4) $[\{a\},\{b\},\{c\},\{d\}]$

There are fifteen different partitions of $X$.
6.71 Let $f(n, k)$ represent the number of partitions of a set $S$ of $n$ elements into $k$ cells $(k=1,2, \ldots, n)$. Find a recursion formula for $f(n, k)$ and use it-to check the results of-Problem 6.70.

I Let $b$ be some distinguished element of $S$. If $b$ itself constitutes a cell, then $S-b$. can be partitioned into $k-1$ cells in $f(n-1, k-1)$ ways. On the other hand, each partition of $S-b$ into $k$ cells allows $b$ to be admitted into a cell in $k$ ways. We have thus shown that

$$
\begin{equation*}
f(n, k)=f(n-1, k-1)+k f(n-1, k) \tag{i}
\end{equation*}
$$

which is the desired recursion formula.
Solution of (1) in the form of Pascal's triangle,

$$
\left.\begin{array}{lll} 
& & k \rightarrow \\
1 & & \\
& 1 & 1 \\
1 & \cdots \\
1 & 3 & 1 \\
1 & 7 & 6
\end{array}\right)
$$

confirms Problem 6.70.
What is an equivatence relation?
I A relation $R$ on a set $A$ is calted an equivalence relation if it is reflexive, symmetric, and transitive. [Ordinary equality is obviously the model for equivalence relations.]
6.73 Let $L$ be the set of lines in the euclidean plane. Show that $R$ : "is parallel to (II) or coincident with - )" is an equivalence relation on $L$.

I Since $a=a$, for any line $A$ in $K, R$ is reflexive. If $a \| b$, then $b \| a ;$ so $R$ is symmetric. If $a \| b$ and $b \| c$, then $a \| c$ or $a=c$; hence $R$ is transitive. Thus $R$ is an equivalence relation.
6.74 On the set $L$ of Problem 6.73, is the relation $S$ : "has a point in common with" an equivalence relation? - No. For example, if $a$ and $c$ are distinct horizontal lines and $b$ is a vertical line, then $a S b$ and $b S c$, but asf.
6.75. Let $T$ be the set of triangles in the euchdian piane. Show that the retation $R$ of similarity is an equivalence relation on 7 .

- Every triangle is similar to itself, so $R$ is reflexive. If riangle $a$ is similar to triangle $b_{\text {i }}$ then $b$ is similar to $a$; hence $R$ is symmetric. If $a$ is similar to $b$, and $b$ is similar to $c$, then $a$ is similar to $c$. Hence $R$ is an equivalence relation:
6.68 is $P_{2}$ a partition of $X$ ?
- No; because $5 \in X$ belongs to two distinct cells.
6.69 Is $P_{3}$ a partition of $X$ ?
- Yes; because each element of $X$ belongs to exactly one cell. Equivalently: the cells aré disjoint and their union is $X$.
6.70 Find all the partitions of $X=\{a, b, c, d\}$.

1 Note first that each partition of $X$ contains either $1,2,3$, or 4 cells. The partitions are as follows:
(1) $[\{a, b, c, d\}]$
(2) $[\{a\},\{b, c, d\}],[\{b\},\{a, c, d\}],[\{c\},\{a, b, d\}],[\{d\},\{a, b, c\}]$, $[\{a, b\},\{c, d\}],[\{a, c\},\{b, d\}],[\{a, d\},\{b, c\}]$
(3) $[\{a\},\{b\},\{c, d\}],[\{a\},\{c\},\{b, d\}],[\{a\},\{d\},\{b, c\}\}$,
$[\{b\},\{c\},\{a, d\}\},[\{b\},\{d\},\{a, c\}],[\{c\},\{d\},\{a, b\}\}$
(4) $[\{a\},\{b\},\{c\},\{d\}\}$

There are fifteen different partitions of $X$.
Let $f(n, k)$ represent the number of partitions of a set $S$ of $n$ elements into $k$ cells ( $k=1,2, \ldots, n$ ). Find a recursion formula for $f(n, k)$ and use it to check the results of Problem 6.70.

1. Let $\boldsymbol{b}$ be some distinguished element of $S$. If $\boldsymbol{b}$ itself constitutes a cell, then $\boldsymbol{S}-\boldsymbol{b}$. can be partitioned into $k-1$ cells in $f(n-1, k-1)$ ways. On the other hand, each partition of $S-b$ into $k$ cells allows $b$ to be admitted into a cell in $k$ ways. We have thus shown that

$$
\begin{equation*}
f(n, k)=f(n-1, k-1)+k f(n-1, k) \tag{1}
\end{equation*}
$$

which is the desired recursion formula.
Solution of (1) in the form of Pascal's triangle,

$$
\begin{array}{lll} 
& k \rightarrow \\
1 & & \\
E & 1 & \\
1 & 3 & 1 \\
1 & 7 & 6
\end{array} 1
$$

confirms Problem 6.70.
What is an equivalence relation?
A relation $R$ on a set $A$ is called an equivalence relation if it is reflexive, symmetric, and transitive. [Ordinary equality is obviously the model for equivatence relations.]
6.73 Let $L$ be the set of lines in the euclidean plane. Show that $R$ : "is parallel to ( $\|$ ) or coincident with $(=)$ " is an equivalence relation on $L$.

I Since $a=a$, for any line $A$ in $L, R$ is reflexive. If $a \| b$, then $b \| a ;$ so $R$ is symmetric. If $a \| b$ and $b \| c$, then $a \| c$ or $a=c$; hence $R$ is transitive. Thus $R$ is an equivalence relation.
6.74 On the set $L$ of Probtem 6.73, is the relation $S$ : "has a point in common with" an equivalence relation?.

I No. For example, if $a$ and $c$ are distinct horizontal lines and $b$ is a vertical line, then $a S b$ and $b S c$, but $a, 8 c$.
6.75 Let $T$ be the set of triangles in the euclidian plane. Show that the relation $R$ of similarity is an equivalence relation on $T$.

- Every triangle is similar to itself, so $R$ is reflexive. If triangle $a$ is similar to triangle $b$, then $b$ is similar to $a$; hence $R$ is symmetric. If $a$ is similar to $b$, and $b$ is similar to $\ddot{c}$, then $a$ is similar to $c$. Hence $R$ is an equivalence relation.
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6.76 Show that the relation $\subseteq$ of set inclusion is not an equivalence relation.

IThe relation $\subseteq$ is reflexive and transitive, but $\subseteq$ is not symmetric; that is, $A \subseteq B$ does not imply that $B \subseteq A$.
6.77 Consider the set $\mathcal{Z}$ of integers and an integer $m>1$. We say that $x$ is congrient to $y$, modulo $m$, written

$$
x \equiv y(\bmod m)
$$

if $x-y$ is divisible by $m$. Show that this defines an equivalence relation on $Z$.
F For any $x$ in $Z$, we have $x \equiv x(\bmod m)$ because $x-x=0$ is divisible by $m$. Hence the relation is reflexive.

Suppose $x \equiv y(\bmod m)$, so $x-y$ is divisible by $m$. Then $-(x-y)=y-x$ is also divisible by $m$, so $y \equiv x(\bmod m)$. Thus the relation is symmetric.
Now suppose $x \equiv y(\bmod m)$ and $y \equiv z(\bmod m)$ so $x-y$ and $y-z$ are each divisible by $m$. Then the sum

$$
(x-y)+(y-z)=x-z
$$

is also divisible by $m$; hence $x \equiv z(\bmod m)$. Thus the relation is transitive.

Theorem 6.2: Similarity of matrices is an equivalence relation.
6.78 Prove the reflexivity part of Theorem 6.2. [Recall that $A$ is similar to $B$ if there exists an invertible matrix $P$ such that $A=P^{-1} B P$.]
$\int$ The identity matrix $I$ is invertible and $I=I^{-1}$. Since $A=I^{-1} A J, A$ is similar to $A$.
6.79 Prove the symmetry part of Theorem 6.2.

1 If $A=P^{-1} B P$, then $B=P A P^{-1}=\left(P^{-1}\right)^{-1} A P^{-1}$.
6.80 Prove the transitivity part of Theorem 6.2.

If $A=P^{-1} B P$ and $B=Q^{-1} C Q$, then $A=P^{-1}\left(Q^{-1} C Q\right) P=\left(P^{-1} Q^{-1}\right) C(Q P)=(Q P)^{-1} C(Q P)$.

Theorem 6.3: Congruence of matrices is an equivalence relation.
6.81 Prove Theorem 6.3. $\left[A\right.$ is congruent to $B$ if $A=P^{\top} B P$, for some invertible $P$. $]$

1 Because of the properties $(X Y)^{T}=Y^{T} X^{T}$ and $\left(X^{T}\right)^{-1}=\left(X^{-1}\right)^{T}$, the proof echoes Problems 6.78-6.80.
6.82 Let $R$ be an equivalence retation on a set $A$. Define the equivalence class of an element $a \in A$, denoted [a].
TThe equivalence class $\{a\}$ is the set of elements of $\dot{A}$ to which $a$ is related; that is, $[a] \doteq\{x:(a, x) \in R\}$.
6.83 Let $R$ be an equivalence relation on a set $A$. Define the quotient of $A$ by $R$, denoted $A / R$.
\| $A \nmid R$ is the collection of equivalence classes; that is, $A / R=\{[a\}: a \in A\}$.

Theorem 6.4: Let $R$ be an equivalence rełation on a set $A$. Then the quotient set $A / R$ is a partition of $A$ :
6.84 Prove Theorem 6.4:

1 Let $a$ denote an afoitary elemem of $A$. Since $R$ is reflexive, $a \in\{a k$ Suppose that also $a \in\{b \xi$ we shall show that $\{b\rceil=\{a\}$. In fact,
6.85. Let $R$ be the following equivalence relation of the set $A=\{1,2,3,4,5,6\}$ :

$$
R=\{(1,1),(1,5),(2,2),(2,3),(2,6),(3,2),(3 ; 3),(3,6),(4,4),(5,1),(5,5),(6,2),(6,3),(6,6)\}
$$

Find the partition of $A$ induced by $R$; i.e., find the equivalence classes of $R$.
(Those elements related to 1 are 1 and 5 hence $[1]=\{1,5\}$. We pick an element which does not belong to [1], say 2. Those elements related to 2 are 2,3 , and 6 ; hence $[2]=\{2,3,6\}$. The only element which does not belong to [1] or [2] is 4 , and the only element related to 4 is 4 . Thus $[4]=\{4\}$.
Accordingly, $\{\{1,5\},\{2,3,6\},\{4\}\}$ is the partition of $A$ induced by $R$.
The relation $R=\{(1,1),(1,2),(2,1),(3,3)\}$ is an equivalence relation of the set $S=\{1,2,3\}$. Find the quotient set $S / R$.

Under the refation $R,[1\}=\{1,2\},[2]=\{1,2\}$, and $[3]=\{3\}$. Noting that $[1]=[2]$, we have $S / R=\{[1],[3])$.
6.87 Let $R_{5}$ be the relation on $\mathbf{Z}$, the set of integers, defined by $x=y(\bmod 5)$. By Problem 6.77, $R_{5}$ is an equivalence relation on $\mathbf{Z}$. Find the induced equivalence classes.

- There are exactly five distinct equivalence classes in $\mathbf{Z} / R_{\mathbf{s}}$ :

$$
\begin{array}{ll}
A_{11}=\{\ldots,-10,-5,0,5,10, \ldots\} & A_{3}=\{\ldots,-7 ;-2,3,8,13, \ldots\} \\
A_{1}=\{\ldots,-9,-4,1,6,11, \ldots\} \\
A_{2}=\{\ldots,-8,-3,2,7,12, \ldots\} & A_{4}=\{\ldots,-6,-1,4,9,14, \ldots\}
\end{array}
$$

Any integer $x$ is uniquely expressible in the form $x=5 q+r$ where $0 \leq r \leq 4 ; x \in A_{r}$.
6.4 OPERATIONS AND SEMIGRQUPS
6.88 Define a (binary) operation.

- A binary operation [or operation] on a nonemply set $S$ is a function * from $S \times S$ into $S$.

If $*$ is a binary operation on a set $S$, then we write $a * b$ or simply $a b$ instead of $*(a, b)$. If $S$ is a finite set, then the operation can be given by its operation table where the entry in the row labeled a and the column labeled $b$ is $a * b$. If $A$ is a subset of $S$, then $A$ is said to be closed under $*$ if $a * b$ belongs to $A$ for any elements $a$ and $b$ in $A$.

Problems 6.89-6.100 concern the following subsets of the positive integers N :

$$
\begin{array}{ll}
A=\{0,1\} & D=\{2,4,6, \ldots\}=\{x: x \text { is even }\} \\
B=\{1,2\} & E=\{1,3,5, \ldots\}=\{x: x \text { is odd }\} \\
C=\{x: x \text { is prime }\} & F=\{2,4,8, \ldots\}=\left\{x: x=2^{n}, n \in N\right\}
\end{array}
$$

Is $A$ closed under multiphication?
Compute: $0.0=0,0 \cdot 1=0,1 \cdot 0=0$, and $1 \cdot 1=1$. Yes, $A$ is closed under multiplication.
6. 90 Is $A$ closed under addition?

No, since $1+1=2$ does not belong to $A$.
6.91 Is $B$ closed under multiplication?

I Since $2 \cdot 2=4$, which does not belong to $B$, the set $B$ is not closed under multiplication.
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6.92 Is $B$ closed under addition?

I No, since $1+2=3$ does not belong to $B$.
6.93 Is $C$ closed under multiplication?

Note that 2 and 3 are prime but $2 \cdot 3=6$ is not prime; hence $C$ is not closed under multiplication.
6.94 Is $C$ closed under addition?

No, since $3+5=8$ daes not betong to $C$.
6.95. Is $D$ closed under muliplication?

The product of even numbers is even; hence $D$ is closed under mutiplication.
6.96 Is $D$ closed under addition?

I Yes, since the sum of even integers is even.
6.97 Is $E$ closed under multiplication?

T The product of add numbers is odd; hence $E$ is closed under mulfiplication.
6.98

Is $E$ closed under addition?

- No, since $3+5=8$ does not belong to $E$.
6.99. If $F$ closed under multiplication?
$\int$ Since $2^{r} \cdot 2^{s}=2^{+x}, F$ is closed under multiplication.
6.100 Is $F$ closed under addition?
- No, since $2+4=6$ does not belong to $F$.
6.101 Define an associative operation.
- An operation * on a set $S$ is associative if, for any $a, b, c$ in $S$, we have $(a * b) * c=a *(b * c)$.
6.102 Is addition in $Z$ (the set of all integers) associative?

I Yes.
$\mathbf{6 . 1 0 3}$ Is subtraction Z assaciative?
No. For example; $(12-6)-2=6-2=4$, but $12-(6-2)=12-4=8$.
6.104 Is multipitication in $Z$ associative?

- Yes.
6.105. Is the operation $p^{*} q=\max (p ; q)$ defined on Z , associative?
- Yes: Given $p, a, r \in \mathcal{Z}$, let $a \leq b \leq c$ denote their rearrangement in naturat order. Then

$$
\begin{aligned}
(p * q) * r & =(c * q) * r \text { or }(p * c) * r \text { or }(p * q) * c \\
& =\dot{c} * r \text { or } c * r \text { or } c=c \text { or } c \text { or } c=c
\end{aligned}
$$

and, similarly. $p^{*}(q . * r)=c$.
6.106 Is exponentiation in Z associative?

I No. For example, if we let $a * b=a^{b}$. then

$$
(2 * 2) * 3=\left(2^{2}\right)^{3}=4^{3}=64 \quad \text { but } \quad 2 *(2 * 3)=2^{2^{5}}=2^{5}=256
$$

6.107 Suppose an operation [written as a product\} on a set $S$ is not associative. How many ways can the product abcd of the four elements be formed?

1. There are five ways to insert parentheses: $((a b) c) d,(a b)(c d),(a(b c)) d, a((b c) d)$, and $a(b(c d))$.

Theorem 6.5: . Suppose * is an associative operation on a set $S$. Then all possible "products" of $n$ ordèred elements of $S$ are equal.

Prove Theorem 6.5.
1 The proof is by induction on $n$. The cases $n=1$ and $n=2$ are trivially true, and the case $n=3$ is true since * is associative. Suppose $n>3$ and use the notations

$$
\left(a_{1} a_{2} \cdots a_{n}\right) \equiv\left(\cdots\left(\left(a_{1} a_{2}\right) a_{3}\right) \cdots\right) a_{n} \quad \text { and } \quad\left[a_{1} a_{2} \cdots a_{n}\right] \equiv \text { any product }
$$

We shall show that $\left[a_{1} a_{2} \cdots a_{n}\right]=\left(a_{1} a_{2} \cdots a_{n}\right)$. In fact, since $\left[a_{1} a_{2} \cdots a_{n}\right]$ denotes some product, there exists an $r<n$ such that $\left[a_{1} a_{2} \cdots a_{n}\right]=\left[a_{1} a_{2} \cdots a_{r}\right]\left[a_{r+1} \cdots a_{n}\right]$. Therefore, by induction [Problem 6.17],

$$
\begin{aligned}
\left\{a_{1} a_{2} \cdots a_{n}\right] & =\left[a_{1} a_{2} \cdots a_{1}\right]\left[a_{r+1} \cdots a_{n}\right]=\left[a_{1} a_{2} \cdots a_{r}\right]\left(a_{r+1} \cdots a_{n}\right) \\
& =\left[a_{1} \cdots a_{r}\right]\left(\left(a_{r+1} \cdots a_{n-1}\right) a_{n}\right)=\left(\left[a_{1} \cdots a_{r}\right]\left(a_{r-1} \cdots a_{n-1}\right)\right) a_{n} \\
& =\left[a_{1} \cdots a_{n-1}\right] a_{n}=\left(a_{1} \cdots a_{n-1}\right) a_{n}=\left(a_{1} a_{2} \cdots a_{n}\right) .
\end{aligned}
$$

Thus the theorem is proved.
In consequence, when dealing with an associative operation, we can dispense with parentheses and simply write $a_{1} * a_{2} * \cdots * a_{m}$
6.109 Define simigroup.

I A set $S$ together with an associative operation * on $S$ constitute a semigroup. We denote the semigroup by ( $S, *$ ) or simply by $S$ when the operation is understood.
6.110 Define an identiry element for an operation * on a set $S$.

- An element $\varepsilon$ in $S$ is an identity element for-* if $a * e=e * a=a$, for every element $a$ in $S$. More generally, $e$ a right identity if $a * e=a$ for every $a$ in $S$, and a left identity if $e * a=a$ for every $a$ in $S$. [Be aware that an operation need not possess either a right or a left identity.]
6.111 Suppose $e$ is a left identity and $f$ is a right identity for an operation *. Show that $e=f$.
i. Since $e$ is a left identity, $e * f=f$; but since $f$ is a right identity, $e * f=e$. Hence $e=f$. This result rells us, in particular, that an identity element is unique, and that if an operation has more than one left [right] identity then it has no right [left] identity.
6.112 Does the operation of Problem 6.105 have an identity element when defined on Z ? on N ?

I No identity over Z ; $e=1$ for N .
6.113 Define the left and right cancellation laws for an operation * on a set $S$.

- The operation * on $S$ satisfies the left cancellation law if

$$
a * b=a * c \quad \text { implies } \quad b=c
$$

and the right cancellation law if

$$
b * a=c * a \quad \text { implies } \quad b=c
$$

6.114 Define a commutative operation.

1 An operation * on a set $S$ is said to be commutative for, to satisfy the commutarive law] if $a * b=b * a$ for all $a, b$ in $S$.
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6.115 Let * on $S$ have a (unique) identity element $e$. What is meant by an inverse of an element $a$ of $S$ ?

1 An element $b$ is an inverse of element $a$ if $a * b=b * a=e$.
6.116 Suppose $S$ has an associative operation with identity efement $e$. Show that $a \in S$ has at most one inverse. 1 Let $b$ and $b^{\prime}$ be inverses of $a$. Thien

$$
b *\left(a * b^{\prime}\right)=b * e=b \quad \text { and } \quad(b * a) * b^{\prime}=e * b^{\prime}=b^{\prime}
$$

Since $S$ is associative, $(b * a) * b^{\prime}=b *\left(a * b^{\prime}\right)$; hence $b=b^{\prime}$.

Problems 6.117-6.120 concem the operation of taking the least common multiple: $p * q=$ l.c.m. $(p, q) \quad(p, q \in \mathrm{~N})$.
6.117 Find $4 * 6,3 * 5,9 * 18$, and $1 * 6$.

1. Since $x * y$ means the least common multiple of $x$ and $y$, we have $4 * 6=12,3 * 5=15,9 * 18=18$, $1 * 6=6$.
6.118 Is ( $\mathrm{N}, *$ ) a semigroup? Is it commutative?

1 One proves in number theorem that $(a * b) * c=a *(b * c)$, i.e., that the operation of l.c.m. is associative, and that $a * b=b * a$, i.e., that the operation of I.c.m. is commutative. Hence ( $\mathrm{N}, *$ ) is a commutative semigroup.
6.119 Find the identity element of *.

1 The integer. 1 is the identity element since the t.c.m. of 1 and any positive integer $a$ is $a$.
Which elements in N , if any, have inverses and what are they?
I Since f.c.m. $(a, b)=1$ if and only if $a=1$ and $b=1$, the only number which has an inverse is 1 ," and it is its own inverse.

Problems 6.121-6.125 refer to the set $\mathbf{Q}$ of rational numbers and the operation * on $\mathbf{Q}$ defined by $a * b=a+b-a b$.
6.121 Find $3 * 4,2 *(-5)$, and $7 * \frac{1}{2}$.

$$
\begin{aligned}
& 3 * 4=3+4-(3)(4)=3+4-12=-5 \\
& 2 *(-5)=2(-5)-(2)(-5)=2-5+10=7 \\
& 7 * \frac{1}{2}=7+\frac{1}{2}-7\left(\frac{1}{2}\right)=4
\end{aligned}
$$

6.122 Is (Q, *) a semigroup?

I Determine whether or not * is associative:

$$
\begin{aligned}
(a * b) * c & =(a+b-a b) * c=(a+b-a b)+c-(a+b-a b) c \\
& =a+b-a b+c-a c-b c+a b c=a+b+c-a b-a c-b c+a b c
\end{aligned}
$$

and

$$
\begin{aligned}
a *(b * c) & =a *(b+c-b c)=a+(b+c-b c)-a(b+c-b c) \\
& =a+b+c-b c-a b-a c+a b c
\end{aligned}
$$

Hence * is associative and ( $Q, *$ ) is a semigroup.
6.123 Is * commutative?

I $a * b=a+b-a b=b+a-b a=b * a$; bence $*$ is commutative.
6.124 Find the identity element for *.

I $a * 0=0 * a=a$. Thus 0 is the identity element.
6.125 Do any of the elcments in $\mathbf{Q}$ have an inverse? What is it?

I In order for a to have an inverse $x$, we must have $a * x=0$, since 0 is the identity element. Compute as follows:

$$
a * x=0, \quad a+x-a x=0, \quad a=a x-x, \quad a=x(a-1), \quad x=a l(a-1)
$$

Thus if $a \neq 1$, then $a$ has the unique inverse $a f(a-1)$.

Problems 6.126-6.128 refer to a nonempty set $S$ with the operation $a * b=a$.
6.126 Is the operation associative?

Yes, in fact, $(a * b) * c=a * c=a$ and $a *(b * c)=a * b=a$.
6.127 Is the operation commutative?

If $S$ has more than one element, then * is not commutative: Specifically, for $a \neq b, a * b=a$ but $b * a=b$.
6.128 Show that the right canceliation law holds. Does the left canceHation law hold?

Suppose $a * c=b * c$. We have $a * c=a$ and $b * c=b$; hence $a=b$. The left cancellation law does not hold. For exampie, when $b \neq c$, it is still the case that $a * b=a * c(=a)$.
6.129 Let $S$ be a set of symbols. Define the free semigroup on $S$ :
I. A word on $S$ is a finite sequence of its elements. For example, $U=a b a b b$ and. $V \rightleftharpoons a c c b a$ are words on $S=\{a, b, c\}$. When discussing words on $S$, we frequently call $S$ the alphabet and its elements leirers. For convenience, the empty sequence, denoted by $\varepsilon$ or 1 , is also considered a word on $S$. We shall also abbreviate our notation by writing $a^{2}$ for $a a, a^{3}$ for $a a a$, and so on. The set of all words on $S$ is usually denoted by $S^{*}$.

Now consider two words $U$ and $V$ on $S$. We can form the word $U V$ obtained by writing the letters of $V$ after the letters of $U$. For example, if $U$ and $V$ are the words above, then

$$
U V=a b a b b a c c b a=a b a b^{2} a c^{2} b a
$$

This operation is called concatenation. Clearly the operation is associative. Thus the set of words on $S$ is a semigroup under the concatenation operation. This semigroup is called the free semigroup on $S$ [or, generated by S]. Clearly the empty word $\varepsilon$ is an identity element for the semigroup, and the semigroup satisfies both right and left cancellation laws.

### 6.5 GROUPS AND SUBGROUPS

### 6.130 Define a group:

I Let $G$ be a nonempty set with 3 binary operation [denoted by juxtaposition]. Then $G$ is called a group if the following axioms hold:
[G,] Associarive law, i.e., for any $a, b, c$ in $G$, we have $(a b) c=a(b c)$.
$\left[G_{2}\right]$ Jdenity element, i.e., there exists an element $e$ in $G$ such that $a e=e a=a$ for any element $a$ in $G$.
[ $\left.G_{3}\right]$ Inverses, i.e., for each $a$ in $G$, there exists an element $\dot{a}^{-1}$ [the inverse of $a$ ] in $G$ such that $a a^{-1}=a^{-1} a=e$.
( $\left\{G_{2}\right]$ and $\left[G_{3}\right]$ make a semigroup into a group.)
6.131 Define an abelian group.

- A group $G$ is said to be abelian [or commuialive] if the commutative law holds; i.e.. if $a b=b a$ for every $a, b \in G$.
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When the binary operation is denoted by juxtaposition as above, the group $G$ is said to be written multiplicatively. When $G$ is abelian, the binary operation is frequently denoted by + and $G$ is said to be written additively. In such a case the identity element is denoted by 0 and is called the zero element, and the inverse is denoted by $-a$ and is called the negative of $a$. If $A$ and $B$ are subsets of $G$ then we write

$$
A B=\{a b: a \in A, b \in B\} \quad \text { or } \quad A+B=\{a+b: a \in A, b \in B\}
$$

The number of elements in a group $G$, denoted $|G|$, is called the order of $G . G$ is a finite group if its order is finite.
6.132 Which of the following are groups under addition: $\mathrm{N}, \mathrm{Z}, \mathbf{Q}, \mathbf{R}, \mathbf{C}$ ?

I The integers $\mathbf{Z}$, the rationals $\mathbf{Q}$, the reals $\mathbf{R}$, and the complex numbers $\mathbf{C}$ are each a (abelian) group under addition. The positive integers $\mathbf{N}$ do not form a group under addition, e.g., $0 \notin \mathbf{N}$.
6.133 . The nonzero rational numbers $\mathbf{Q}(0)$ form an abelian group under multiplication. What is the identity element, and what are the inverses?
I The rational number $\mathbf{t}$ is the identity element and $q / p$ is the multiplicative inverse of the rational number $\boldsymbol{p} / \mathbf{q}$.
6.134 Let $S$ be the set of $n \times n$ matrices with rational entries, under the operation of matrix multiplication. Is $S$ a group?
I No. Although matrix multiplication is associative and matrix multiplication has an identity element I [with rational entries\}, $S$ is not a group since inverses do not always exist.
6.135 The set $G$ of nonsignular $n \times n$ matrices does form a group under matrix multiphication. What is the identity element, and what are inverses?
I The identity element is the identity matrix $I$, and the inverse of $A$ is its inverse matrix $A^{-1}$. This is an example of a nonabelian group, since matrix multiplication is noncommutative.
6.136 - What is the symmetric group of degree $n$ ?

I This is another name for $S_{n}$ of permutations of $\{1,2, \ldots, n\}$ under the operation of composition \{Problem 5.54\}.
6.137 Find the elements and the multiplication table of the symmetric group $S_{3}$.

I $S_{3}$ has $3!=6$ elements, as follows:

$$
\begin{array}{lll}
\varepsilon=\left(\begin{array}{lll}
1 & 2 & 3 \\
1 & 2 & 3
\end{array}\right) & \sigma_{2}=\left(\begin{array}{lll}
1 & 2 & 3 \\
3 & 2 & 1
\end{array}\right) & \phi_{1}=\left(\begin{array}{lll}
1 & 2 & 3 \\
2 & 3 & 1
\end{array}\right) \\
\sigma_{1}=\left(\begin{array}{lll}
1 & 2 & 3 \\
1 & 3 & 2
\end{array}\right) & \sigma_{3}=\left(\begin{array}{lll}
1 & 2 & 3 \\
2 & 1 & 3
\end{array}\right) & \phi_{2}=\left(\begin{array}{lll}
1 & 2 & 3 \\
3 & 1 & 2
\end{array}\right)
\end{array}
$$

The multiplication table of $S_{3}$ appears in Fig. 6.9.

|  | \% | $\sigma 1$ | ${ }^{\circ} 2$ | $\sigma_{3}$ | $\phi_{1}$ | $\phi_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon$ | c | $0_{1}$ | ${ }^{\circ}$ | $\sigma_{3}$ | $\phi_{1}$ | \$2 |
| $\sigma_{1}$ | $\sigma_{1}$ | c | $\phi_{1}$ | $\phi_{2}$ | $0_{2}$ | $\sigma_{3}$ |
| $\sigma_{2}$ | $\sigma_{2}$ | \$. 2 | c | $\phi_{1}$ | $0_{3}$ | $\sigma_{1}$ |
| $0_{3}$ | $\sigma_{3}$ | \$1 | $\phi_{2}$ | $\varepsilon$ | $\sigma_{1}$ | $\sigma_{2}$ |
| \$ | $\phi$ | $\sigma_{3}$ | $0_{1}$ | 02 | $\$_{2}$ | $\cdots$ c |
| \$2 | $\phi_{2}$ | $\sigma_{2}$ | $\sigma_{3}$ | $\sigma_{1}$ | 6 | $\phi_{1}$ |

Fig. 6-9
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6.148 Find the multiplication table of $G$.

1 Fo find $a * b$ in $G$, find the remainder when the product $a b$ is divided by 7. For example, $5 \cdot 6=30$ which yields a remainder of 2 when divided by 7 ; hence $5 * 6=2$ in $G$. The multiplication table of $G$ appears in Fig. 6-10.

| $*$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 |
| 2 | 2 | 4 | 6 | 1 | 3 | 5 |
| 3 | 3 | 6 | 2 | 5 | 1 | 4 |
| 4 | 4 | 1 | 5 | 2 | 6 | 3 |
| 5 | 5 | 3 | 1 | 6 | 4 | 2 |
| 6 | 6 | 5 | 4 | 3 | 2 | 1 |

Fig. 6-10
6.149 Find $2^{-1}, 3^{-1}, 6^{-1}$.

1 Figure $6-10$ shows that 1 is the identity element of $G$. Recall that $a^{-1}$ is that element of $G$ such that $a 0^{-1}=1$. Hence $2^{-1}=4,3^{-1}=5$; and $6^{-1}=6$.
6.150 Find the orders of, and subgroups generated by, 2 and 3.

I We have $2^{1}=2,2^{2}=4$, but $2^{3}=-1$. Hence $|2|=3$ and $g p(2)=\{1,2,4\}$. We have $3^{1}=3$, $3^{2}=2, .3^{3}=6,3^{4}=4, \cdot 3^{5}=5,3^{6}=1$. Hence $|3|=6$ and $g p(3)=G$.
6.151 Is $G$ cyclic?

IG is cyclic since $G=g p(3)$.
6.152 Let $H$ be a subgroup of a group $G$. Define a right (left) cosét of $H$.

I Let $a$ be any element of $G$. Then the set $H a=\{h a: h \in H\}$ is called a right coset of $H$. Analogously, $a H$ is called a left coset of $H$.

Theorem 6.6: Let $H$ be a subgroup of a group $G$. Then the right cosets $M a$ form a partition of $G$.

### 6.153 Prove Theorem 6.6.

I Define a retation $R$ on $G$ by $a R b \Leftrightarrow b \in H a$. We show that $R$ is an equivalence relation.
(1) $e \in H \Rightarrow a \in H a \Rightarrow a R a \quad[R$ is reflexive $\}$
(2) $a R b \Rightarrow b=h a \Rightarrow a=h^{-1} b \Rightarrow a \in H b \Rightarrow b R a \quad$ [ $R$ is symmetric]
(3) $\left.\left.\begin{array}{l}a R b \\ b R c\end{array}\right\} \Rightarrow \begin{array}{l}b=h_{1} a \\ c=h_{2} b\end{array}\right\} \Rightarrow c=\left(h_{2} h_{1}\right) a \Rightarrow c \in H a \Rightarrow a R c \quad\{R$ is uansitive $\}$

Under $R,\{a\}=H a$, so that Theorem 6.6 follows immediately from Theorem 6.4.
6.154 Let $H$ be a finite subgroup of $G$. Show that $H$ and any coset $H$ a have the same number of elements.

I Let $H=\left\{h_{1}, h_{2}, \ldots, h_{k}\right\}$, where $H$ has $k$ elements. Then $H a=\left\{h_{1} a, h_{2} a, \ldots, h_{k} a\right\}$. However, $h_{i} a=h_{j} a$ implies $h_{i}=h_{j}$; hence the $k$ elements listed in $H a$ are distinct.

Theorem 6.7 (Lagrange) Let $H$ be a subgroup of a finite group. $G$. Then the order of $H$ divid order of $G$.

Prove Theorem 6.7.
1 Suppose $H$ has. $r$ elements and there afe $s$ distinct right cosets. By Theorem 6.6. the co and by Problem 6.154, each coset has $r$ elements. Therefore, $G$ has $r$ elements, and so th: divides the ordef of $G$.
6.156 Let $H$ be a subgroup of a group $G$. Define the inder of $H$ in $G$. derroted $\{G: H\}$ :

IThe index of $H$ in $G$ is equal to the number of distinct right (left) cosets of $H$ in
6.157 Let $H$ be a subgroup of a group $G$. Define a coset represenative system for $H$ in $G$.

I A subset $C$ of $G$ is a coset representative system of $H$ if $\mathcal{C}$ contains exactly one element from each coset. Such an element is called a representative of the coset.
6.158 Let $H$ be a subgroup of a finite group $G$. How many coset representative systems exist for the cosets of $H$ ?

IThese are $|H|$ ways of choosing an element from any coset [see Problem 6.154], and there are [ $G: H$ ] distinct cosets. Hence the desired number is $|H|^{\mid G: 1 H}$.

In Problems 6.159-6.161, 2 denotes the group of integers under addition, and. $H=\{\ldots,-10,-5,0,5$, $5,10, \ldots\}$ is the subgroup of $\mathbf{Z}$ consisting of the multiples of 5 .
6.159 Find the cosets of $H$ in $\mathbf{Z}$.

I There are five distinct [ieft] cosets of $H$-in Z , as follows:

$$
\begin{aligned}
0+H & =H=\{\ldots,-10,-5,0,5,10 \ldots\} \\
1+H & =\{\ldots,-9,-4,1,6,11, \ldots\} \\
2+H & =\{\ldots,-8,-3,2,7,12, \ldots\} \\
3+H & =\{\ldots,-7,-2,3,8,13, \ldots\} \\
4+H & =\{\ldots,-6,-1,4,9,14, \ldots\}
\end{aligned}
$$

Any other coset $n+H$ coincides with one of these.
6.160 Find the index of $H$ in $\mathbf{Z}$.

I Although Z and $H$ are both infinite, the index of $H$ in Z is finite. Specifically, $[\mathrm{Z}: H]=5$, the number of cosets.
6.161 Find coset representatives of $H$ in $\mathbf{Z}$.

I Choose exactly one element from each coset; e.g., $\{0,1,2,3,4\}$ or $\{-1,0,1,2,3\}$.

Problems 6.162-6.166 refer to the symmetric group $S_{3}$. whose multiplication table appears in Fig. 6-9.
6.162 Find the order of, and the subgroup generated by, each element of $S_{3}$.

I $\varepsilon^{\prime}=\varepsilon$, so $|\varepsilon|=1$ and $g p(\varepsilon)=\{\varepsilon\}$. $\sigma_{1}^{\prime}=\sigma_{1}, \quad \sigma_{1}^{2}=\varepsilon$; so $\left|\sigma_{1}\right|=2$ and $g p\left(\sigma_{1}\right)=\left\{\sigma_{1}, \varepsilon\right\}$.
Similarly, $\left|\sigma_{2}\right|=2, \therefore g p\left(\sigma_{2}\right)=\left\{\sigma_{2}, \varepsilon\right\} ;$ and $\left|\sigma_{3}\right|=2, g p\left(\sigma_{3}\right\}=\left\{\sigma_{3}, \varepsilon\right\}$. We have

$$
\phi_{1}^{\prime}=\phi_{1}, \quad \phi_{1}^{2}=\phi_{2}, \quad \phi_{1}^{3}=\phi_{2} \cdot \phi_{1}=\varepsilon
$$

Hence $\left|\phi_{1}\right|=3$ and $g p\left(\phi_{1}\right)=\left\{\varepsilon, \phi_{1}, \phi_{2}\right\}$. Abo, $\phi_{2}^{\prime}=\phi_{2}, \phi_{2}^{2}=\phi_{2}, \quad \phi_{2}^{3}=\phi_{1} \cdot \phi_{2}=\varepsilon$; hence $\left|\phi_{2}\right|=3$ and $g p\left(\phi_{2}\right)=\left\{\varepsilon, \phi_{2}, \phi_{1}\right\}$.
6.163 Can you find a subgroup $H$ of order four?

I The order of $S_{3}$ is six. By Lagrange's theorem, the order of $H$ must divide the order of $S_{3}$. Hence there is no subgroup of order four.
6.164

Let $A=\left\{\sigma_{1}, \sigma_{2}\right\}$ and $B=\left\{\phi_{1}, \phi_{2}\right)$. Find ( $a$ ) $A B,(b) \sigma_{2} A$, and (c) $A \sigma_{3}$.
I(a) Multiply each element of $A$ by each element of $B: \quad \sigma_{1} \phi_{1}=\sigma_{2} . \quad \sigma_{1} \phi_{2}=\sigma_{3}, \quad \sigma_{2} \phi_{1}=3, \quad \sigma_{2} \phi_{2}=\sigma_{1}$. Hence $A B=\left\{\sigma_{1}, \sigma_{2}, \sigma_{3}\right\}$. (b) Multiply $\sigma_{3}$ by each element of $A: \sigma_{3} \sigma_{1}=\phi_{1}, \sigma_{3} \sigma_{2}=\phi_{2}$. Hence $c_{3} A=\left\{\phi_{1}: \phi_{2}\right\}$. (c) Nultiply each element of $A$ by $\sigma_{3}: \sigma_{1} \sigma_{3}=\phi_{2}, \sigma_{2} \sigma_{3}=\phi_{1}$. Hence $\mathcal{A} \sigma_{3}=\left\{\phi_{1}-\phi_{2}\right\}$.
6.165

Let $H=g p\left(\sigma_{1}\right)$ and $K=g p\left(\sigma_{2}\right)$. Is $H K$ a subgroup of $S_{3}$ ?
I $H=\left\{\varepsilon, \sigma_{1}\right\} . K=\left\{\varepsilon, \sigma_{2}\right\}$ and then $H K=\left\{\varepsilon, \sigma_{i}, \sigma_{2}, \phi_{1}\right\}$, which is not a subgroup of $S_{3}$ since $H K$ has four elements. (Compare with Problem 6.163.]
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### 6.166 Is $S_{3}$ cyclic?

I $S_{3}$ is not cyclic, since $S_{3}$ is not generated by any of its elements.
6.167 If $H$ is a subgroup of $G$, show that $H H=H$.

I Since $H$ is closed under the operation of $G$, we have $H H \subseteq H$. On the other hand, suppose $h \in H$. Since $H$ is a subgroup, the identity element $e$ belongs to $H$. Hence $e h=h \in H H$, and so $H \subseteq H H$. The two inclusions give $H \dot{H}=\boldsymbol{H}$.
6.168 Show that $H a=H b$ if and only if $a b^{-1} \in H$.

1 If $H a=H b$, then $a \in H a=H b$. Hence there exists $h \in H$ such that $a=h b$, and $a b^{-1}=h$ belongs to $H$. On the other hand, suppose $h \equiv a b^{-1} \in H$. Then $a=h b \in H b$. But $a \in H a$. Thus $H a=H b$, since the cosets form a partition of $G$.
6.169 Let $G$ be a finite group of order $n$. Show that $a^{n}=e$ for any $a \in G$.

I If $|g p(a)|=\dot{m}$, then $a^{m}=\dot{e}$. By Lagrange's theorem, $m$ divides $n$; say, $n=m r$. Then $a^{n}=a^{m r}=\left(a^{m}\right)^{r}=e^{r}=e$.

### 6.6 NORMAL SUBGROUPS, FACTOR GROUPS, GROUP HOMOMORPHISMS

### 6.170 Define a normat subgroup of a group $G$.

I A subgroup $H$ of $G$ is normal subgroup if $a^{-1} H a \subset H$ for every $a \in G$. Equivalently, $H$ is normal if $a H=H a$ for every $a \in G$.
6.171 Let $G$ be the group of nonsingular $2 \times 2$ matrices under matrix multiplication. Let $H$ be the subset of $G$ consisting of the lower triangular matrices; i.e., matrices of the form $\left(\begin{array}{ll}a & 0 \\ c & d\end{array}\right)$. Show that $H$ is a subgroupof $G$, but net a normal subgroup.

I $H$ is closed under matrix multiplication and inverses, and the identity matrix $I$ belongs to $H$. Hence $H$. is a subgroup of $G$. However, $H$ is not a normal subgroup since, for example,

$$
\left(\begin{array}{ll}
1 & 2 \\
1 & 3
\end{array}\right)^{-1}\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
1 & 3
\end{array}\right)=\left(\begin{array}{rr}
3 & -2 \\
-1 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
1 & 3
\end{array}\right)=\left(\begin{array}{rr}
-1 & -4 \\
1 & 3
\end{array}\right)
$$

does not belong to $H$.
6.172 Let $G$ be a group of matrices in Problem 6.171. Let $K$ be the subset of $G$ consisting of matrices with determinant 1. Show that $K$ is a normal subgroup of $G$.
$\|$ Since $\operatorname{det} I=1, I$ belongs to $K$. If $A$ and $B$ belong to $K$, then $\operatorname{det}(A B)=(\operatorname{det} A)(\operatorname{det} B)=(1)(1)=1$, and so $A B$ belongs to $K$. Also, $\operatorname{det} A^{-1}=1 / \operatorname{det} A=1$ and so $A^{-1}$ belongs to $K$. Thus $K$ is a subgroup. Moreover, for any matrix $X$ in $G$ and any matrix $A$ in $K$, $\operatorname{det}\left(X^{-1} A X\right)=1$. Hence $X^{-1} A X$ belongs to $K$, so $K$ is a normal subgroup of $G$.
6.173 Consider the permutation group $S_{3}$, whose mutiolication table appears in Fig. 6-9. Is the subgroup $H=\left\{\varepsilon, \sigma_{1}\right\}$ normal?
I The right and left cosets of $H$ are as follows:

| Right Cosets | Left Cosets |
| :--- | ---: |
| $H=\left\{\varepsilon, \sigma_{1}\right\}$ | $H=\left\{\varepsilon, \sigma_{1}\right\}$ |
| $H \phi_{1}=\left\{\phi_{1}, \sigma_{2}\right\}$ | $\phi_{1} H=\left\{\phi_{1}, \sigma_{3}\right\}$ |
| $H \phi_{2}=\left\{\phi_{2}, \sigma_{3}\right\}$ | $\phi_{2} H=\left\{\phi_{2}, \sigma_{2}\right\}$ |

Since $H \phi_{1} \neq \phi_{1} H, \quad H$ is not a normal subgroup of $S_{3}$.
6.174 Show that any subgroup $H$ of an abelian group $G$ is normal.

I Let $h$ be any element of $H$ and tet $g$ be any efement of $G$. Then $g^{-1} h g=h g^{-1} g=h$ belongs to $H$. Hence $H$ is a nofmal subgroup.
6.175 Let $H$ be a subgroup, and $K$ a normal subgroup, of a group $G$. Prove that $H K$ is a subgroup of $G$ [cf. Problein 6.165].
$\$$ We imust show that $e \in H K$ and that $H K$ is closed under multiplication and inverses. Since $H$ and $K$ are subgroups, $e \in H$ and $e \in K$. Hence $e=e e$ belongs to $H K$. Suppose $x_{i} y \in H K$. Then $x=h_{1} k_{1}$ and $y=h_{2} h_{2}$ where $h_{1} h_{2} \in H$ and $k_{1}, k_{2} \in K$. Then

$$
x y=h_{1} k_{1} h_{2} k_{2}=h_{1} h_{2}\left(h_{2}^{-1} k_{1} h_{2}\right) k_{2}
$$

Since $K$ is normal, $h_{2}^{-1} k_{1} h_{2} \in K$; and since $H$ and $K$ are subgroups, $h_{1} h_{2} \in H$ and $\left(h_{2}^{-1} k_{2} h_{2}\right) k_{2} \in K$. Thus $x y \in H K$, and so $H K$ is closed under multiplication. We also have that

$$
x^{-1}=\left(h_{1} k_{1}\right)^{-1}=k_{1}^{-1} h_{1}^{-1}=h_{1}^{-1}\left(h_{1} k_{1}^{-1} h_{i}^{-1}\right)
$$

Since $K$ is a normal subgroup $h_{1} k_{1}^{-1} h_{1}^{-1}$ belongs to $K$. Also $h_{1}^{-1}$ belongs to $H$. Therefore $x^{-1} \in H K$, and hence $H K$, is closed under inverses. Consequently, $H K$ is a subgroup.

The following theorem defines the quotient group; $G / H$, corresponding to a normal subgroup $H$ of $G$.
Theorem 6.8: Let $H$ be a normal subgroup of a group $G$. Then the cosets of $H$ in $G$ form a group under coset multiplication, as defined by $(a H)(b H)=a b H$.

Prove Theorem 6.8.
I Coset multiplication is well-defined, since

$$
(a H)(b H)=a(H b) H=a(b H) H=a b(H H)=a b H
$$

[Here we used the fack that $H$ is normal, so $H b=b H$, and, from Problem 6.167, that $H H=H$.] Associativity of coset multiplication follows from the fact that associativity holds in $G$. $H$ is the identity element of GIH, since

$$
(a H) H=a(H H)=a H \quad \text { and } \quad H(a H)=(H a) H=(a H) H=a H
$$

Lastly, $a^{-1} H$ is the inverse of $a H$ since

$$
\left(a^{-1} H\right)(a H)=a^{-1} a H=e H=H \quad \text { and } \quad(a H)\left(a^{-1} H\right)=a a^{-1} H=e H=H
$$

Thus $G / H$ is a group under coset multiplication.
©. 177 Let $\mathbf{Z}$ be the group of integers under addition, and let $H$ be the subgroup of $\mathbf{Z}$ consisting of the multiples of 5. Show that $H$ is a normal subgroup of $Z$, and find the quotient group $Z / H$.

I Since $\mathbf{Z}$ is abelian, $H$ is automatically a normal subgroup. Let $\overline{0}, \overline{1}, \overline{2}, \overline{3}$, and $\overline{4}$ denote, respectively, the five cosets listed in Problem 6.159. The addition table for the quotient group $\mathrm{Z} / H=\{\overline{0}, \overline{\mathrm{I}}, \overline{2}, \overline{3}, \overline{4}\}$ appears in Fig. 6-11. [This group is usually called the integers modulo 5 and is frequently denoted $\mathbf{Z}_{5}$.]

| + | $\overline{0}$ | $\overline{1}$ | $\overline{2}$ | $\overline{3}$ | $\overline{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\overline{0}$ | $\overline{0}$ | $\overline{1}$ | $\overline{2}$ | $\overline{3}$ | $\overline{4}$ |
| $\overline{1}$ | $\overline{1}$ | $\overline{2}$ | $\overline{3}$ | $\overline{4}$ | $\overline{0}$ |
| $\overline{2}$ | $\overline{2}$ | $\overline{3}$ | $\overline{4}$ | $\overline{0}$ | $\overline{1}$ |
| $\overline{3}$ | $\overline{3}$ | $\overline{4}$ | $\overline{0}$ | $\overline{1}$ | $\overline{2}$ |
| $\overline{4}$ | $\overline{4}$ | $\overline{0}$ | $\overline{1}$ | $\overline{2}$ | $\overline{3}$ |

Fig. 6-11
6.178 Define a group homomorphism. Also, define a group isomorphism.

If A mapping $\int$ from a group $G$ [with operation *] into a group $G^{\prime}$ [with operation *'f. is a homomorphism if.

$$
f(a * b)=f(a) *^{\prime} f(b)
$$
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for every $a, b$ in $G$. In addition, if $f$ is one-to-one and onto, then $f$ is an isomorphism and $G$ and $G^{\prime}$ are said to be isomorphic, written $G \simeq G^{\prime}$.
6.179 Let $G$ be the group of real numbers under addition, and let $G$ ' be the group of positive real numbers under mulliptication. Show that the mapping $f: G \rightarrow G^{\prime}$ defined by $f(a)=\mathcal{Z}^{a}$ is a homomorphism. Is it an isomorphism?
1 The mapping $f$ is a homomorphism since $f(a+b)=2^{a+b}=2^{a} 2^{b}=f(a) f(b)$. Moreover, since $f$ is one-to-one and onto, $f$ is an isomorphism.
6.180 Let $G$ be the group of real $n$-square matrices under addition. Show that the trace function is a homomorphism of $G$ into the group $R$ of real numbers under addition.
1 Let $A$ and $B$ be matrices in $G$. Then $\operatorname{tr}(A+B)=\operatorname{tr}(A)+\operatorname{tr}(B)$. Thus the trace function is a homomorphism.
6.181 Let $G$ be the group of real, nonsingular, $n$-square matrices under multiplication. Show that the determinant function is a homomorphism of $G$ into the group $G^{\prime}$ of nonzero real numbers under muliplication.
$I$ Let $A$ and $B$ be matrices in $G$. Then $\operatorname{det}(A B)=(\operatorname{det} A)(\operatorname{det} B)$. Hence the determinant function is a homomorphism.
6.182 Given a homomorphism $f: G \rightarrow G^{\prime}$, show that $f(e)=e^{\prime}$ where $e$ and $e^{\prime}$ are the identity elements of $G$ and $G^{\prime}$, respectively.
$I$ Since $e=e * e$ and $f$ is a homomorphism, $f(e)=f(e * e)=f(e) *^{\prime} f(e)$. Hence, $e^{\prime}=f(e)^{-t} *^{\prime} f(e)=$ $\left[f(e)^{-1} *^{\prime} \cdot f(e)\right] *^{\prime} f(e)=e^{\prime} *^{\prime} f(e)=f(e)$.
6.183 Given a homomorphism $f: G \rightarrow G^{\prime}$, show that $f\left(a^{-1}\right)=f(a)^{-1}$, for any element $a$ in $G$.

I By Problem 6.182.

$$
f(a) *^{\prime} f\left(a^{-1}\right)=f\left(a * a^{-1}\right)=f(e)=e^{\prime}=f(e)=f\left(a^{-1} * a\right)=f\left(a^{-1}\right) *^{\prime} f(a)
$$

-Thus, $f(a)^{-1}=f\left(a^{-1}\right)$.
6.184 Define the_kernel and the image of a group homomorhism $f: G \rightarrow G^{\prime}$.

I The kernel of $f$, written Ker $f$, is the set of elements of $G$ whose image is the identity element $e^{\prime}$ of $G^{\prime}$ : Ker $f=\left\{a \in G: f(a)=e^{\prime}\right\}$.

The image of $f$, written $f(G)$ or $\operatorname{Im} f$. consists of the images of elements of $G$ under $f$ :

$$
\operatorname{lm} f=\left\{b \in G^{\prime}: \quad b \overline{=} f(a) \text { for some } a \in G\right\}
$$

[The term range is also used for inage.\}

Fheorem 6.9: Let $f: G \rightarrow G^{\prime}$ be a homomorphism with kernel $K$. Then (i) $K$ is a normal subgroup of $G$, and (ii) the quotient group $G \not K K$ is isomorphic to the image of $f$.
6.185 Prove (i) of Theorem 6.9.

I By Problem 6.182, $f(c)=f^{\prime}$. so $e \in K$. Now suppose $a . b \in K$ and $g \in G$. Then $f(a)=e^{\prime}$ and $f(b)=e^{\prime}$. Hence fusing juxtaposition to indicate either group operation].

$$
\begin{aligned}
& f(a b)=f(a) f(b)=e^{\prime} e^{\prime}=e^{\prime} \\
& f\left(a^{-1}\right)=f(a)^{-2}=e^{-1}=e^{\prime} \\
& f\left(g a g^{-1}\right)=f(g) f(a) f\left(g^{-1}\right)=f(g) e^{\prime} f(g)^{-1}=e^{\prime}
\end{aligned}
$$

Hence ab. $a^{-1}$, and gag ${ }^{-1}$ belong to $K$. so $K$ is a normal subgroup.
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Let $H \subseteq G^{\prime}$ be the image of $f$, and define a mapping $\phi: G / K \rightarrow H$ by $\phi(K a)=f(a)$. We show that $\phi$ is well-defined; i.e., if $K a=K b$ then $\phi(K a)=\phi(K b)$. Suppose $K a=K b$. Then $a b^{-1} \in K$ [Problem 6.168|. Then $f\left(a b^{-1}\right)=c^{\prime}$. and so

$$
f(a) f(b)^{-1}=f(a) f\left(b^{-1}\right)=f\left(a b^{-1}\right)=e^{\prime}
$$

Hence $f(a)=f(b)$; and so $\phi(K a)=\phi(K b)$. Thus $\phi$ is well-defined. We next show that $\phi$ is a $=$ homomorphisn:

$$
\phi(K a K b)=\phi(K a b)=f(a b)=f(a) f(b)=\phi(K a) \phi(K b)
$$

Thus $\phi$ is a homomorplism. We next show that $\phi$ is one-to-one. Suppose $\phi(K a)=\phi(K b)$. Fhien

$$
f(a)=f(b) \quad \text { or } \quad f(a) f(b)^{-1}=e^{\prime} \quad \text { or } \quad f(a) f\left(b^{-1}\right)=e^{\prime} \quad \text { or } \quad f\left(a b^{-1}\right)=e^{\prime}
$$

Thus $a b^{-1} \in K$, and again by Problem 6.168, $K a=K b$. Thus $\phi$ is one-to-one. Finally, we show that $\phi$ is onto. Let $h \in H$. Since $H$ is the image of $f$, there exists $a \in G$ such that $f(a)=h$. Thus $\phi(K a)=f(a)=h$, and so $\phi$ is onto. Consequently $G / K \approx H$ and the theorem is proved.

Problems 6.187-6.189 refer to the following groups and mapping:
$G=$ group of nonzero complex numbers under multiplication.
$G_{*}^{\prime}=$ group of nonzero real numbers under multiplication. $f: G \rightarrow G^{\prime}$ defined by $f(z)=|z|$.
6.187

Show that $f$ is a group homomorphism.
1 $f\left(z_{1} z_{2}\right)=\left|z_{1} z_{2}\right|=\left|z_{1}\right|\left|z_{2}\right|=f\left(z_{1}\right) f\left(z_{2}\right)$
6.188 Describe geonetrically the kernel $K$ of the homomorphism $f$.
| $K$ consists of those complex numbers $z$ such that $|z|=1$; i.e., $K$ is the unit circle.
6.189 Describe the quotient group $G / K$.

I G/K is isomorphic io the image of $f$, which is the group of positive real numbers under multiplication.
6.190 Show that any cyclic group is isomorphic cither to the integers $\mathbf{Z}$ under addition, or to $\mathbf{Z}_{m}$, the integers under addition modulo $m$.
I Let $a$ be any etement in a group $G$. The function $f: \mathrm{Z} \rightarrow G$ defined by $f(n)=a^{n}$ is a homomorphism since $f(m+n)=a^{m " \prime \prime}=a^{\prime \prime} \cdot a^{\prime \prime}=f(m) f(n)$. The image of $f$ is $g p(a)$, the cyclic subgroup generated by $a$. Thus, $g p(a)=\mathbf{Z} / K$. where $K$ is the kernel of $f$. If $K=\{0\}$, then $g p(a) \approx \mathbf{Z}$. On the other hand, if $m$ is the order of $a$, then $K=\{$ mulliples of $m\}$. and so $g p(a)=Z_{a t}$.

### 6.7 RINGS AND IDEALS

### 6.191 Define a ring

I Let $R$ be a nonemply set with two binary operations, an operation of addition (denoted by + ) and an operation of mulliptication (denoted by juxtaposition). Then $R$ is called a ring if the following axioms are satisfied:
$\left[R_{1}\right]$ For any $a . b . c \in R$. we have $(a+b)+c=a+(b+c)$.
$\left[R_{2}\right]$ There exists an element $0 \in R$. called the zere element. such that $a+0=0+a=a$ for every $a \in R$.
$\left[R_{3}\right]$ For each $a \in R$ there exists an element $-a \in R$. called the negative of $a$, such that $a+(-a)=(-a)+a=0$.
$\left[R_{4}\right]$ For any $a . b \in R$, we have $a+b=b+a$.
$\left[R_{s}\right]$ For any $a, b, c \in R$. we have $(a b) c=a(b c)$.
$\left[R_{n}\right]$ For any $a, b, c \in R$. we have:
(i) $a(b+c)=a b+a c$. and (ii) $(b+c) a=b a+c a$.

Axioms $\left\{R_{\mathrm{l}}\right\}$ through $\left\{R_{\mathrm{J}}\right\}$ make $R$ an abelian group under addition.
6.192 How is sublaction defined in a ring $R$ ?
| $a-b \equiv a+(-b)$
6.193 Define a commutative ring.

I A ring $R$ is commutative if $a b=b a$ for every $a, b \in R$.:
6.194 Define a unity element in a ring $R$.

I A nonzero element $I \in R$ is called a unity element if $a \cdot 1=1 \cdot a=a$ for every element $a \in R$.
6.195 Let $R$ be a ring with an identity element $I$. Define a unit in $R$.
| An element $a \in R$ is a unit if $a$ has a multiplicative inverse, $a^{-1} \in R, \cdots$ such that $a a^{-1}=a^{-1} a=1$.
Consider the ring $\mathbf{Z}$ of integers.
(a) Is Z commutative?
(b) Does Z have a unity element?
(c) What are the units in Z ?
I (a) Z is a commutative ring since $a b=b a$ for any integers $a, b \in \mathrm{Z}$. (b) The number 1 is a unity efement in $\mathbf{Z}$. (c) The only units in Z are 1 and -1 .
6.197 Find the units of $Z_{m}$, the ring of integers modulo $m$.
$\|$ If $a$ is a unit in $\mathrm{Z}_{m}$, then $a^{-1} a \equiv 1(\bmod m)$, or, in Z ,

$$
a^{-1} a=1+r m \quad \text { or } \quad a^{-1} a-r m=1
$$

This shows that any common division of $a$ and $m$ must divide 1 ; i.e., that $g$ and $m$ are relatively prime. Conversely, if $a$ and $m$ are relatively prime in $\mathbf{Z}$; then

$$
1=\operatorname{gcd}(a, m)=p a+q m \quad \text { or } \quad p a \equiv 1 \quad(\bmod m)
$$

which shows that $a$ is a unit of $Z_{m}$ [with inverse $p$ ]. Thus the units of $Z_{m}$ are precisely those integers which are relatively prime to $m$.
$6.198 \ln \mathrm{Z}_{10}$ find $-3,-8$, and $3^{-1}$.
1 By $-a$ in a ring $R$ we mean that element such that $a+(-a)=(-a)+a=0$. Hence $-3=7$ since. $3+7=7+3=0$ in $Z_{10}$. Similarly $-8=2$. By $a^{-1}$ in a ring $R$ we mean that element such that $a \cdot a^{-1}=a^{-1} \cdot a=1$. Hence $3^{-1}=7$ since $3 \cdot 7=7 \cdot 3=1$ in $\mathbf{Z}_{30}$.
6.199 Let $f(x)=2 x^{2}+4 x+4$. Find the roots of $f(x)$ over $Z_{10}$.

I Substitute each of the ten elements of $\mathbf{Z}_{10}$ into $f(x)$ to see which elements yield 0 . We have:

$$
\begin{array}{llll}
f(0)=4, & f(2)=0, & f(4)=2, & f(6)=0,
\end{array} f(8)=4
$$

Thus the roots are $1,2,6$, and 7. [This example shows that a polynomial of degree $n$ can have more than $n$ roots over an arbitrary ring. This cannot happen if the ring is a field.)

Problems 6.200-6.202 refer to the ring $R$ of real $n$-square matrices.
6.200 Is. $R$ commutative?

I No; matrix muhiplication is not commutative.
6.201. Does $R$ have a unity element?

I Yes; the identity matrix 1 .
6.20I Find the units in $R$.

- The nonsingular or invertible matrices are the units in $R$ :
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6.203 Prove that $a \cdot 0=0 \cdot a=0$ in a ring $R$.

Since $0=0+0$, we have $a \cdot 0=a(0+0)=a \cdot 0+a \cdot 0$. Adding $-(a \cdot 0)$ to both sides yields $0=a \cdot 0$. Similarly, $0 \cdot a=0$.

I $a b+a(-b)=a(b+(-b))=a \cdot 0=0$; hence [Problem 6.204], $a(-b)=-a b$. Similarly, $(-a) b=-a b$.
6.206 Show that $(-1) a=-a$ in a ring $R$ with a unity element 1 .

I $a+(-1) a=1 \cdot a+(-1) a=(1+(-1)) a=0 \cdot a=0$; hence [Problem 6.204], (-1)a=-a.
6.207 Let $R$ be a ring with a unity element 1. Show that the set $R^{*}$ of units in $R$ is a group under multiplication.
$f$ If $a$ and $b$ are units in $R$, then $a b$ is a unit, since $b^{-1} a^{-1}$ is the inverse of $a b$. Thus $R^{*}$ is closed under multiplication. Also, $R^{*}$ is nonempty, since . $l \in R^{*}$; and $R^{*}$ is associative, siace $R$ is associative.
Finally, if $a$ is a unit in $R$, so is $a^{-1}$ [since it has the inverse $a$ ]; consequently, $R^{*}$ is closed under inverses.

- Thus $R^{*}$ is a group under multiplication.
6.208 Define a subring of a ring $R$.

I A nonempty subset $S$ of $R$ is a subring of $R$ if $S$ itself forms a ring under the operations of $R$. It is clear that $S$ is a subring of $R$ if and only if $a, b \in S$ implies $a-b \in S$ and $a b \in S$. [Closure under subtraction implies inclusion of 0 , inclusion of negatives, and hence closure under addition.].
6.209 Define an ideal in a ring $R$.

I A subset $J$ of $R$ is an ideal in $R$ if
(i) $0 \in J$ (or: $J$ is nonempty).
(ii) $J$ is closed under subtraction; i.e.: $a-b \in J$ for any $a, b \in J$.
(iii) $J$ is closed under muliiples from $R$; i.e., $\quad$ ra, ar $\in J$ for $a \in J, r \in R$.

With respect to (iii); $J$ is called a left ideal if only $r a \in J$, and a right ideal if only $a r \in J$. Thus the term ideal shall mean two-sided ideal, as above. In a commutative ring, any left or right ideal is an ideal.
6.210 Show that $\{0\}$ is an ideal in any ring $R$.

IFollows from the fact that $0-0=0$ belongs to $\{0\}$, and, for any $r \in R$, we have $r \cdot 0=0 \cdot r=0$ belongs to $\{0\}$.
6.211 Let Z be the ring of integers and let $J_{m}$ consist of the multiples of $m \geq 2$. Show that $J_{m}$ is an ideal in Z .

IClearly $0 \in J_{m-}$ Suppose $m a$ and $m b$ are arbilrary elements in $J_{m \text {. }}$. Then $m a-m b=m(\dot{a}-b)$ also belongs to $J_{m}$ - Also, for any $r \in Z_{r}$ we have $r(m a)=(m a) r=m(a r)$ as an element of $J_{m}$. Thus $J_{m}$ is an ideal in $\mathbf{Z}$.
6.212. Let $M$ be the ring of real $2 \times 2$ matrices. Give an example of a left ideal, $J$, which is not a right ideal, and an example of a right ideal, $K$. which is not a left ideal.

1

$$
J=\left\{\left(\begin{array}{ll}
0 & a \\
0 & b
\end{array}\right)\right\} \quad K=\left\{\left(\begin{array}{ll}
a & b \\
0 & 0
\end{array}\right)\right\}
$$

6.213 Suppose $J$ and $K$ are ideals in a ring $R$. Prove that $J \cap K$ is an ideal in $R$.

I Since $J$ and $K$ are ideal. $0 \in J$ and $0 \in K$. Hence $0 \in J \cap K$. Now fet $a . b \in J \cap K$ and let $r \in R$. Then $a, b \in J$ and $a, b \in K$. Since $J$ and $K$ are ideals,
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$$
a-b, r a, a r \in J \quad \text { and } \quad \dot{a}-b, r a, a r \in K
$$

Hence $a-b, r a, a r \in J \dot{\cap} K$. Therefore $J \cap K$ is an ideal.
6.214 Let $J$ be an ideal in a ring $R$ with an identity element 1 . Prove: ( $a$ ) If $1 \in J$ then $-J=R$. (b). If any unit $u \in J$ then $J=R$.

I (a) If $1 \in J$, then for any $r \in R$ we have $r \cdot 1 \in J$, or $r \in J$. Hence $J=R$. (b) If. $u \in J$, then $u^{-1} \cdot u \in J$, or $\quad \mathrm{E} \in J$. Hence $J=R$, by $(a)$.

The following theorem uses the fact that an ideal $J$ in a ring $R$ is a subgroup [necessarily normal] of the additive group of $R$. Thus the collection of cosets $\{a+J: a \in R\}$ forms a partition of $R$.

Theorem 6.10: Let $J$ be an ideal in a ring $R$. Then the cosets $\{a+J: a \in R\}$ form a ring under the coset operations.

$$
(a+J)+(b+J)=(a+b)+J \quad \text { and } \quad(a+J)(b+J)=a b+J
$$

6.215 Prove Theorem 6.10. [The ring of cosets is denoted by $R / J$ and is called the quotient ring.]

IThe analogous Theorem 6.8 for groups shows that $R t j$ is a commutative group under addition, with $J$ as the zero element. Coset multiplication is well-defined, since

$$
(a+J)(b+J)=a b+a J+J b+J J \subseteq a b+J+J+J \subseteq a b+J
$$

Associativity and the distributive laws hold in $R / J$, since they hold in $R$. Thus $R I J$ is a ring.
6.216 Suppose $J$ is an ideal in a commutative ring $R$. Show that $R / J$ is commutive.
I. $(a+J)(b+J)=a b+J=b a+J=(b+J)(a+J)$
6.217 Suppose that $f$ is an ideal in a ring $R$ with unity element 1 , and suppose that $1 \notin J$. Show that, $1+J$. is a unity element for $R / J$.

I For any coset $a+J$, we have $(a+J)(1+J) \doteq a \cdot 1+J=a+J$ and $(1 \neq J)(a+J)=1 \cdot a+J=$ $a+J$. Thus $\}+J$ is a unity element in $R J J$.
6.218 Define ring homomorphism, ring isomorphism.

I A mapping $f$ from a ring $R$ into a ring $R^{\prime}$ is called a homomorphism if $f(a+b)=f(a)+f(b)$ and $f(a b)=f(a) f(b)$, for every $a, b \in R$. [Through here notated as if they are the same, the ring operations in $R^{\prime}$ will generally differ from those in $R$.] In addition, if $f$ is one-to-one and onto, then $f$ is called an isomorphism.
6.219 Discuss the relation between ring homomorphisms and group homomorphisms [Section 6.6], and state the ring analog to Theorem 6.9.
I A ring homomorphism $f: R \rightarrow R^{\prime}$ is automatically a group homomorphism on the additive structures of $R$ and $R^{\prime}$. Thus $f(0)=0^{\prime}$. If $R$ and $R^{\prime}$ have unity elements 1 and $1^{\prime}$, fespectively, then we also require that $f(l)=1^{\prime}$ in order for $f$ to be a ring homomorphism. We also define the kernel of $f$ by Ker $f=\left\{a \in R: f(a)=0^{\prime}\right\}$.

The fundamentał theorem on ring homomorphisms follows.

Theorem 6.11: Lei $f: R \rightarrow R^{\prime}$ be a ring homomorphism with kernel $J$. Then $J$ is an ideal in $R$, and $R / J$ is isomorphic to the image of $f$.
6.220 Consider the rings $R=2 Z$ and $R^{\prime}=32$ |thas is, $R$ consists of all multiples of 2, and $R^{\prime}$ consists of als multiptes of 3). Show that $R$ is not isomorphic to $R^{\prime}$.

I If $f: R \rightarrow R^{\prime \prime}$ is a ring homomorphism, then $f(2)=3 k$ for some integer $k$. Since $f$ is a homomorphisfl. $f(4)=f(2+2)=f(2)+f(2)=3 k+3 k=6 k$; further, $f(4)=f(2-2)=f(2) \cdot f(2)=$
$(3 k) \cdot(3 k)=9 k^{2}$. But $9 k^{2}=6 k$ and $k$ integral imply. $k=0$. Hence $f(2)=0$. But $f(0)=0$. Thus $f$ is not an isomorphism.

Problems 6.221-6.223 concern an ideal $J$ in a ring $R$, and the (canonical) map $f: R \rightarrow R / J$ (recall Theorem 6.10) defined by $f(a)=a+J$.

Show that $f$ is a ring homomorphism.

$$
\begin{aligned}
& f(a+b)=(a+b)+J=(a+J)+(b+J)=f(a)+f(b) \\
& f(a b)=a b+J=(a+J)(b+J)=f(a)(b)
\end{aligned}
$$

Show that $f$ is an onto mapping.

- Any coset $a+J$ in $R / J$ is the image of $a \in R$.

Find the kernel $K$ of $f$.
IThe zero element of $R I J$ is $J$. Thus $K$ consists of those $a \in R$ such that $f(a)=J$, or $a+J=J$. But $a+J=J$ if and only if $a \in J$. Thus $J$ is the kernel of $f$.

## integral domains, pid, ufd

All rings $R$ in this section, and in Section 6.9, are assumed to be commutative and to have a unity element $l$, unless otherwise specified.

Define a zero divisor in a ring $R$.

- A nonzero element $a \in R$ is a zero divisor if there exists a nonzero element $b$ such that $a b=0$.

6:225 Define integral domain. .

- A commutative ring $D$ with a unity element 1 is an integral domain if $D$ has no zero divisors.
6.226 Show that the ring $Z_{115}$ of the integers modulo 105 is not an integral domain.
- Any $Z_{m}$ with $m$ composite has divisors of zero; for $m=a b \quad(1<a, b<m)$ implies $a b=0$ in $Z_{m}$.
6.227 Show that the ring $Z_{29}$ of integers modulo 29 is an integral domain.
$\int$ Conversèly to Problem 6.226 , if $m$ is prime then $Z_{m}$, has no zero divisors. In fact, for $1<a, b<m$,

$$
a b=0+\mathrm{km} \Rightarrow m \mid a \text { or } m \mid b \Rightarrow a=0 \text { or } b=0
$$

6.228 Suppose $D$ is an.integral domain. Show that if $a b=a c$, with. $a \neq 0$, then $b=c$.

If $a b=a c$, then $a b-a c=0$ and so $a(b-c)=0$. Since $a \neq 0$ and $D$ has no zero divisors, we must have $b-c=0$, or $b=c$, as claimed. Thus, multiplication in $D$ obeys the cancellation law.
6.229 Define a principal ideal in a commutative ring $R$ with an idenity element $I$.

I Let $a$ be any element in $R$. Then the set $(a)=\{r a: r \in R\}$ is an ideal; it is called the principal ideal generated by $a$.
6.230 What is a PID?

1 PID abbreviates a Principal /deal Domain. A ring is a PPD if $R$ is an integrat domain and if every ideal in $R$ is principal.
6.231 Show that $Z$ is a PID.
$\boldsymbol{Z}$ is an integral donain, since $\mathbf{Z}$ has no zero divisors. Suppose $f$ is an ideal in 2 . If $j=\{0\}$. then $J=(0)$, the ideal gencrited by 0 . Suppose that $J \neq\{0\}$ and that $x \neq 0$ belongs to $j$. Then
$-x=(-1) x$ belongs to $J$; hence $J$ contains at least one positive integer. Let $a$ be the smallest positive integer in $f$ [recall Problem 6.18]. We claim that $J=(a)$; i.e., that $J$ consists of all the mutiples of $a$. Suppose $x \in J$. By the division algorithm, $x=q a+r$. where $0 \leq r \leq a$. Since $f$ is an ideal and $a, x \in J$, we have $r=x$ - qa belongs to $J$. Since $a$ is the smallest positive integer in $J$ and $r<a$, we must have $r=0$, making $x$ a multiple of $a$. Thus $J=(a)$ and hence $Z$ is a PlD .
6.232 Define associates in a ring $R$.

I An element $b \in R$ is called an associate of $a \in R$ if $b=u a$ for some unit $u \in R$.
6.233 Find the associates of 4 in $Z_{10}$ (the integers modulo 10).

The units in $Z_{10}$ are $1,3,7$, and 9 [see Probiem 6.197]. Multiply 4 by each of the units to obtain $1 \cdot 4=4, \quad 3 \cdot 4=2,7 \cdot 4=8$, and $9 \cdot 4=6$. [The multiplication is done modulo 10 .]. Thus $2,4,6$, and 8 are the associates of 4 in $\mathbf{Z}_{10}$.
6.234 Find the associates of 5 in $\mathrm{Z}_{10}$ -

1 Multiply 5 by each of the units to obtain $-1 \cdot 5=5,3 \cdot 5=5,7-5=5$, and $9 \cdot 5=5$. Thus only 5 is an associate of 5 in $\mathbf{Z}_{10}$.
6.235 Show that the relation of being associates is an equivalence reiation in a ring $R$.

1 Any element $a$ is an associate of itself, since $a=1 \cdot a$ [reflexive law]. Suppose $b$ is an associate of $a$. Then $b=u a$, where $u$ is a unit. Then $\dot{a}=u^{-1} b$, where $u^{-1}$ is a unit; hence $a$ is an associate of $b$ [symmerric law]. Lastly, suppose $a$ is an associate of $b$ and $b$ is an associate of $c: a=u, b$ and $b=u_{2} c$, where $u_{1}$ and $u_{2}$ are units. Then $a=u_{1}\left(u_{2} c\right)=\left(u_{2} u_{2}\right) c$, where the product $u_{1} u_{2}$ is also a unit. Hence $a$ is an associate of $c$ [transitive law].
6.236 Define an irreducible element in an integral domain $D$.

I A nonunit $p \in D$ is irreducible if $p=a b$ implies $a$ or $b$ is a unit. [This is obviously an extension of - the notion of "prime" in $\mathbf{Z}$.)
6.237 Define a unique factorization domain (UFD).

- An integral domain $D$ is a UFD if every nonunit $a \in D$ can be written uniquely fup 10 associates and order] as a product of irreducible elements.
6.238 Find the associates of $n \in Z$
- The only units in $Z$ are 1 and -1 [Problem 6.196]. Hence $n$ and $-n$ are the only associates of $n$.
6.239 What are the irreducible elements in 2 ?

I The prime numbers [and their negativesl are the irreducible elements in $\mathbf{Z}$.
6.210 Express 12 in 2 as a product of irreducible elements.

I There are twelve such products:

$$
\begin{aligned}
12 & =2 \cdot 2 \cdot 3=(-2) \cdot(-2) \cdot 3=(-2) \cdot 2 \cdot(-3)=2 \cdot(-2) \cdot(-3) \\
& =2 \cdot 3 \cdot 2=(-2) \cdot(-3) \cdot 2=(-2) \cdot 3 \cdot(-2)=2 \cdot(-3) \cdot(-2) \\
& =3 \cdot 2 \cdot 2=(-3) \cdot(-2) \cdot 2=(-3) \cdot 2 \cdot(-2)=3 \cdot(-2) \cdot(-2)
\end{aligned}
$$

### 6.241 Is Z a UFB?

F Yes. |Although 12, etc., can be written in many ways as a product of irreducible elements, all such products differ only with respect to order or associates.]
6.242 The set $D=\{a+b \sqrt{13}: a . b$ integers $\}$ - is an integral domain. The units of $D$ are $\pm 1,18 \pm 5 \sqrt{13}$. and $-18 \pm 5 \sqrt{13}$. The elements, 2. $3-\sqrt{13}$. and $-3-\sqrt{13}$ are irreducible in $D$. Show that $\dot{D}$ is not a UFD.
$t \quad t=2.2$ and $t=(3-\sqrt{13})-3-\sqrt{13})$

Which of the following are fields with respect to the usual operations of addition and multiplication: the integers $\mathbf{Z}$, the rational numbers $\mathbf{Q}$, the .real numbers $\mathbf{R}$, the complex numbers $\mathbf{C}$ ?
6.244 Show that a field $F$ is an integral domain; i.e., has no zero divisors.

1 If $a b=0$ and $a \neq 0$, then $b=1 \cdot b=a^{-1} a b=a^{-1} \cdot 0=0$.

### 6.9 FIELDS

6.243 Define a field:

I A commutative ring $F$ with an identity clement $t$ is called a field if every nonzero $a \in F$ is a unit. Alternatively, $F$ is a field if its nonzero elements form a group under multiplication.

I Z is the classical example of an integral domain which is not a field [only 1 and -1 are units]. $\mathrm{Q}, \mathrm{R}$, and C are fields.

Let $S$ be the set of real numbers of the form $a+\sqrt{3}$, where $a$ and $b$ are rational numbers. Show that $S$ is a feld.
1

Thus $S$ is a field.
Hence $S$ is closed under addition, subtraction, and multiplication. We show that $S$ is closed under division [making every nonzero element a unit] as follows:

$$
\frac{(a+b \sqrt{3})}{(c+d \sqrt{3})}=\frac{(a+b \sqrt{3})(c-d \sqrt{3})}{(c+d \sqrt{3})(c-d \sqrt{3})}=\frac{a c-3 b d}{c^{2}-3 d^{2}}+\frac{b c-a d}{c^{2}-3 d^{2}} \sqrt{3}
$$

## Thus $S$ is a feld.

Let $D$ be the ring of real $2 \times 2$ matrices of the form $\left(\begin{array}{ll}a & -b \\ b & a\end{array}\right)$. Show that $D$ is isomorphic to the complex numbers $C$. whence $D$ is a field.

1 Let $f: C \rightarrow D$ be defined by $f(a+b i)=\left(\begin{array}{rr}a & -b \\ b & a\end{array}\right)$. Clearty $f$ is one-to-one and onto. Suppose $z_{1} \approx a+b i$ and $z_{2}=c+d i$; then,

$$
z_{1}+z_{2}=(a+c)+(b+d) i \quad \text { and } \quad z_{1} z_{2}=(a c-b d)+(a d+b c) i
$$

Therefore.

$$
\begin{aligned}
& f\left(z_{1}\right)+f\left(z_{2}\right)=\left(\begin{array}{cc}
a & -b \\
b & a
\end{array}\right)+\left(\begin{array}{cc}
c & -d \\
d & c
\end{array}\right)=\left(\begin{array}{cc}
a+c & -(b+d) \\
b+d & a+=
\end{array}\right)=f\left(z_{1}+z_{2}\right) \\
& f\left(z_{1}\right) f\left(z_{2}\right)=\left(\begin{array}{cc}
a & -b \\
b & a
\end{array}\right)\left(\begin{array}{cc}
c & -d \\
d & c
\end{array}\right)=\left(\begin{array}{cc}
a c-b d & -(a d+b c) \\
a d+b c & a c-b d
\end{array}\right)=f\left(z_{1} z_{2}\right)
\end{aligned}
$$

Lastly, $f(1)=f(1+0 i)=1$. the identity matrix. Thus $f$ is an isomorphism.
Theorem 6.12: A finite integral domain $D$ is a field.
6.248 Prove Theorem 6.12

I Suppose $D$ has $n$ elements. say $D=\left\{a_{1}, a_{2} \ldots \ldots a_{n}\right\}$. Let $a$ be any nonzero efement of $D$. and consider the $n$ elements $a a_{1}, a a_{2} \ldots \ldots a a_{n}$. Since $a \neq 0$. we have $a a_{i}=a a_{i}$ imphies $a_{i}=a_{j}$ EProblem 6.244\}. Thus the $n$ elements above are distinct. and so they must be a rearrangement of the elements $D$. One of them. say $u a_{k}$. must equal the identity element 1 of $D$ : that is, $a a_{k}=1$. Thus $a_{k}$ is the inverse of $a$. Since $a$ was any nonzern element of $D$. we have that $D$ is a field.
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6.249 Show that $Z_{p}$ is a field where $p$ is a prime number.

- $\mathrm{Z}_{\mathrm{p}}$ is an integral domain [Problem 6.243] and finite.
6.250 Show that the only ideal $J$ in a field $F$ is $\{0\}$ or $F$ itself.

If $: J \neq\{0\}$, then $J$ contains a nonzero element $a$. Since $F$ is a field, $a$ is a unit. By Problem $6.214(b), J=F$.
6.251. Suppose $f: K \rightarrow K^{\prime}$ is a homomorphism from a field $K$ to a field $K^{\prime}$. Show that $f$ is an embedding; i.e., $f$ is one-to-one.
$J=\operatorname{Ker} f$, which is an ideal in $K$, by Theorem 6.11. If $J=K$, then $f(1)=0$. But, since $f$ is a homomorphism, we require $f(1)=1^{\prime}$. Hence $J \neq K$, and so $J=\{0\}$ [by Problem 6.250]. Suppose $f(a)=f(b)$. Then $f(a-b)=f(a)-f(b)=0$. Hence $a-b$ belongs to $J$, and so $a-b=0$, or $a=b$. Accordingly, $f$ is one-to-one.
6.252 Let $D$ be an integral domain. Define the field of quotients of $D$.

1 Let $S$ consist of all ordered pairs [quotients] $a / b$, where $a, b \in D$ and $b \neq 0$. Define $a / b=c / d$ if $a d=b c$. [This is an equivalence relation.] Let $F(D)$ be tbe set of equivalence classes $[a / b]$, with the operations of addition and multiplication defined by

$$
[a / b]+[c / d]=[(a d+b c) /(b d)] \quad \text { and } \quad[a / b] \cdot[c / d]=[(a c) /(b d)]
$$

Then $F(D)$ is the desired field.
6.253 What is the field of quotients of the integral domain $\mathbf{Z}$ of integers?

I $F(Z)=\mathbf{Q}$, the field of rational numbers.
6.254 - Let $K=D|x|$, the integral domain of polynomials in $x$ with real coefficients. What is the field of quotients of $K$ ?
I $F(K)$ is the field of rational functions of the form $f(x) / g(x)$, where $f(x)$ and $g(x) \neq 0$ are polynomials.
6.255 Let $D$ be an integral domain. Show how $D$ is embedded in its field of quotients. $F(D)$.

Let $f: D \rightarrow F(D)$ be defined by $f(a)=[a / 1\}$ Then $f$ is an embedding; i.e., $f$ is a homomorphism and $f$ is one-to-one. [For example, we identify an integer $n$ in $Z$ with the fraction $n /\}$ in $Q$.]
6.256 Define a maximal ideal $K$ in a sing $R$.
$\int K$ is a maximal ideat in $R$ if $K \neq R$ and if no ideal $J$ lies strictly between $K$ and $R$; i.e., if $K \subseteq J \subseteq$ $R$ implies $K=J$ or $J=R$.
6.257 Suppose $K$ is a maximal ideal in a commutative ring $R$ with identity element 1 . Prove that the quotient ring $R / K$ is a field.

I Since $K \neq R$, we have $1 \notin K$ [Problem 6.214(a)]. By Problem 6.217, the coset. $1+K$ is an identity element for $R / K$. By Problem $6.216, R / K$ is commutative. It remains to show that any coset other than $K$ [the zero element of $R / K \mid$ has a multiplicative inverse in $R \not K$. Suppose $a+K \neq K$. Then $a \notin K$. Let $J=\{r a+s k: r, s \in R, k \in K\}$. Then $J$ is an ideat containing both $a$ and $K$. Since $a \notin K$, we have $K \neq J$. Therefore, since $K$ is maximal, $J=R$. Thus.$l \in J$, and so there exist $r_{0}, s_{0} \in R$ and $k_{0} \in K$ such that $1=r_{10} a+s_{01} k_{10}$. It follows that

$$
1+k=r_{\mathrm{n}} a+s_{\mathrm{n}} k_{\mathrm{n}}+K=r_{\mathrm{n}} a+K=\left(r_{\mathrm{n}}+K\right)(a+K)
$$

i.e., $r_{0}+K$ is the multiplicative inverse of $a+K$. Thus $R / K$ is a field.

The definition of a vector space involves an arbitrary field (see Section 6.9) whose elements are called scalars. We adopt the following notation (unless otherwise stated or implied):

$K$ the field of scalars<br>$a, b, c$, or $k$ the elements of $K$<br>$V$ the given vector space<br>$u, v, w$ the elements of $v$.

Nothing essential is lost if the reader assumes that $K$ is the real field $\mathbf{R}$ or the complex field $\mathbf{C}$.

### 7.1 VECTOR SPACES

7.1 Define a vector space.

I Let $K$ be a given field and let $V$ be a nonempty set with rules of addition and scalar multiplication which assigns to any $u, v \in V$ a sum $U+v \in V$ and to any $u \in V, k \in K$ a product $k u \in V$. Then $V$ is called a vector space over $K$ (and the elements of $V$ are called vectors) if the following axioms hold:
[ $A_{\mathrm{i}}$ ]: For any vectors $u, v, w \in V,(u+v)+w=u+(v+w)$.
$\left[\mathcal{A}_{2}\right]$ : There is a vector in $V$, denoted by 0 and called the zero vector, for which $u+0=u$ for any vector $u \in V$.
$\left|A_{3}\right|$ For each vector $u \in \underline{V}$ there is a vector in $V$, denoted by $-u$, for which $u+(-u)=0$.
$\left|A_{4}\right|$ : For any vectors $u, \dot{v} \in V, u+v=v+u$.
$(M$,$) : For any scalar k \in K$ and any vectors $u, v \in V, k(u+v)=k u+k v$.
$\left[M_{2}\right]$ : For any scalars $a, b \in K$ and any vector. $u \in V, \quad(a+b) u=a u+b u$.
$\left[M_{i}\right]$ : For any scalars $a, b \in K$ and any vector $u \in V,(a b) u=a(b u)$.
$\left[M_{4}\right]$ : For the unit scalar $\left.\quad\right] \in K, \quad \mid u=u$ for any vector $u \in V$.
7.2 - Show that in a vector space $V$. (a) Any sum of vectors of the form $v_{1}+v_{2}+\cdots+v_{m 1}$ requires no parentheses and does not depend upon the order of the summands. (b) The zero vector 0 is unique.
The negative $-u$ of a vector $u$ is unique. (d) The cancellation law holds, that is, for any vectors $u, v, w \in V, u+w=0+w$ implies $u=u$.

I The lirst four axioms of a vector space $V$ indicate that $V$ is a commutative group under addition. The above properties follow from this fact.
7.3 How is subtraction defined in a vector space $V$ ?

- Subtraction is defined by $u-v \equiv u+(-v)$.
7.4 In the statement of axiom $\left\{M_{2}\right\} .(a+b) n=a u+b u$, which operation does each plus sign represent?

The + in $(a+b) a$ denotes the addition of the two scalars $a$ and $b$; hence it represents the addition operation in the field $K$. On the other hand, the + in $a u+b u$ denotes the addition of the two vectors au and bu: hence it represents the operation of vector addition. Thus each + represents a different operation.
7.5 In the statement of axion $\left.\mid M_{3}\right\}, \quad(a b) u=a(b u)$. which operarion does each product represent?
$f$ In $(a b) a$ the product $a b$ of the scalars $a$ and $b$ denotes multiplication in the field $K$. whereas the product of the scalar $a b$ and the vector $a$ denotes scalas multiplication.

In $a(b u)$ the product $b u$ of the scalar $b$ and the vector $u$ denotes scalar multiplication; also, the product of the scalar $a$ and the vector bu denotes scatar multiplication."
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7.6 Let $V=K^{n}$, where $K$ is an arbitrary field. Show how $V$ is made into a vector space over $K$.
$\int$ Vector addition and scalar multiplication is defined by $\left(a_{1}, a_{2}, \ldots, a_{n}\right)+\left(b_{1}, b_{2}, \ldots, b_{n}\right)=\left(a,+b_{1}\right.$, $\left.a_{2}+b_{2}, \ldots, a_{n}+b_{n}\right)$ and $k\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\left(k a_{1}, k a_{2}, \ldots, k a_{n}\right)$ where $a_{i}, b_{i r} k \in K$. The zero vector in $V$ is the $n$-tuple of zeros, $0=(0 ; 0 ; \ldots, 0)$. The proof that $V=K^{n}$ is a vector space is identical to the proofs in Section 1.3 for $\mathbf{R}^{n}$.
7.7 Let $K=Z_{3}$, the integers modulo 3. How many elements are there in the vector space $V=K^{*}$ ?

IThere are three choices, $\mathbf{0}, \mathrm{i}$ or 2 , for each of the four components of a vector in $V$. Hence $V$ has$3 \cdot 3 \cdot 3 \cdot 3 \div 3^{t}=81$ etements
7.8 Let $V$ be the set of all $m \times n$ matrices with entries from an arbitrary field $K$. Show how $V$ is made into a vector space.

IV is a vector space over $K$ with respect to the operations of matrix addition and scalar multiplication. The proof of this fact is identical to the proof of Theorem $2.3 \mathrm{on} m \times n$ matrices over $\mathbf{R}$.
7.9 Let $V$ be the set of all polynomials $a_{0}+a_{1} t+a_{2} t^{2}+\cdots+a_{n} t^{n}$ with coefficients $a_{i}$ from a field $K$. Show how $V$ is made into a vector space.
$1 V$ is a vector space over $k$ with respect to the usual operations of addition of polynomials and multiplication by a constant.
7.10 Show that $\boldsymbol{V}=\mathbf{R}^{\mathbf{2}}$ is not a vector space over $\mathbf{R}$ with-respect to the following operations of vector addition and scalar multiplication: $(a, b)+(c, d)=(a+c, b+d)$ and $k(a, b)=(k a, b)$. Show that one of the axioms of a vector space does not hold.
1 Let $r=1, s=2, u=(3,4)$ Then

$$
\begin{gathered}
(r+s) v=3(3,4)=(9,4) \\
r v+s v=1(3,4)+2(3,4)=(3,4)+(6,4)=(2 ; 8)
\end{gathered}
$$

Since $(r+s) v \neq r v+s v$, axiom $\left[M_{2}\right]$ does not hold.
7.11 Show that $V=\mathbf{R}^{\mathbf{2}}$ is not a vector space over $\mathbf{R}$ with respect to the operations: $(a, b)+(c, d)=(a, b)$ and $k(a, b)=(k a, k b)$. Show that one of the axioms of a vector space does not hold
1 Let $v=(1,2), w=(3,4)$. Then

$$
\begin{aligned}
& v+w=(1,2)+(3,4)=(1,2) \\
& w+v=(3,4)+(1,2)=(3,4)
\end{aligned}
$$

Since $v+w \neq w+v$, axiom $\left[A_{4}\right]$ does not hold.
7.12 Show that $V=\mathbf{R}^{2}$ is not a vector space over $\mathbf{R}$ with respect to the operations: $(a, b)+(c, d)=$ $(a+c, b+d)$ and $k(a, b)=\left(k^{2} a, k^{2} b\right)$. Show that one of the axioms of a vector space does not hold.

1. Let $r=1, s=2, v=(3.4)$. Then

$$
(r+s) v=3(3,4)=(27,36)
$$

$$
r 0+s v=1(3,4)+2(3,4)=(3,4)+(12,16)=(15,20)
$$

Thus $(r+s) v \neq r v+s v$, and so axiom $\left[M_{2}\right]$ does not hold.
7.13 Suppose $E$ is a field which contains a subfield $K$. Show how $E$ may be viewed as a vector space over $K$.

I Let the usual addition in $E$ be the vector addition and tet the scalar product $k v$ of $k \in K$ and $v \in E$ be the product of $k$ and $v$ as elements of the field $E$. Then $E$ is a vector space over $K$.
1
(a) Yes, since Q is a subfield of
(b) No, since $\mathbf{Z}$ is not a field.
(c) No, since $C$ is not a subfield of

The complex field $C$ a vector space:
(a) Over R? (b) Over Q?
(c) Oyer Z?
(d) Over C?
(a) Yes, since $R$ is a subfield of $C$. (b) Yes, since $Q$ is a subfield of $C$. (c) No, since $Z$ is not a field. (d) Yes, every field is a vector space over itself. Is $Z_{7}$ a vector space over $Z_{5}$ ?
No. $Z_{5}=\{0,1,2,3,4\}$ is not a subfield of $Z_{7}=\{0,1,2, \ldots, 6\}$ since the operations are different, e.g., $2+3=0$ in $Z_{5}$ but $2+3 \neq 0$ in $Z_{7}$. Hence $Z_{7}$ is not a vector space over $Z_{5}$.

Theorem 7.1: Lel $V$ be a vector space over a field $K$.
(i) For any scalar $k \in K$ and $0 \in V, k 0=0$.
(ii) For $0 \in K$ and any vector $u \in V, 0 u=0$.
(iii) If $k u=0$, where $k \in K$ and $u \in V$, then $k=0$ or $u=0$.
(iv) For any $k \in K$ and any $u \in V,(-k) u=k(-u)=-k u$.

Prove (i) of Theorem 7.1: $k 0=0$.
F By axiom $\left[A_{2}\right]$ with $u=0$, we have $0+0=0$. Hence by axiom $\left[M_{1}\right], k 0=k(0+0)=k 0+k 0$. Adding - $k 0$ to both sides gives the desired result.

Prove (ii) of Theorem 7.1: $0 u=0$.

- By a property of $K, \quad 0+0=0$. Hence by axiom $\left[M_{2}\right], 0 u=(0+0) u=0 u+0 u$. Adding $-0 u$ to both sides yields the required result.

Prove (iii) of Theorem 7.1: If $k u=0$, then ${ }^{-} k=0$ or $u=0$.

- Suppose $k u=0$ and $k \neq 0$. Then there exists a scalar $k^{-1}$ such that $k^{-1} k=1$; hence $u=1 u=\left(k^{-1} k\right) u=k^{-1}(k u)=k^{-1} 0=0$.
Prove (iv) of Theorem 7.1: $\quad(-k) u=k(-u)=-k u$.
Using $u+(-u)=0$, we obtain $0=k 0=k(u+(-u))=k u+k(-u)$. Adding $-k u$ to both sides gives $-k u=k(-u)$.
Using $k+(-k)=0$, we obtain $0=0 u=(k+(-k)) u=k u+(-k) u$. Adding $-k u$ to both sides yields
$-k u=(-k) u$. Thus $(-k) u=k(-u)=-k u$.
7.21 Show that for any scalar $k$ and any vectors $u$ and $v, \quad k(u-v)=\dot{k} u-k v$.
$I$ Use the definition of subtraction, $u-v \equiv u+(-v)$, and the result $k(-v)=-k v$ to obtain $k(u-v)=k(u+(-v))=k u+k(-v)=k u+(-k v)=k u-k v$.

Theorem 7.2: Let $K$ be an arbitrary field and let $X$ be any noneinpty set. Let $V$ be the set of all functions from $X$ into $K$. The sum of any two functions $f, g \in V$ is the function $f+g \in V$ defined by

$$
(f+g)(x)=f(x)+g(x) \quad \forall x \in X
$$

[The symbol $V$ means "for every."] Then $V$ is a vector space over $K$. that is. $V$ satisfies the eight axioms of a vector space. [ $V$ is nonemply since $X$ is nonemply.]
7.22 Prove $V$ in Theorem 7.2 satisfies axiom $\left[A_{1}\right]$ -
$\int$ Let $f: g, h \in V$. To show that $(f+g)+h=f+(g+h)$, it is necessary to show that the function $(f+g)+h$ and the function $f+(g+h)$ both assign the same value to each $x \in X$. Now,

$$
\begin{array}{ll}
((f+g)+h)(x)=(f+g)(x)+h(x)=(f(x)+g(x))+h(x) & \forall x \in X \\
(f+(g+h))(x)=f(x)+(g+h)(x)=f(x)+(g(x)+h(x)) & \forall x \in X
\end{array}
$$

But $f(x) \cdot g(x)$, and $h(x)$ are scalars in the field $K$ where addition of scalars is associative: hence $(f(x)+$ $g(x))+h(x)=f(x)+(g(x)+h(x)) . \quad$ Accordingly, $\quad(f+g)+h=f+(g+h)$.
7.23 Prove $V$ in Theorem 7.2 satisfies axiom $\left[\boldsymbol{A}_{2}\right]$.
$!$ Let 0 denote the zero function: $O(x)=0, \forall x \in X$. Then for any function $f \in V$,

$$
(f+0)(x)=f(x)+0(x)=f(x)+0=f(x) \quad \forall x \in X
$$

Thus $f+0=f$, and 0 is the zero vector in $V$.
7.24 Prove $V$ in Theorem 7.2 satisfies axiom $\left[\boldsymbol{A}_{3}\right]$.
$I$ For any function $f \in V$, let $-f$ be the function defined by $(-f)(x)=f(x)$. Then,

$$
(f+(f))(x)=f(x)+(-f)(x)=f(x)-f(x)=0=0(x) \quad \forall x \in X
$$

Hence $f+(-f)=0$.
7.25 Prove $V$ in Theorem 7.2 satisfies axiom $\left\{A_{4}\right\}$.

I Let $f, g \in V$. Then

$$
(f+g)(x)=f(x)+g(x)=g(x)+f(x)=(g+f)(x) \quad \forall x \in X
$$

Hence $f+g=g+f$. [Note that $f(x)+g(x)=g(x)+f(x)$ follows from the fact that $f(x)$ and $g(x)$ are scalars in the field $K$ where addition is commutative:]

Prove $V$ in Theorem 7.2 satisfies axiom [ $M$, ].
I Let $f, g \in V$ and $k \in K$. Then

$$
\begin{aligned}
(k(f+g))(x) & =k((f+g)(x))=k(f(x)+g(x))=k f(x)+k g(x) \\
& =(k f)(x)+(k g)(x)=(k f+k g)(x) \quad \forall x \in \bar{X}
\end{aligned}
$$

Hence $k(f+g)=k f+k g$. [Note that $k(f(x)+g(x))=k f(x)+k g(x)$ follows from the fact that $k, f(x)$, and $g(x)$ are scalars in the field $K$ where multiplication is distributive over addition. $I$

Prove $V$ in Theorem 7.2 satisfies axiom [ $\left.M_{2}\right]$..
I. Let $f \in V$ and $a, b \in K$. Then

$$
\begin{aligned}
((a+b) f)(x) & =(a+b) f(x)=a f(x)+b f(x)=(a f)(x)+b f(x) \\
& =(a f+b f)(x) \quad \forall x \in X
\end{aligned}
$$

Hence $\quad(a+b) f=a f+b f$.
Prove $V$ in Theorem 7.2 salisfies axiom $\left[M_{3}\right]$.
L. Let $f \in V$ and $a, b \in K$. Then,

$$
((a b) f)(x)=(a b) f(x)=a(b f(x))=a(b f)(x)=(a(b f))(x) \quad \forall x \in X
$$

Hence $(a b) f=a(b f)$.
Prove $V$ in Theorem 7.2 satisfies axiom $\left[M_{4}\right]$
Lei $f \in V$. Then, for the unit $\quad 1 \in K .(1 f(x)=1 f(x)=f(x), \forall x \in X$. Hence $1 f=f$.
7.30 Let $V$ be the set of infinite sequences ( $a_{1}, a_{2} \ldots$ ) with entries from a field $K$. Show how $V$ is made into a vector space.

- Vector addition in $V$ and scalar nutriplication on $V$ is defined by

$$
\begin{aligned}
\left(a_{1}, a_{2}, \ldots\right)+\left(b_{1}, b_{2} \ldots\right) & =\left(a_{1}+b_{1}, a_{2}+b_{2}, \ldots\right) \\
\forall\left(a_{1}, a_{2} \ldots\right) & =\left(k a, k a_{2} \ldots\right)
\end{aligned}
$$

where $a_{1}, b_{1,}, k \in K$. The proof that $V$ is a vector space is simitar to the proofs in Section 1.3 for $R^{n}$.
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Conversely, if $W$ is a subspace of $V$ then clearly (i), (ii), and (iii) hold.

Corollary 7.4: $W$ is a subspace of $V$ if and only if (i) $0 \in W$ (or $W \neq \emptyset$ ) and (ii) $v, w \in W$ implies $a v+b w \in W$ for every $a, b \in K$.
$\div$
7.40 Prove Corollary 7.4.

1 Suppose $W$ satisfies (i) and (ii). Then, by (i), $W$ is nonempty. Furthermore, if. $v, w \in W$ then, by (ii), $v+w=i v+l w \in W$; and if $v \in W$ and, $k \in K$ then, by (ii), $k v=k v+0 v \in W$. Thus by Theorem 7.3, $W$ is a subspace of $V$.

Conversely, if $W$ is a subspace of $V$, then clearly (i) and (ii) hold in $W$.
Let $V$ be any vector space. Describe the "smallest" and "largest" subspaces of $V$.
IThe set $\{0\}$ consisting of the zero vector alone is a subspace of $V$ contained in every other subspace of $V$, and the entire space $V$ is a subspace of $V$ which contains every other subspace of $V$.

Probjems $7.42-7.46$ refer to the vector space $V=\mathbf{R}^{3}$.
7.42 Show that $W$ is a subspace of $V=\mathbf{R}^{3}$ where $W$ is the $x y$ plane which consists of those vectors whose third component is $0_{2}$ i.e., $W=\{(a, b, 0): a, b \in \mathbf{R}\}$.
I $0=(0,0,0) \in W$ since the third component of 0 is 0 . For any vectors $v=(a, b, 0), w=(c, d, 0)$ in $W$, and any scalars (real numbers) $k$ and $k^{\prime}, \quad k u+k^{\prime} w=k(a, b, 0)+k^{\prime}(c, d, 0)=(k a, k b ; 0)+\left(k^{\prime} c, k^{\prime} d, 0\right)=$ $\left(k a+k^{\prime} c, k b+k^{\prime} d, 0\right)$. Thus $k v+k^{\prime} w \in W$, and so $W$ is a subspace of $V$.
7.43 Show that $W$ is a subspace of $V=\mathbf{R}^{3}$ where $W$ consists of those vectors each whose sum of components is zero, i.e., $W=\{(a, b, c): a+b+c=0\}$.
I $0=(0,0,0) \in W$ since $0+0+0=0$. Suppose $v=(a, b, c), w=\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ belong to $W$, i.e., $a+b+c=0$ and $a^{\prime}+b^{\prime}+c^{\prime}=0$. Then for any scalars $k$ and $k^{\prime}, \quad k v^{\prime}+k^{\prime} w=k(a, b, c)+k^{\prime}\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=$ $(k a, k b, k c)+\left(k^{\prime} a^{\prime}, k^{\prime} b^{\prime}, k^{\prime} c^{\prime}\right)=\left(k a+k^{\prime} a^{\prime}, k b+k^{\prime} b^{\prime}, k c+k^{\prime} c^{\prime}\right)$ and, furthermore,

$$
\left(k a+k^{\prime} a^{\prime}\right)+\left(k b+k^{\prime} b^{\prime}\right)+\left(k c+k^{\prime} c^{\prime}\right)=k(a+b+c)+k^{\prime}\left(a^{\prime}+b^{\prime}+c^{\prime}\right)=k 0+k^{\prime} 0=0 .
$$

Thus $k v+k^{\prime} w \in W$, and so $W$ is a subspace of $V$.
Show that $W$ is not a subspace of $V=\mathbf{R}^{3}$. where $W$ consists of those vectors whose first component is nonnegative, i.e., $W=\{(a, b, c): a \geq 0\}$.
IShow that one of the propenties of, say, Theorem 7.3 doés not hold. $v=(1,2,3) \in W$ and $k=-5 \in \mathbf{R}$. But. $k v=-5(1,2,3)=(-5,-10,-15)$ does not belong to $W$ since -5 is negative. Hence $W$ is not a subspace of $V$.
7.45 Show that $W$ is not a subspace of $V=\mathbf{R}^{3}$. where $W$ consists of those vectors whose length does not exceed 1, i.e., $W=\left\{(a, b, c): a^{2}+b^{2}+c^{2} \leq 1\right\}$.
I $v=(1,0,0) \in W$ and $w=(0,1,0) \in W$. But $u+w=(1,0,0)+(0,1,0)=(r, 1,0)$, does not belong to $W$ since $1^{2}+1^{2}+a^{2}=2>1$. Hence $W$ is not a subspace of $V$.

Show that $W$ is not a subspace of $V=\mathbf{R}^{3}$ where $W$ consists of those vectors whose components are rational numbers, i.e., $W=\{(a, b, c): a, b, c \in \mathbb{Q}\}$
I $v=(1,2.3) \in W$ and $k=\sqrt{2} \in R \quad$ But $k v=\sqrt{2}(1,2,3)=(\sqrt{2}, 2 \sqrt{2}, 3 \sqrt{2})$ does not belong $t o W$ since its components are not rational numbers. Hence $W$ is not a subspace of $v$.

Problems 7.47-7.48 refer to the vector space $V$ of all $n$-squate matrices over a field $K$.
7.47 Show that $W$ is a subspace of $V$ where $W$ consists of the symmetric matrices, i.e., all matrices $A=\left(a_{i j}\right)$ for which $a_{i j}=a_{j i}$.
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I $0 \in W$ since all entries of 0 are 0 and hence equal. Now suppose $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ belong to $W$, i.e., $a_{i j}=a_{i j}$ and $b_{j i}=b_{i j}$ For any scalars $a . b \in K, a A+b B$ is the matrix whose ij-entry is $a a_{i j}+b b_{i j}$. But $a a_{i j}+b b_{j i}=a a_{i j}+b b_{i j}$. Thus $a A+b B$ is also symmetric, and so $W$ is a subspace of $V$.

Show that $W$ is not a subspace of $V$ where $W$ consists of all matrices with zero determinant.

- [Recall that $\operatorname{det}\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)=a d-b c$.] The matrices $A=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ and $B=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$ belong to $W$ since $\operatorname{det}(A)=0$ and $\operatorname{det}(B)=0$. But $A+B=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ does not belong to $W$ since $\operatorname{det}(A+B)=1$. Hence $W$ is not a subspace of $V$.

Show that $W$ is not a subspace of $V$ where $W$ consists of all matrices $A$ for which $A^{2}=A$.
The unit matrix $I=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ belongs to $W$ since

$$
f^{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=1
$$

But $2 I=\left(\begin{array}{cc}2 & 0 \\ 0 & 2\end{array}\right)$ does not betong to $W$ since

$$
(2 J)^{2}=\left(\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right)\left(\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right)=\left(\begin{array}{ll}
4 & 0 \\
0 & 4
\end{array}\right) \neq 2 l
$$

Hence $W$ is not a subspace of $V$.

Problems 7.51-7.57 refer to the vector space $V$ of all functions from the real field $\mathbf{R}$ into $\mathbf{R}$. Here $\mathbf{0}$ denotes the zero function: $0(x)=0$, for every $x \in R$.

Show that $W$ is a subspace of $V$ where $W=\{f: f(3)=0\}$. i.e., $W$ consists of those funclions which map 3 into 0 .
f. $0 \in W$ since $0(3)=0$. Suppose $f: g \in W$, i.e., $f(3)=0$ and $g(3)=0$. Then for any real numbers $a$ and $b, ~(a f+b g)(3)=a f(3)+b g(3)=a 0+b 0=0$. Hence $a f+b g \in W$. and so $W$ is a subspace of $V$.
7.52 Show that $W$ is a subspace of $V$ where $W=\{f: f(7)=f(1)\}$. i.e., $W$ consists of those functions which assign the same value to 7 and 1.
I $0 \in W$ since $0(7)=0=0(1)$. Suppose $f, g \in W$, i.e., $f(7)=f(1)$ and $g(7)=g(1)$. Then. . or any real numbers $a$ and $b$. $(a f+b g)(7)=a f(7)+b g(7)=a f(1)+b g(1)=(a f+b g)(1)$. Hence $a f+b g \in$ $W$. and so $W$ is a subspace of $V$.
7.53 Show that $W$ is a subspace of $V$ where $W$ consists of the odd functions. i.e., those functions for which $f(-x)=-f(x)$.
$\boldsymbol{T} \boldsymbol{\theta} \in W$ since $0(-x)=0=-0=-0(x)$. Suppose $f . g \in W$. i.e.. $f(-x)=-f(x)$ and $g(-x)=-g(x)$.
Thes for any real numbers $a$ and $b, \quad(a f+b g)(-x)=a f(-x)+b g(-x)=-a f(x)-b g(x)=-(a f(x)+$ $b g(x))=-(a f+b g)(x)$. Hence $\quad a f+b g \in W$. and so $W$ is a subspace of $V$.

$$
\text { Show that } W \text { is not a subspace of } V \text { where } W^{\prime}=\{f: f(7)=2+f(1)\}
$$
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Suppose $f, g \in W$, i.e., $f(7)=2+f(1)$ and $g(7)=2+g(1)$. Then $(f+g)(7)=f(7)+g(7)=$ $2+f(1)+2+g(1)=4+f(1)+g(1)=4+(f+g)(1) \neq 2+(f+g)(1)$. Hence $f+g \notin W$, and so $W$ is not a subspace of $V$.
7.55 Show that $W$ is not a subspace where $W$ consists of all nonnegative funclions, i.e., all function $f$ for which $f(x) \geq 0, \quad \forall x \in R$.
I Let $k=-2$ and let $f \in V$ be defined by $f(x)=x^{2}$. Then $f \in W$ since $f(x)=\dot{x}^{2} \geq 0, \forall x \in \mathbf{R}$. But $(k f)(5)=k f(5)=(-2)\left(5^{2}\right)=-50<0$. Hence $k f \notin W$, and so $W$ is not a subspace of $V$.
7.56 Show that $W$ is a subspace of $V$ where $W$ consists of the bounded functions. [A function $f \in V^{-}$is bounded if there exists $M \in \mathbf{R}$ such that $|f(x)| \leq M$. for every $x \in X$.]

1 Clearly 0 is bounded since $0(x)=0$ for every $x \subseteq \mathbf{R}$ Now let $f, g \in W$ with $M_{f}$ and $M_{g}$ bounds for $f$ and $g$, respectively. Then for any scalars $a, b$ and $\forall x \in \mathbf{R}, \quad|(a f+b g)(x)|=a f(x)+b g(x) \mid \leq$ $|a f(x)|+|b g(x)|=|a||f(x)|+|b||g(x)| \leq|a| M_{f}+|b| M_{k}$. That is, $|a| M_{f}+|b| M_{k}$ is a bound for the function af $+b g$. Thus $W$ is a subspace of $V$. ,

Is $W$ a subspace of $V$ where (a) $W$ consists of the continuous functions? ( $b$ ) $W$ consists of the differentiable functions?

- One proves in calculus that the constant function 0 is continuous and differentiable. Also, one proves in calculus that if $f$ and $g$ are continuous (differentiable) functions then, for any real numbers $a$ and $b$, the function $a f+b g$ is continuous (differentiable). Thus (a) yes, (b) yes.
7.58 Let $V$ be the vector space of polynomials $a_{0}+a_{1} t+a_{2} \dot{t}^{2}+\cdots+a_{n} t^{n}$ with real coefficients, i.e., $a_{i} \in \mathbf{R}$. Determine whether or not $W$ is a subspace of $V$ where
(a) $W$ consists of all polynomials with integral coefficients.
(b) $W$ consists of ali polynomials with degree $\leq 3$.
(c) W consists of all polynomials $b_{0}+b_{1} r^{2}+b_{2} r^{4}+\cdots+b_{n} t^{3 N}$, i.e., polynomials with only even powers of $t$.
I (a) No, since scalar multiples of polynomials in $W$ do not always belong to $W$. For example, $v=$ $3+5 t+7 t^{2} \in W$ but $\frac{3}{2} U=\frac{3}{2}+\frac{5}{2} t+\frac{7}{2} t^{2} \notin W$. [Observe that $W$ is "closed" under vector addition, i.e., sums of elements in $W$ belong to $W$.] (b) and (c). Yes. For, in each case, $W$ is nonempty, the sum of elements in $W$ belong to $W$, and the scalar multiples of any element in $W$ belong to $W$.

Theorem 7.5: The intersection of any number of subspaces of a vector space $V$ is a subspace of $V$.

## Prove Theorem 7.5.

I Let $\left\{W_{i}: i \in \mathbb{\}}\right\}$ be a collection of subspaces of $V$ and let $W=\cap\left(W_{i}: i \in I\right)$. Since each $W_{i}$ is a subspace, $0 \in W_{i}$ for every $i \in \mathbb{1}$. Hence $0 \in W$. Suppose $u, v \in W$. Then $u, v \in W_{i}$ for every $i \in \mathbf{1}$. Since each $W_{i}$ is a subspace, $a u+b v \in W_{i}$ for each $i \in \mathbf{I}$. Hence $a u+b v \in W$. Thus $W$ is a subspace of $V$.
7.60 Show that the union $W_{1} \cup W_{2}$ of subspaces of a vector space $V$ need not be a subspace of $V$.
I. Let $V=\mathbf{R}^{2}$ and let $W_{1}=\{(a, 0): a \in \mathbf{R}\}$ and $W_{2}=\{(0, b): b \in \mathbf{R})$. That is, $W_{1}$ is the $x$ axis and $W_{2}$ is the $y$ axis in $\mathbf{R}^{2}$. Then $W_{1}$ and $W_{2}$ are subspaces of $V$. Let $u=(1,0)$ and $v=(0,1)$. Then $u$ and $v$ both belong to the union $W_{1} \cup W_{2}$, but $u+v=(1,1)$ does not belong to $W_{1} \cup W_{2}$. Hence $W_{1} \cup W_{2}$ is not a subspace of $V$.

Theorem 7.6: Consider a homogeneous system of linear equations in $n$. unknowns $x_{1}, x_{2}, \ldots, x_{n}$ aver a field $K$ :

$$
\begin{array}{r}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 m} x_{n}=0 \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 \pi} x_{n}=0 \\
\cdots \cdots+\cdots+\cdots+a_{m m} x_{n}=0
\end{array}
$$

Then the solution set $W$ is a subspace of the vector space $K^{n}$.
7.61 Prove Theorem 7.6.
$I$ The system is equivalent to the matrix equation $A X=0$. Since $A 0=0$, the zero vector $0 \in W$. Suppose $u$ and $v$ are vectors in $W$, i.e., $u$ and $v$ are solutions of the system. Then $A u=0$ and $A v=0$. Thus, for any scalars $a$ and $b$ in $K$, we have $A(a u+b v)=a A u+b A v=a 0+b 0=0+0=0$. Hence $a u+b v \quad$ is a solution of the system, i.e., $a u+b v \in W$. Thus $W$ is a subspace of $K^{n}$.
7.62 Let $A X=B$ be a nonhomogeneous system of linear equations in $n$ unknowns over a field $K$. Show that the solution of the system is not a subspace of $K^{n}$

I If $B \neq 0$, then $A 0 \neq B$; hence 0 is not a solution of $A X=B$. Thus the solution set is not a subspace.
7.63 Discuss whether or not $\mathbf{R}^{2}$ is a subspace of $\mathbf{R}^{3}$.

I No. Although one may "identify" the vector $(a, b) \in \mathbf{R}^{2}$ with, say, $(a, b, 0)$ in the $x y$ plane in $\mathbf{R}^{3}$, they are distinct elements belonging to distinct, disjoint sets.

Problems $7.64-7.65$ refer to the vector space $V$ consisting of infinite sequences ( $a_{1}, a_{2}, \ldots$ ) in a field $K$. (See Problem 7.30.)
7.64 Show that $W$ is a subspace of $V$ where $W$ consists of all sequences with 0 as the first entry.
(Clearly $0=(0,0, \ldots)$ belongs to $W$. Suppose $u, v \in W$. Then the first entries of $u$ and $v$ equal 0 . Then the first entry of $u+v$ is $0+0=0$, and, for any scalar $k \in K$, the first entry of $k u$ is $k \cdot 0=$ 0 . Thus $u+v$ and $k u$ belong to $W$, and hence $W$ is a subspace of $V$.
7.65 Show that $W$ is a subspace of $V$ where $W$ consists of all sequences with only a finite number of nonzero entries.
$\boldsymbol{I} 0=(0,0, \ldots)$ has no nonzero entries, hence $0 \in W$. Suppose $u, v \in W$. Then $u$ and $v$ have only a finite number of nonzero entries. Hence $u+v$ and, for any scalar $k \in K$, $k u$ have only a finite number of nonzero entries. Thus $\dot{u}+v$ and $k u$ belong to $W$, and so $W$ is a subspace of $V$.

### 7.3 LINEAR COMBINATIONS, LINEAR SPANS

7.66 Define linear combinations in a vector space.

I Let $V$ be a vector space over a field $K$ and let $v_{1}, \ldots, v_{i n} \in V$. Any vector in $V$ of the form $a_{1} v_{1}+$ $a_{2} v_{2}+\cdots+a_{m} v_{m}$ where the $a_{1} \in K$, is called a linear combination of $v_{1}, \ldots, v_{m}$.
7.67 Let $S$ be a subset of a vector space $V$. Define the linear spon of $S$, denoted by span $(S)$ or $L(S)$.

If $S=\varnothing$, then $\operatorname{span}(S)=\{0\}$ Otherwise, span $(S)$ consists of all the linear combinations of vectors in $S$.
7.68 Describe geometrically $\operatorname{span}(u)$ where $u$ is a nonzero vector in $\mathbf{R}^{\mathbf{3}}$.

IThe set $\operatorname{span}(u)$ consists of all scalar multiples of $u$; geometrically, $\operatorname{span}(u)$ is the line in $\mathbf{R}^{3}$ through the origin 0 and the point $u$ as pictured in Fig. 7-1.


Fig. 7-1
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7.69 Describe geonetrically $\operatorname{span}(u, v)$ where $u$ and $v$ are nonzero vectors in $\mathbf{R}^{3}$ which are not multiples of each other.

IThe set $\operatorname{span}(u, v)$ consists of all vectors of the form $a u+b v$ where $a, b \in \mathbf{R}$; geometrically, $\operatorname{span}(u, v)$ is the plane in $\mathbf{R}^{\mathbf{3}}$ through the origin 0 and the points $u$ and $v$ as pictured in Fig. 7-2.

$\operatorname{span}(u, v)$
Fig. 7.2

Theorem 7.7: Let $S$ be a subset of a vector space $V$.
(i) The set $\operatorname{span}(S)$ is a subspace of $V$ which contains $S$.
(ii) II $W$ is any subspace of $V$ containing $S$, then span $(S) \subseteq W$.
7.70. Prove (i) of Theorem 7.7: The set $\operatorname{span}(S)$ is a subspace of $V$ containing $S$.

I If $S=\varnothing$, then $\operatorname{span}(S)=\{0\}$, which is a subspace of $V$ containing the emply set $\emptyset$. Now suppose $S \neq \emptyset$. If $v \in S$, then $1 v=v \in \operatorname{span}(S)$; hence $S$ is a subset of $\operatorname{span}(S)$. Also, $\operatorname{span}(S) \neq \emptyset$ since $S \neq \varnothing$. Now suppose $v, w \in \operatorname{span}(S)$; say $v=a_{1} v_{1}+\cdots+a_{t n} v_{m}$ and $w=b_{1} w_{1}+\cdots+b_{n} w_{n}$ where $v_{i}, w_{i} \in S$ and $a_{i}, b_{j}$ are scalars. Then $v+w=a_{1} v_{1}+\cdots+a_{n} v_{m}+b_{1} w_{1}+\cdots+b_{n} w_{n}$ and, for any. scalar $k, k v=k\left(a_{1} v_{1}+\cdots+a_{m} v_{m}\right)=k a_{1} v_{1}+\cdots+k a_{m} v_{m}$ belong to span(S) since each is a linear combination of vectors in $S$. Thus span $(S)$ is a subspace of $V$.

Prove (ii) of Theorem 7.7: If $W$ is a subspace of $V$ containing $S$, then $\operatorname{span}(S) \subseteq W$.
I If $S=\varnothing$, then any subspace $W$ contains $S$, and $\operatorname{span}(S)=\{0\}$ is contained in $\boldsymbol{W}$. Now suppose $S \neq \emptyset$ and suppose $v_{1}, \ldots, v_{m} \in S \subset W$. Then all multiples $a_{1} v_{1}, \ldots, a_{m} v_{m} \in W$, where $a_{i} \in K$, and hence the sum $a_{1} v_{1}+\cdots+a_{m} v_{m n} \in W$. That is, $W$ contains all linear combinations of elements of $S$. Consequently, $\operatorname{span}(S) \subseteq W$, as claimed.
7.72 Suppose $u$ is a linear combination of the vectors $v_{1}, \ldots, v_{m}$ and suppose each $v_{i}$ is a linear combination of the vectors $w_{1} \ldots, v_{n}: \mu=a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{m} v_{m}$ and $v_{i}=b_{i 1} w_{1}+b_{i 2} w_{2}+\cdots+b_{i n} w_{n}$. Show that $u$ is also a linear combination of the $w_{j}$. Thus if $S \subseteq \operatorname{span}(T)$, then $\operatorname{span}(S) \subseteq \operatorname{span}(T)$.
I We have

$$
\begin{aligned}
u & =a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{1 m} v_{m} \\
& =a_{1}\left(b_{11} w_{1}+\cdots+b_{1 n} w_{n}\right)+a_{2}\left(b_{21} w_{1}+\cdots+b_{2 n} w_{n}\right)+\cdots+a_{m 1}\left(b_{m m} w_{1}+\cdots+b_{m n} w_{n}\right) \\
& =\left(a_{1} b_{11}+a_{2} b_{31}+\cdots+a_{1 n} b_{m 1}\right) w_{1}+\cdots+\left(a_{1} b_{1 n}+a_{2} b_{2 n}+\cdots+a_{m} b_{m n}\right) w_{n}
\end{aligned}
$$

f We wish to express $v$ ats $v=x e_{1}+y e_{2}+z e_{3}$, with $x, y$, and $z$ as yet unknown scalars. Thus we require

$$
\begin{aligned}
(1,-2 ; 5) & =x(1,1,1)+y(1,2,3)+z(2,-1,1) \\
& =(x, x, x)+(y, 2 y, 3 y)+(2 z,-z, z) \\
& =(x+y+2 z, x+2 y-z, x+3 y+z)
\end{aligned}
$$

Form the equivalent system of equations by setting corresponding components equal to each other, and then reduce to echelon form:

| $x+y+2 z=1$ |  | $y+2 z=1$ |  | $x+y+2 z=1$ |
| :---: | :---: | :---: | :---: | :---: |
| $x+2 y-z=-2$ | or | $y-3 z=-3$ | or | $y-3 z=-3$ |
| $x+3 y+z=5$. |  | $2 y-z=4$ |  | $5 z=10$ |

Note that the above system is consistent and so has a solution. Solve for the unknowns to obtain $x=-6$, $y=3, z=2$. Hence $v=-6 e_{1}+3 e_{2}+2 e_{3}$.
7.74 Write the vector $v=(2,-5,3)$ in $R^{3}$ as a linear combination of the vectors $e_{1}=(1,-3,2), \quad e_{2}=$ $(2,-4,-1)$, and $e_{3}=(1,-5,7)$..

ISet $v$ as a linear combination of the $e_{i}$ using the unknowns $x, y$, and $z: v=x e_{1}+y e_{z}+z e_{3}$.

$$
\begin{aligned}
(2,-5,3) & =x(1,-3,2)+y(2,-4,-1)+z(1,-5,7) \\
& =(x+2 y+z .-3 \dot{x}-4 y-5 z, 2 x-y+7 z)
\end{aligned}
$$

Form the equivalent system of equalions and reduce to-echelon form:

The system is inconsistent and so has no solution. Accordingly, $v$ cannot be written as a linear combination of the vectors $e_{1}, e_{2}$, and $e_{3}$.
7.75 For which value of $k$ will the vecior $u=(1,-2, k)$ in $\mathbf{R}^{3}$ be a linear combination of the vectors $v=$ $(3,0,-2)$ and $\quad u=(2,-1,-5)$ ?
$\int$ Sct $u=x v+y w: \quad(1,-2, k)=x(3,0,-2)+y(2,-1,-5)=(3 x+2 y,-y,-2 x-5 y)$. Form the equivalent system of equations:

$$
3 x+2 y=1 \quad-y=-2 \quad,-2 x-5 y=k
$$

By the first two equations, $x=-1 . y=2$. Substitute into the last equation to obtain $k=-8$.
7.76 Write the polynomial $v=t^{2}+4 t-3$ over $R$ as a linear combination of the polynomials $e_{i}=t^{2}-2 t+5$, $e_{2}=2 t^{2}-3 t$. and $e_{3}=t+3$.
Set $v$ as a linear combination of the $e_{i}$ using the unknowns $x, y$, and $z: v=x e_{1}+y e_{2}+z e_{3}$.

$$
\begin{aligned}
t^{2}+4 t-3 & =x\left(t^{2}-2 t+5\right)+y\left(2 t^{2}-3 t\right)+z(t+3) \\
& =x t^{2}-2 x t+5 x+2 y t^{2}-3 y t+z t+3 z \\
& =(x+2 y) t^{2}+(-2 x-3 y+z) t+(5 x+3 z)
\end{aligned}
$$

Sel coefficients of the same powers of $t$ equal to each olber. and reduce the system to echelon form:

$$
\begin{array}{rlrlrl}
x+2 y & =1 & x+2 y & =1 & x+2 y & =1 \\
-2 x-3 y+z & =4 \\
5 x+3 z & =-3 & \text { or } & & -10 y+z=6 & \text { or }
\end{array}
$$

Note that the system is consistent and so has a solution. Solve for the unknowns to obtain $x=-3, y=$ $2, z=4$. Thus $v=-3 e_{1}+2 e_{2}+4 e_{3}$.
7.77 Write the matrix $E=\left(\begin{array}{rr}3 & 1 \\ 1 & -1\end{array}\right)$ as a linear combination of the matrices $A=\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right), B=\left(\begin{array}{ll}0 & 0 \\ 1 & 1\end{array}\right)$, and $C=\left(\begin{array}{rr}0 & 2 \\ 0 & -1\end{array}\right)$.

- Set $E$ as a linear combination of $A, B, C$ using the unknowns $x, y, z: E=x A+y B+z C$.

$$
\begin{aligned}
\left(\begin{array}{rr}
3 & 1 \\
1 & -1
\end{array}\right) & =x\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right)+y\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right)+z\left(\begin{array}{rr}
0 & 2 \\
0 & -1
\end{array}\right) \\
& =\left(\begin{array}{ll}
x & x \\
x & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
y & y
\end{array}\right)+\left(\begin{array}{cc}
0 & 2 z \\
0 & -z
\end{array}\right)=\left(\begin{array}{cc}
x & x+2 z \\
x+y & y-z
\end{array}\right)
\end{aligned}
$$

Form the equivalent system of equations by setting corresponding entries equal to each other: $x=3, x+$ $y=1, x+2 z=1, y-z=-1$. Substitute $x=3$ in the second and third equations to obtain $y=-2$ and $z=-1$. Since these values also satisfy the last equation, they form a solution of the system. Hence $E=3 A-2 B-C$.
7.78 Determine whether or not $v=(3,9,-4,-2)$ in $R^{4}$ is a linear combination of $u_{1}=(1,-2,0,3), u_{2}=$ $(2,3,0,-1)$, and $u_{3}=(2,-1,2,1)$, that is, whether or not $v \in \operatorname{span}\left(u_{1}, u_{2}, u_{3}\right)$.
| Set $v$ as a linear combination of the $u_{i}$ using unknowns $x, y$, and $z$; that is, set $v=x u_{1}+y u_{2}+z u_{3}$ :

$$
\begin{aligned}
(3,9,-4,-2) & =x(1,-2,0,3)+y(2,3,0-1)+z(2,-1,2,1) \\
& =(x+2 y+2 z,-2 x+3 y-z, 2 z, 3 x-y+z)
\end{aligned}
$$

Form the equivalent system of equations by setuing corresponding components equal to each other, and then reduce to echelon form:

$$
\begin{aligned}
& x+2 y+2 z=3 \\
& -2 x+3 y-z=9 \\
& 2 z=-4 \\
& 3 x-y+z=-2 \\
& x+2 y+2 z=.3 \\
& \text { or } \\
& \begin{aligned}
2 y+3 z & =15 \\
2 z & =-4
\end{aligned} \text { or } \\
& x+2 y+2 z=3 \\
& 7 y+3 z=15 \\
& 2 z=-4 \text {. or } \\
& x+2 y+2 z=3 \\
& \begin{aligned}
2 z & =-4 \\
-7 y-5 z & =-11
\end{aligned} \\
& \text { or } \\
& \text { or } \\
& \begin{aligned}
7 y+3 z & =15 \\
2 z & =-4
\end{aligned}
\end{aligned}
$$

Note that the above system is consistent and so has a solution; hence $v$ is a linear combination of the $u_{i}$. Solving for the unknowns we obtain $x=1, y=3, z=-2$. Thus $y=u_{1}+3 u_{2}-2 u_{3}$.

Note that if the system of linear equations were not consistent, i.e., had no solution, then the vector $u$ would not be a linear combination of the $\nu_{i}$.

Problems 7.79-7.82 refer to the vectors $u=(1,-3,2)$ and $v=(2,-1,1)$ in $\mathbf{R}^{3}$.
7.79 Write $w=(1,7,-4)$ as a linear combination of $u$ and $v$.

I Set $w=x u+y v$ using unknowns $x$ and $y:(1,7,-4)=x(1,-3,2)+y(2,-1,1)=(x+2 y,-3 x-y$, $2 x+y)$. Form the equivalent system of equations: $x+2 y=1,-3 x-y=7,2 x+y=-4$. Solve the system to oblain $x=-3$ and $y=2$. Hence $y=-3 u+2 v$.
7.80 Write $w=(2,-5,4)$ as a linear combination of $u$ and $v$.
(Set $w=x u+y v$ using unknowns $x$ and $y:(2 ;-5,4)=x(1,-3,2)+y(2,-1,1)=(x+2 y,-3 x-y$, $2 x+y$ ). Form the equivalent system and reduce to echelon form:

$$
\begin{array}{rlrrrr}
x+2 y & =2 & & x+2 y & =2 & \\
-3 x-y & =-5 & \text { or } & x+2 y & =2 \\
5 y & =1 & \text { or } & 5 y=1 \\
2 x+y & =4 & & -3 y & =0 &
\end{array}
$$

The last equation shows the system is inconsistent. Hence wis not a linear combination of $u$ and $u$.
Find $k$ so that $w=(1, k, 5)$ is a linear combination of $u$ and $v$.
1 Set $v=x u+y u: \quad(1, k, 5)=x(1,-3,21+y(2,-1,1)=(x+2 y,-3 x-y, 2 x+y)$
Form the equivatent system of equations: $x+2 y=1,-3 x-y=k, 2 x+j=5$. By the first and third equations. $x=2 . y=-1$. Substutute in the second equation to obyain $k=-8$.
7.82 Find a condition on $a, b, c$ so that $w=(a, b, c)$ is a linear combination of $u$ and $v$, i.e., so that $w \in \operatorname{span}(u, v)$.

I Set $w=x u+y v$ using unknowns $x$ and $y:(a, b, c)=x(1,-3,2)+y(2,-1,1)=(x+2 y,-3 x-y$, $2 x+y$ ). Form the equivalent system and reduce to echelon form:

The system is consistent if and only if $a-3 b-5 c=0$ and hence $w$ is a linear combination of $u$ and $v$ iff $a-3 b-5 c=0$.
7.83 Find conditions on $a, b$, and $c$ so that $(a, b, c) \in \mathbf{R}^{3}$ belongs to the space spanned by $u=(2,1,0), v=$ $(1,-1,2)$, and $w=(0,3,-4)$.

I Set $(a, b, c)$ as a linear combination of $u, v$, and $w$ using unknowns $x, y$ and $z: \quad(a, b, c)=$ $x(2,1,0)+y(1,-1,2)+z(0,3,-4)=(2 x+y, x-y+3 z, 2 y-4 z)$. Form the equivalent system of linear equations and reduce it to echelon form:

$$
\begin{aligned}
& 2 x+y=a \quad 2 x+y=a \\
& x-y+3 z=b \quad \text { or } \quad 3 y-6 z=a-2 b \quad \text { or } \quad 3 y-6 z=a-2 b \\
& 2 y-4 z=c \quad 2 y-4 z=c \quad 0=2 a-4 b-3 c
\end{aligned}
$$

The vectos $(a, b, c)$ belongs to the space generated by $u, v$, and $w$ if and only if the above system is consistent, and it is consistent if and only if $2 a-4 b-3 c=0$.

Suppose $W$ is a subspace of $V$. Show that $\operatorname{span}(W)=W$.
I Since $W$ is a subspace of $V, W$ is closed under linear combinations. Hence span $(W) \subseteq W$. But $W \subseteq$ $\operatorname{span}(W)$. Both inclusions yield $\operatorname{span}(W)=W$.
7.85. Show $\operatorname{span}(\operatorname{span}(S))=\operatorname{span}(S)$.
$\int$ Since $\operatorname{span}(S)$ is a subspace of $V$, Probiem 7.84 implies that $\operatorname{span}(\operatorname{span}(S))=\operatorname{span}(S)$.
7.86 Suppose $S$ and $T$ are subsets of a vector space $V$ such that $S \subseteq T$. Show that $\operatorname{span}(S) \subseteq \operatorname{span}(T)$.

1 Suppose $v \in \operatorname{span}(S)$. Then $v=a_{1} u_{1}+\cdots+a_{r} u_{r}$, where $a_{i} \in K$ and $u_{i} \in S$ : But $S \subseteq T$; hence every $u_{i} \in T$. Thus $v \in \operatorname{span}(T)$. Accordingly, $\operatorname{span}(S) \subseteq \operatorname{span}(T)$.
7.87 Show that $\operatorname{span}(S)$ is the intersection of all the subspaces of $V$ containing $S$.

I Let $\left\{W_{i}\right\}$ be the collection of all subspaces of $V$ containing $S$, and let $W=\cap W_{i}$. Since each $W_{i}$ is a subspace of $V$, the set $\dot{W}$ is a subspace of $V$. Also, since each $W_{i}$ contains $S$, the intersection $W$ contains $S$. Hence $\operatorname{span}(S) \subseteq W$. On the other hand, span $(S)$ is a subspace of $V$ containing $S$; so $\operatorname{span}(S)=W_{k}$ for some $k$. Then $W \subseteq W_{k}=\operatorname{span}(S)$. Both inclusions give $\operatorname{span}(S)=W$.
7.88 Show that $\operatorname{span}(S)=\operatorname{span}(S \cup\{0\})$. Thus one may delete the zero vector from any spanning set.

I By Problem 7.86, $\quad \operatorname{span}(S) \subseteq \operatorname{span}(S \cup(0))$. Suppose $v \in \operatorname{span}(S \cup\{0\}), \quad$ say, $v=a, u,+\cdots+$ $a_{n} u_{n}+b \cdot 0$ where $a_{i}, b \in K$ and $u_{i} \in S$. Then $v=a_{2} u_{1}+\cdots+a_{n} u_{n}$, and so $v \in \operatorname{span}(S)$ : Thus $\operatorname{span}(S \cup\{0\}) \subseteq \operatorname{span}(S)$. Both inclusions give $\operatorname{span}(S)=\operatorname{span}(S \cup\{0\})$.

### 7.4 SPANNING SETS, GENERATORS

7.89 Define a spanning set or generators of a vector space $V$.

IThe vectors $u_{1}, u_{2}, \ldots, u_{\text {, }}$ are said 10 span or generate $V$ or are said to form a spanning set of $V$ if $V=\operatorname{span}\left(u_{1}, \ldots, u_{r}\right)$. Alternatively, $u_{1}, u_{2}, \ldots, u_{r}$ span $V$ if, for every vector $v \in V$, there exist scalars $a_{1}, a_{2}, \ldots, a_{0} \in K$ such that $v=a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{r} u_{r}$, i.e., $v$ is a linear combination of $u_{1}, u_{2}, \ldots, u_{r}$.
7.90 Show that the vectors $e_{1}=(1,0,0), e_{2}=(0,1,0)$, and $e_{3}=(0,0,1)$ span the vector space $R^{3}$.
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7.91 Show that the yectors $u=(1,2,3), v=(0,1,2)$, and $w=(0,0,1)$ span $R^{3}$.

F We need to show that an arbitrary vector $(a, b, c) \in \mathbf{R}^{3}$ is a linear combination of $u, v$, and $w$. Set $(a, b, c)=x u+y u+z w: \quad(a, b, c)=x(1,2,3)+y(0,1,2)+z(0,0,1)=(x, 2 x+y, 3 x+2 y+z)$. Then form the system of equations

$$
\left.\begin{array}{rlrl}
x & =a & z+2 y+3 x & =a \\
2 x+y & =b & \text { or } & y+2 x
\end{array}\right)=b
$$

The above system is in echelon form and is consistent; in fact $x=a, y=b-2 a, z=c-2 b+a$ is a solution. Thus $u, v$, and $w$ span $\mathbf{R}^{3}$.
7.92 Show that $u_{1}=(1,2,5), \quad u_{2}=(1,3,7)$, and $u_{3}=(1,-1,-1)$ do not span $R^{3}$.
$\int$ Set $w=(a, b, c)$ as a linear combination of $u_{1}, u_{2}$, and $u_{3}:(a, b, c)=x(1,2,5)+y(1,3 ; 7)+$ $z(1,-1,-1)=(x+y+z, 2 x+3 y-z, 5 x+7 y-z)$. Form the equivalent system of linear equations and reduce it to echelon form:

$$
\begin{aligned}
& x+y+z=8 \\
& x+y+z=a \\
& 2 x+3 y-z=b \text { or } \quad y-3 z=-2 a+b \quad \text { or } \\
& x+y+z=a \\
& y-3 z=-2 a+b \\
& 5 x+7 y-z=c \quad 2 y-6 z=-5 a+c \quad 0=-a-2 b+c
\end{aligned}
$$

The last equation shows that $w$ belongs to $L\left(u_{1}, u_{2}, u_{3}\right)$ only if $a+2 b-c=0$. Therefore, there are vectors in $\mathbf{R}^{3}$ which do not belong to span $\left(u_{1}, u_{2}, u_{3}\right)$. Accordingly, $u_{1}, u_{2}, u_{3}$ do not span $\mathbf{R}^{3}$.

Problems 7.93-7.95 refer to the $x y$ plane $W=\{(a, b, 0)\}$ in $\dot{R}^{3}$.
7.93 Show that $u=(1,2,0)$ and $v=(0,1,0)$ span $W$. Show that an arbitrary vector $(a, b, 0) \in W$ is a linear combination of $u$ and $v$.
Set $(a, b, 0)=x u+y v: \quad(a, b, 0)=x(1,2,0)+y(0,1 ; 0)=(x, 2 x+y, 0)$. Then form the system of equations

The system is consistent; in fact $x=a, y=b-2 a$ is a solution. Hence $u$ and $v$ span $W$.
Show that $u=(2,-1,0)$ and $v=(1,3,0)$ span $W$.
$\int$ Set $(a, b, 0)=x u+y v: \quad(a, b, 0)=x(2,-1,0)+y(1,3,0)=(2 x+y,-x+3 y, 0)$. Form the following system and reduce it to echelon form:

$$
\begin{aligned}
2 x+y & =a & & 2 x+y \\
-x+3 y & =b & \text { or } & \\
-0 & =0 & &
\end{aligned}
$$

Observe that we do not The system is consistent and so has a solution. Hence $W$ is spanned by $u$ and
need to solve for $x$ and $y$; it is only necessary to know that a solution exists.)

Show that $u=(3,2,0)$ and $\dot{v}=(1,1,2)$ span $W$.
I The vectors $u$ and $v$ cannot span $W$ since $v$ does not belong to $W$. In other words, $W \neq \leq \operatorname{pan}(u, v)$.

Problems 7.96-7.97 refer to the vector space $V$ of all polynomials (in 1 ).

I Any polynomial $f(t)$ in $V$ is a linear combination of 1 and powers of $t$. Hence $V=\operatorname{span}\left(t, t, t^{2}, t^{3}, \ldots\right)$. Show that no finite set $S$ of polynomials in $V$ can span $V$ :
1 Any finite set $S$ of polynomials contains one of maximum degree, say $m$. Then span( $S$ ) cannot contain polynonials of degree greater than $m$. Accordingly, $V \neq \operatorname{span}(S)$, for any finite set $S$.

Suppose $u_{1}, u_{2}, \ldots, u_{m}$, span $V$. Show that; for any vector $w \in V$, the vectors $u_{1} ; u_{2}, \ldots, u_{m}, w$ span $V$.

1. Method 1. Let $v \in V$. Since the $u_{i}$ span $V$, there exist scalars $a_{1}, \ldots, a_{m}$ such that $v=a_{1} u_{1}+\cdots+$ $a_{m} u_{m}$. Then $v=a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{m} u_{m}+0 w$. Thus $u_{1}, u_{2}, \ldots, u_{m}, w$ span $V$.

Method 2. By Problem 7.86, $\operatorname{span}\left(u_{i}\right) \subseteq \operatorname{span}\left(u_{i}, w\right)$. Hence $V=\operatorname{span}\left(u_{i}\right) \subseteq \operatorname{span}\left(u_{i}, w\right) \subseteq V$. Thus no inclusion can be proper and so $\operatorname{span}\left(u_{i}, w\right)=V$.

Suppose $u_{1}, u_{2}, \ldots, u_{m}$ span $V$. Suppose, for $k>1$, the vector $u_{k}$ is a linear combination of the preceding vectors $u_{1}, u_{2}, \ldots, u_{k-1}$. Show that the $u_{i}$ without $u_{k}$ span $V$, i.e., show $\operatorname{span}\left(u_{i}, \ldots, u_{k-1}\right.$, $\left.u_{k+i}, \ldots, u_{m}\right)=V$.

1 Let $v \in V$. Since the $u_{i}$ span $V$, there exist scalars $a_{1}, \ldots, a_{m}$ such that $v=a_{1} u_{1}+\cdots+a_{m} u_{m}$. Since $u_{k}$ is a linear combination of $u_{1}, \ldots, u_{k-1}$, there exist scalars $b_{1}, \ldots, b_{k-3}$ such that $u_{k}=$ $\dot{b}_{1} u_{1}+\cdots+b_{k-1} u_{k-1}$. Thus

$$
\begin{aligned}
v & =a_{3} u_{1}+\cdots+a_{k} u_{k}+\cdots+a_{m} u_{m} \\
& =a_{1} u_{1}+\cdots+a_{k}\left(b_{1} u_{1}+\cdots+b_{k-1} u_{k-1}\right)+\cdots+a_{m} u_{m} \\
& =\left(a_{1}+a_{k} b_{1}\right) u_{1}+\cdots+\left(a_{k-1}+a_{k} b_{k-1}\right) u_{k-1}+a_{k+1} u_{k+1}+\cdots+a_{m} u_{m}
\end{aligned}
$$

Hence $\operatorname{span}\left(u_{1}, \ldots, u_{k-1}, u_{k+1}, \ldots, u_{m}\right)=V$.
Let $W_{1}, W_{2}, \ldots$ be subspaces of a vector space $V$ for which $W_{1} \subset W_{2} \subset \ldots$. Let $W=W_{1} \cup W_{2} \cup \cdots$. Show that $W$ is a subspace of $V$.
The zero vector $0 \in W_{1}$; hence $0 \in W$. Suppose $u_{2} v \in W$. Then there exist $j_{1}$ and $j_{2}$ such that $u \in W_{i_{1}}$ and $v \in W_{j_{2}-}$ Let $j=\max \left(j_{1}, j_{2}\right)$. Then $W_{j_{1}} \subseteq W_{j}$ and $W_{j_{2}} \subseteq W_{j}$, and so $u, v \in W_{j}$. But $W_{j}$ is a subspace; hence $u+v \in W_{j}$ and, for any scalar $k$, the multiple $k u \in W_{j}$. Since $W_{j} \subseteq W_{\text {, }}$, we have $u+v, k u \in W$. Thus $W$ is a subspace of $V$.

In the - preceding problem, suppose $S_{;}$spans $W_{i}$ for $i=1,2, \ldots$. Show that $S=S_{1} \cup S_{2} \cup \cdots$ spans $W$.
Let $v \in W$. Then there exists $j$ such that $v \in W_{j}$. Then $v \in \operatorname{span}\left(S_{j}\right) \subseteq \operatorname{span}(S)$. Thus $W \subseteq$ $\operatorname{span}(S)$. But $S \subseteq W$ and $W$ is a subspace; hence $\operatorname{span}(S) \subseteq W$. Both inclusions give $\operatorname{span}(S)=W$, i.e., $S$ spans $W$.

## ROW SPACE OF A MATRIX

Define the row space of a matrix $A$, denoted by $\operatorname{rowsp}(A)$. -
(1) Let $A$ be an arbitrary $m \times n$ matrix over a field $K$ :

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right)
$$

The rows of $A, R_{1}=\left(a_{11}, a_{12}, \ldots, a_{1 n}\right), \ldots, R_{m}=\left(a_{m 1}, a_{m 2}, \ldots, a_{m n}\right)$, viewed as vectors in $K^{n}$. span a subspace of $K^{n}$ called the row space of $A$. That is; $\operatorname{rowsp}(A)=\operatorname{span}\left(R_{1}, R_{2}, \ldots, R_{m}\right)$.
7.103 Define the column space of a matrix $A$, denoted by $\operatorname{colsp}(A)$.

1 The columns. $C_{1}, C_{2}, \ldots, C_{n}$, of an $m \times n$ matrix $A$ over a field $K$, viewed as vectors in $K^{\prime m}$, span a . subspace of $K^{m}$ called the cotumn space of $A$. That is; $\operatorname{colsp}(A)=\operatorname{span}\left(C_{1}, C_{2}, \ldots, C_{n}\right)$. Alternatively, $\operatorname{colsp}(A)=\operatorname{rowsp}\left(A^{T}\right)$.

Theorem 7.8: Row equivalent marices have the same row space.
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7.104 Prove Theorem 7.8.

I Suppose we apply an elementary row operation on matrix $A$ : (i) $R_{i} \leftrightarrow R_{i}$, (ii) $R_{i} \rightarrow k R_{i}, k \neq 0$, or (iii) $R_{i} \rightarrow k R_{j}+R_{i}$ and obtain a matrix $\dot{B}$. Then each row of $B$ is clearly a row of $A$ or a linear combination of rows of $A$. Hence the row space of $B$ is contained in the row space of $A$. On the other hand, we can apply the inverse elementary row operation on $B$ and obtain $A$; hence the row space of $A$ is contained in the row space of $B$. Accordingly, $A$ and $B$ have the same row space. Thus any sequence of elementary row operations produces a matrix with the same row space. Accordingly, row equivatent matrices have the same row space.
7.105 Determine whether the following matrices have the same row space:

$$
A=\left(\begin{array}{rrr}
1 & 1 & 5 \\
2 & 3 & 13
\end{array}\right) \quad B=\left(\begin{array}{rrr}
1 & -1 & -2 \\
3 & -2 & -3
\end{array}\right) \quad C=\left(\begin{array}{rrr}
1 & -1 & -1 \\
4 & -3 & -1 \\
3 & -1 & 3
\end{array}\right)
$$

I Matrices have the same row space if and only if their row canonical forms have the same nonzero rows; hence row reduce each matrix to row canonical form:

$$
\begin{aligned}
& A=\left(\begin{array}{lll}
1 & 1 & 5 \\
2 & 3 & 13
\end{array}\right) \sim\left(\begin{array}{lll}
1 & 1 & 5 \\
0 & 1 & 3
\end{array}\right) \sim\left(\begin{array}{lll}
1 & 0 & 2 \\
0 & 1 & 3
\end{array}\right) \\
& B=\left(\begin{array}{lll}
1 & -1 & -2 \\
3 & -2 & -3
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & -1 & -2 \\
0 & 1 & 3
\end{array}\right) \cdots\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 3
\end{array}\right) \\
& C=\left(\begin{array}{rrr}
1 & -1 & -1 \\
4 & -3 & -1 \\
3 & -1 & 3
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & -1 & -1 \\
0 & 1 & 3 \\
0 & 2 & 6
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & -1 & -1 \\
0 & 1 & 3 \\
0 & 0 & 0
\end{array}\right) \sim\left(\begin{array}{lll}
1 & 0 & 2 \\
0 & 1 & 3 \\
0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

Since the nonzero rows of the reduced form of $A$ and of the reduced form of $C$ are the same, $A$ and $C$ have the same row space. On the other hand; the nonzero rows of the reduced form of $B$ are not the same as the others, and so $B^{\prime}$ has a different row space.
7.106. Determine which of the following matrices have the same row space:

$$
A=\left(\begin{array}{rrr}
1 & -2 & -1 \\
3 & -4 & 5
\end{array}\right) \quad . \quad B=\left(\begin{array}{rrr}
1 & -1 & 2 \\
2 & 3 & -1
\end{array}\right) \quad C=\left(\begin{array}{rrr}
1 & -1 & 3 \\
2 & -1 & 10 \\
3 & -5 & 1
\end{array}\right)
$$

- Row reduce each matrix to row canonical form:

$$
\begin{array}{ll}
A \sim\left(\begin{array}{rrr}
1 & -2 & -1 \\
0 & 2 & 8
\end{array}\right) & \sim\left(\begin{array}{rrr}
1 & -2 & -1 \\
0 & 1 & 4
\end{array}\right)
\end{array} \sim\left(\begin{array}{lll}
1 & 0 & 7 \\
0 & 1 & 4
\end{array}\right) .
$$

The matrices $A$ and $C$ have the same row space since they have the same row canonical forms (excluding zero rows). $B$ does not have the same row space as $A$ or $C$.
7.107 Determine whether the following matrices have the same cohmn space:

$$
A=\left(\begin{array}{lll}
1 & 3 & 5 \\
1 & 4 & 3 \\
1 & 1 & 9
\end{array}\right) \quad B=\left(\begin{array}{rrr}
1 & 2 & 3 \\
-2 & -3 & -4 \\
7 & 12 & 17
\end{array}\right)
$$

$\int$ Observe that $A$ and $B$ have the same column space if and only if the transposes $A^{T}$ and $B^{7}$ have the same row space. Thus reduce $A^{T}$ and $B^{T}$ to row canonical form:

$$
A^{x}=\left(\begin{array}{lll}
1 & 1 & 1 \\
3 & 4 & 1 \\
5 & 3 & 9
\end{array}\right) \quad \therefore\left(\begin{array}{rrr}
1 & 1 & 1 \\
0 & 1 & -2 \\
0 & -2 & 4
\end{array}\right) \cdots\left(\begin{array}{rrr}
1 & 1 & 1 \\
0 & 1 & -2 \\
a & 0 & 0
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & 0 & 3 \\
0 & 1 & -2 \\
0 & 0 & 0
\end{array}\right)
$$

$$
B^{T}=\left(\begin{array}{rrr}
1 & -2 & 7 \\
2 & -3 & 12 \\
3 & -4 & 17
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & -2 & 7 \\
0 & 1 & -2 \\
0 & 2 & -4
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & -2 & 7 \\
0 & 1 & -2 \\
0 & 0 & 0
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & 0 & 3 \\
0 & 1 & -2 \\
0 & 0 & 0
\end{array}\right)
$$

Since $A^{T}$ and $B^{\boldsymbol{T}}$ have the same row space, $A$ and $B$ have the same column space.
7.108 Let $U=\operatorname{span}\left(u_{1}, u_{2}, u_{3}\right)$ and $W=\operatorname{span}\left(v_{1}, v_{2}\right)$ be subspaces of $R^{4}$ where $u_{1}=(1,2,-1,3)$, $u_{2}=$ $(2,4,1,-2), \quad u_{3}=(3,6,3,-7), \quad u_{1}=(1,2,-4,11), \quad v_{2}=(2,4,-5,14)$. Show that $U=W$.

- Method 1. Show that each $u_{i}$ is a linear combination of $v_{1}$ and $v_{2}$, and show that each $v_{i}$ is a linear combination of $u_{1}, u_{2}$, and $u_{3}$. Obseme that we have to show that six systems of linear equations are consistent.

Method 2. Form the matrix $A$ whose rows are the $u_{i}$, and row reduce $A$ to row canonical form:

$$
A=\left(\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
2 & 4 & 1 & -2 \\
3 & 6 & 3 & -7
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
0 & 0 & 3 & -8 \\
0 & 0 & 6 & -16
\end{array}\right) \sim \cdot\left(\begin{array}{rrrr}
1 & 2 & 0 & \frac{1}{3} \\
0 & 0 & 1 & -\frac{8}{3}
\end{array}\right)
$$

Now form the matrix $B$ whose rows are $v_{1}$ and $v_{2}$, and row reduce $B$ to row canonical form:

$$
B=\left(\begin{array}{llll}
1 & 2 & -4 & 11 \\
2 & 4 & -5 & 14
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 2 & -4 & 11 \\
0 & 0 & 3 & -8
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 2 & 0 & \frac{1}{3} \\
0 & 0 & 1 & -\frac{8}{3}
\end{array}\right)
$$

Since the nonzero rows of the reduced matrices are identical, the row spaces of $A$ and $B$ are equal and so $U=W$.
7.109. Let $U=\operatorname{span}\left(u_{1}, u_{2}, u_{3}\right)$ and $W=\operatorname{span}\left(u_{1}, v_{2}, v_{3}\right)$ be subspaces of $\mathbf{R}^{3}$ where $u_{1}=(1,1,-1)$,
$u_{2}=(2,3,-1), \quad u_{3}=(3,1,-5), \quad v_{1}=(1,-1,-3), \quad v_{2}=(3,-2,-8), \quad$ and $\quad v_{3}=(2,1,-3)$ : Show
$U=W$.
IForm the matrix $A$ whose rows are the $u_{i}$, and row reduce $A$ to row canonical form:

$$
A=\left(\begin{array}{lll}
1 & 1 & -1 \\
2 & 3 & -1 \\
3 & 1 & -5
\end{array}\right) \quad \sim\left(\begin{array}{rrr}
1 & 1 & -1 \\
0 & 1 & 1 \\
0 & -2 & -2
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & 0 & -2 \\
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)
$$

Next form the matrix $B$ whose rows are the $v_{i}$, and sow reduce $B$ to row canonical form:

$$
B=\left(\begin{array}{rrr}
1 & -1 & -3 \\
3 & -2 & -8 \\
2 & 1 & -3
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & -1 & -\overline{3} \\
0 & 1 & 1 \\
0 & 3 & 3
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & 0 & -2 \\
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)
$$

Since $A$ and $B$ have the same row canonical form, the row spaces of $A$ and $B$ are equal and so $U=W$.
7.110 Consider an arbitrary matrix $A=\left(a_{i j}\right)$. Suppose $u=\left(b_{1}, \ldots, b_{n}\right)$ is a linear combination of the rows $R_{1}, \ldots, R_{m}$ of $A$; say $u=k_{1} R_{1}+\cdots+k_{m} R_{m}$. Show that, $\forall i, \quad b_{i}=k_{1} a_{1 i}+k_{2} a_{2 i}+\cdots+k_{m} a_{m i}$ where $a_{1 ;}, \ldots, a_{m i}$ are the entries of the $i$ th column of $A$ :
I We have $u=k_{1} R_{1}+\cdots+k_{m} R_{m}$; hence $\left(b_{1}, \ldots, b_{n}\right)=k_{1}\left(a_{11}, \ldots, a_{1 n}\right)+\cdots+k_{m}\left(a_{m 1}, \ldots, a_{m n}\right)$ $=\left(k_{1} a_{1!}+\cdots+k_{m} a_{m 1}, \cdots, k_{1} a_{m!}+\cdots+k_{m} a_{m}\right)$. Setting corresponding componients equal to each other, we obtain the desired result.
7.111 Let $A=\left(a_{i j}\right)$ be an echelon matrix with leading nonzero entries $a_{1 j,}, a_{2 j,}, \ldots, a_{r j}$, and let $B=\left(b_{i j}\right)$ be an echelon matrix with leading nonzero entries $b_{1 k_{1}}, b_{2 k_{2}}, \ldots, b_{3 k_{2}}$ :


$$
B=\left|\begin{array}{rrrrrr}
b_{1 k_{1}} & * & * & * & * & * \\
& b_{2 k_{2}} & * & * & * & * \\
\ldots & \ldots & \ldots & \ldots \\
& \ddots & b_{s k_{k}} & * & *
\end{array}\right|
$$

Suppose $A$ and $B$ have the same row space. Show that the leading nonzero entries of $A$ and of $B$ are in the same position, i.e., $j_{1}=k_{1}, j_{2}=k_{2}, \ldots, j_{r}=k_{\text {, }}$ and $r=s$.
I Clearly $A=0$ if and only if $B=0$, and so we need only prove the theorem when $r \geq 1$ and $s \geq 1$. We first show that $j_{1}=k_{1}$. Suppose $j_{1}<k_{1}$. Then the $j_{1}$ th column of $B$ is zero. Since the first $\div$ row of $A$ is in the row space ef $B$, we have by the preceding problem, $a_{1 j_{1}}=c_{1} 0+c_{2} 0+\cdots+c_{m 1} 0=0$ for scalars $c_{i}$. But this contradicts the fact that the element $a_{11} \neq 0$. Hence $j_{1} \geq k_{1}$, and similarly $k_{1} \geq j_{1}$. Thus $j_{1}=k_{1}$.
Noiv let $A^{\prime \prime}$ be the submatrix of $A$ obtained by deleting the first row of $A$, and let $B^{\prime}$ be the submatrix of $B$ obtained by deleting the first row of $B$. We prove that $A^{\prime}$ and $B^{\prime}$ have the same row space. The theorem will then follow by induction since $A^{\prime}$ and $B^{\prime}$ are also echelon matrices.
Let $R=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ be any row of $A^{\prime}$ and let $R_{1}, \ldots, R_{m}$ be the rows of $B$. Since $R$ is in the row space of $B$, there exist scalars $d_{1}, \ldots, d_{m}$ such that $R=d_{1} R_{1}+d_{2} R_{2}+\cdots+d_{m} R_{m}$. Since $A$ is in echelon form and $R$ is not the first row of $A$, the $j$, th entry of $R$ is zero: $a_{i}=0$ for $i=j_{1}=k_{1}$. Furthermore, since $B$ is in echelon form, all the entries in the $k_{1}$ th column of $B$ are 0 except the first: $b_{1 k_{1}} \neq 0$, but $b_{2 k_{1}}=0, \ldots, b_{m k_{1}}=0$. Thus $0=a_{k_{1}}=d_{1} b_{1 k_{1}}+d_{2} 0+\cdots+d_{m} 0=d_{1} b_{1 k_{1}}$. Now $b_{1 k_{2}} \neq 0$ and so $d_{1}=0$. Thus $R$ is a linear combination of $R_{2}, \ldots, R_{m}$ and so is in the row space of $B^{\prime}$. Since $\dot{R}$ was any row of $A^{\prime}$, the row space of $A^{\prime}$ is contained in the row space of $B^{\prime}$. Similarly, the row space of $B^{\prime}$ is contained in the row space of $A^{\prime}$. Thus $A^{\prime}$ and $B^{\prime}$ have the same row space, and so the theorem is proved.

Theorem 7.9: Let $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ be echelon matrices in row canonical form. Then $A$ and $B$ have the same row space if and only-if-they have the same nonzero rows.

Prove Theorem 7.9.
I Obviously, if $A$ and $B$ have the same nonzero rows then they have the same row space. Thus we only have to prove the converse.

Suppose $A$ and $B$ have the same row space, and suppose $R \neq 0$ is the $i$ th row of $A$. Then there exist scalars $c_{1}, \ldots, c_{s}$ such that

$$
\begin{equation*}
R=\dot{c}_{1} R_{1}+c_{2} R_{2}+\cdots+c_{8} R_{s} \tag{1}
\end{equation*}
$$

where the $R_{i}$ are the nonzero rows of $B$. The theorem is proved if we show that $R=R_{i}$, that is. $c_{i}=1$. but $c_{k}=0$ for $k \neq i$.

- Let $a_{i j}$, be the leading nonzero entry of $R$. By (1) and Problem 7.110,

$$
\begin{equation*}
a_{i j}=c_{1} b_{1 i_{i j}}+c_{2} b_{2 j_{i}}+\cdots+c_{s} b_{x_{j i}} \tag{2}
\end{equation*}
$$

By Problem 7.11ł. $b_{i j}$, is a leading nonzero entry of $B$ and, since $B$ is row reduced, it is the only nonzero entry in the $j_{i}$ th column of $B$. Thus from (2) we obrain $a_{i j_{i}}=c_{i} b_{i j i}$. However, $a_{i j}=1$ and $b_{i j}=1$ since $A$ and $B$ are row reduced; hence $c_{\mathrm{i}}=1$.

Now suppose $k \neq i$, and $b_{k j_{k}}$ is the distinguished entry in $R_{k}$. By ( 1 ) and Problem 7.110,

$$
\begin{equation*}
a_{i j k}=c_{1} b_{1 j_{k}}+c_{2} b_{2 i_{k}}+\cdots+c_{s} b_{x j_{k}} \tag{3}
\end{equation*}
$$

Since $B$ is row rcduced, $b_{j k_{k}}$ is the only nonzero entry in the $j_{k} t h$ column of $B$; hence by (3), $a_{i j_{k}}=c_{k} b_{k j_{k}}$, By Problem 7.111, $a_{k_{j} j_{k}}$ is a leading nonzero entry of $A$ and, since $A$ is row reduced, $a_{i j_{k}}=0$. Thus $c_{k} b_{k_{j}}=0$ and, since $b_{k j_{k}}=1, c_{k}=0$. Accordingly $R=R_{i}$ and the theorem is proved.

Theorem 7.10: Let $A$ be any matrix. Then $A$ is row equivalent to a unique marrix in row canonicat form.

Prove Theorem 7.30.

1. Suppose $A$ is row equivalent to matrices $A_{1}$ and $A_{2}$ where $A_{1}$ and $A_{2}$ are in row cononical form. By Theorem 7: . . $\operatorname{rowsp}(A)=\operatorname{rowsp}\left(A_{1}\right)$ and $\operatorname{rowsp}(A)=\operatorname{rowsp}\left(A_{2}\right)$ : hence $\operatorname{rowsp}\left(A_{1}\right)=\operatorname{rowsp}\left(A_{2}\right)$ Since $A_{1}$ and $A_{2}$ are in row canonical form. $A_{1}=A_{2}$ by Theorem 7.\%.

Theorem 7.11: Matrices $A$ and $B$ have the same row space if and only if their row canonical forms have the same nonzero sows.
7.114 Prove Theorem 7.11.

1 Let $A_{1}$ and $B_{1}$ be the row canonical forms of $A$ and $B$, respectively. Suppose $A$ and $B$ have the salme row $\operatorname{space}$. Then $\operatorname{rowsp}\left(A_{1}\right)=\operatorname{rowsp}(A)=\operatorname{rowsp}(B)=\operatorname{rowsp}\left(B_{1}\right)$. By Theorem 7.9, $A_{1}$ and $B$, have the same nonzero rows. Conversely, suppose $A_{1}$ and $B_{1}$ have the same nonzero rows. Then rowsp $(A)=$ $\operatorname{rowsp}\left(A_{1}\right)=\operatorname{rowsp}\left(B_{1}\right)=\operatorname{rowsp}(B)$. Thus the theorem is proved.
7.115 Let $R$ be a row vector and $B$ a matrix for which $R B$ is defined. Show that $R B$ is a linear combination of the rows of $B$.
4 Suppose $R=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$ and $B=\left(b_{i j}\right)$. Let $B_{1}, \ldots, B_{m}$ denote the rows of $B$ and $B^{\prime}, \ldots, B^{n}$ its columns. Then

$$
\begin{aligned}
R B & =\left(R \cdot B^{\prime}, R \cdot B^{2}, \ldots, R \cdot B^{n}\right) \\
& =\left(a_{1} b_{11}+a_{2} b_{21}+\cdots+a_{m} b_{m 1}, a_{1} b_{12}+a_{2} b_{22}+\cdots+a_{m} b_{m 2}, \ldots, a_{1} b_{1 n}+a_{2} b_{2 n}+\cdots+a_{m n} b_{m n}\right) \\
& =a_{1}\left(b_{11}, b_{12}, \ldots, b_{2 n}\right)+a_{2}\left(b_{21}, b_{22}, \ldots, b_{2 n}\right)+\cdots+a_{m}\left(b_{m 1}, b_{m 2}, \ldots, b_{m n}\right) \\
& =a_{1} B_{1}+a_{2} B_{2}+\cdots+a_{m} B_{m}
\end{aligned}
$$

Thus $R B$ is a linear combination of the rows of $B$, as claimed.

Theorem 7.12: Let $A$ and $B$ be matrices suct that the product $A B$ is defined. Then the row space- of $A B$ is contained in the row-space of $B$.
7.116 Prove Theorem 7.12.

1. The rows of $A B$ are $R_{i} B$ where $R_{i}$ is the $i$ th row of $A . . \cdot$ Hence by the above result each row of $A B$ is in the row space of $B$. Thus the row space-of $A B$ is contained in the row space of $B$.
7.117 Show that $\operatorname{colsp}(A B) \subseteq \operatorname{Colsp}(A)$.

I Using Theorem 7.12, we have

$$
\operatorname{colsp}(A B)=\operatorname{rowsp}\left((A B)^{T}\right)=\operatorname{rowsp}\left(B^{T} A^{T}\right) \subseteq \operatorname{rowsp}\left(A^{T}\right)=\operatorname{colsp}(A)
$$

7.118 Suppose $P$ is a nonsingular (invertible) matrix. Show that $\operatorname{rowsp}(P A)=\operatorname{rowsp}(A)$.

1. Using Theorem 7.12, we have $\operatorname{rowsp}(A)=\operatorname{rowsp}(I A)=\operatorname{rowsp}\left(P^{-1} P A\right) \subseteq \operatorname{rowsp}(P A) \subseteq \operatorname{rowsp}(A)$. Thus no inclusion can be proper, and so $\operatorname{rowsp}(P A)=\operatorname{rowsp}(A)$. [Alternatively, $P A$ is row equivalent to $A$ and hence $P A$ and $A$ have the same row space by Theorem 7.8.]

### 7.6 SUMS AND DIRECT SUMMS

7.119 Suppose $U$ and $W$ are subsels of a vector space $V$. Define $U+W$.
$\boldsymbol{I}+W$ consists of all sums $u+w$ where $u \in U$ and $w \in W$ :

$$
U+W=\{u+w: u \in U, w \in W\}
$$

7.120 Suppose $U$ and $W$ are subspaces of a vector space $V$. Show that $U+W$ is a subspace of $V$.

I Since $U$ and $W$ are subspaces, $0 \in U$ and $0 \in W$. Hence $0=0+0 \in U+W$. Suppose $v, v^{\prime} \in$ $U+W$. Then there exist $u, u^{\prime} \in U$ and $\dot{w}, w^{\prime} \in W$ such that $v=u+w$ and $v^{\prime}=u^{\prime}+w^{\prime}$. Since $u$ and $W$ are subspaces, $u+u^{\prime} \in U$ and $w+w^{\prime} \in W$ and, for any scalar $k, k u \in U$ and $k w \in W$. Accordingly, $v+v^{\prime}=(u+w)+\left(u^{\prime}+w^{\prime}\right)=\left(u+u^{\prime}\right)+\left(w+w^{\prime}\right) \in U+W$ and, for any scalar $k$, $k v=k(u+w)=k u+k w \in U+W$. Thus $U+W$ is a subspace of $V$.
7.121 Lei $V$ be the vector space of 2 by 2 matrices over $R$. Lei $U$ consist of those matrices in $V$ whose second row is zero. and let $W$ consist of those matrices in $V$ whose second column is zero:

$$
U=\left\{\left(\begin{array}{ll}
a & b \\
0 & 0
\end{array}\right): a, b \in \mathbf{R}\right\} \quad W=\left\{\left(\begin{array}{ll}
a & 0 \\
c & 0
\end{array}\right): a, c \in \mathbf{R}\right\}
$$

Describe $U+W$ and $U \cap W$.
$\| \quad U+W$ consists of those matrices whose lower right entry is 0 , and $U \cap W$ consists of those matrices whose second row and second column are zero:

$$
U+W=\left\{\left(\begin{array}{ll}
a & b \\
c & 0
\end{array}\right): a, b, c \in \mathbf{R}\right\} \quad \text { and } \quad U \cap W=\left\{\left(\begin{array}{ll}
a & 0 \\
0 & 0
\end{array}\right): a \in R\right\}
$$

Problems $7.122-7.124$ refer to subspaces $U$ and $W$ of a vector space $V$.
7.122 Show that $U$ and $W$ are contained in $U+W$.

Let $u \in U$. By hypothesis $W$ is a subspace of $V$ and so $0 \in W$. Hence $u=u+0 \in U+W$. Accordingly, $U$ is contained in $U+W$. Similarly, $W$ is contained in $U+W$.
7.123 Show that $U+W$ is the smallest subspace of $V$ containing $U$ and $W$, that is, show that $U+W=\operatorname{span}(U, W)$.
Since $U+W$ is a subspace of $V$ containing both $U$ and $W$, it must also contain the linear span of $U$ and $W$; i.e., $\quad \operatorname{span}(U, W) \subseteq U+W$.

On the other hand, if $v \in U+W$ then $v=u+v=1 u+1 w$ where $u \in U$ and $w \in W$; hence $v$ is a linear combination of elements in $U \cup W$ and so belongs to $\operatorname{span}(U, W)$. Thus $U+W \subseteq \operatorname{span}(U, W)$. Bath inclusions gives us the required result.
7.124 Show that $W+W=W$.

I Since $W$ is a subspace of $V$, we have that $W$ is closed under vector addition; hence $W+W \subseteq W$. By Problem 7.122, $W \subseteq W+W$ Hence $W W=W$.
7.125 Give an example of a subset $S$ of $R^{2}$ such that $S+S \subset S$ (properly contained).

LLet $S=\{(0,5),(0,6),(0,7), \ldots\}$. Then $S+S \subset S$.
7.126 Give an example of a subset $S$ of $\boldsymbol{R}^{2}$ such that $S \subset S+S$ (properly contained).

Let $S=\{(0,0),(0,1)\}$. Then $S \subset S+S$.
7.127 Give an example of a subset $S$ of $R^{2}$ which is not a subspace of $R^{2}$ but for which $S+S=S$.

Let $S=\{(0,0),(0,1),(0,2) ;(0,3), \ldots\}$. Then $S+S=S$.
7.128 Suppose $U$ and $W$ are subspaces of a vector space $V$ such that $U=\operatorname{span}(S)$ and $W=\operatorname{span}(T)$. Show that $U+W=\operatorname{span}(S \cup T)$.

Since $S \subseteq U \subseteq U+W$ and $T \subseteq W \subseteq U+W$, we have $S U T \subseteq U+W$. Hence $\operatorname{span}(S \cup T) \subseteq$ $U+W$. Now suppose $v \in U+W$. Then $v=u+W$ where $u \in U$ and $w \in W$. Since $U=\operatorname{span}(S)$ and $W=\operatorname{span}(T), u=a_{1} u_{3}+\cdots+a_{r} u_{r}$ and $w=b_{1} w_{1}+\cdots+b_{x} w_{x}$ where $a_{i}, b_{i} \in K, u_{i} \in S$, and $w_{i} \in T$. Then $v=u+w=a_{1} u_{1}+\cdots+a_{r} u_{j}+b_{1} w_{1}+\cdots+b_{s} w_{s}$. Thus $U+W \subseteq \operatorname{span}(S \cup T)$. Both inclusions yield $U+W=\operatorname{span}(S \cup T)$.
7.129 Suppose $U$ and $W$ are subspaces of $V$. Show that $V=U+W$ if every $v \in V$ can be writien in the form $u=u+w$ where $u \in U$ and $w \in W$.
$\int$ Suppose, for any $v \in V$, we have $v=u+w$ where $u \in U$ and $w \in W$. Then $v \in U+W$ and so $V \subseteq U+W$. Since $U$ and $W$ are subspaces of $V$, we have $U+W \subseteq V$. Both inclusions imply $v=U+W$
7.130 Define the direct sum $V=U \oplus W$.

- The vector space $V$ is said to be the direct sum of iis subspaces $U$ and $W$ denoted by $V=U \oplus W$ if every vector $v \in V$ can be written in one ant only one way as $v=u+w$ where $u \in U$ and $w \in W$.

Theorem 7.13: The vector space $V$ is the direct sum of its subspaces $U$ and $W$ if and only if (i) $V=U+W$ and (ii) $U \cap W=\{0\}$.

Prove Theorem 7.13.

- Suppose $V=U \oplus W$. Then any $v \in V$ can be uniquely written in the form $v=u+w$ where $u \in U$ and $w \in W$. Thus, in particular, $V=U+W$. Now suppose $v \in U \cap W$. Then

$$
\begin{equation*}
v=v+0 \quad \text { where } v \in U, 0 \in W \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
v=0+v \quad \text { where } 0 \in U, v \in W \tag{2}
\end{equation*}
$$

Since such a sum for $v$ must be unique, $v=0$. Accordingly, $U \cap W=\{0\}$.
On the other hand, suppose $V=U+W$ and $U \cap W=\{0\}$. Let $v \in V$.. Since $V=U+W$, there exist $u \in U$ and $w \in W$ such that $v=u+w$. We need to show that such a sum is unique. Suppose also that $v=u^{\prime}+w^{\prime}$ where $u^{\prime} \in U$ and $w^{\prime} \in W$. Then $u+w=u^{\prime}+w^{\prime}$ and so $u-u^{\prime}=w^{\prime}-w$. But $u-u^{\prime} \in U$ and $w^{\prime}-w \in W$; hence by $U \cap W=\{0\}, u-u^{\prime}=0, \quad w^{\prime}-w=0$ and so $u=u^{\prime}$, $\boldsymbol{w}=w^{\prime}$. Thus such a sum for $\quad u \in V$ is unique and $V=U \oplus W$.
7.132 In the vector space $\mathrm{R}^{3}$, let $U$ be the $x y$ plane and let $W$ be the $y z$ plane:

$$
U=\{(a, b, 0): a, b \in \mathbf{R}\} \quad \text { and } \quad W=\{(0, b, c): b, c \in \mathbf{R}\}
$$

Then $\mathbf{R}^{3}=U+W$ since every vector in $\mathbf{R}^{3}$ is the sum of a vector in $U$ and a vector in $W$. Show that $\mathbf{R}^{3}$ is not the direct sum of $U$ and $W$.
$I$ Show that a vector $v \in \mathbf{R}^{3}$ can be written in more than one way as the sum of a vector in $U$ and a vector in $W$, e.g., $(3,5,7)=(3,1,0)+(0,4,7)$ and also $(3,5,7)=(3,-4,0)+(0,9,7)$. Alternatively, $(0,1,0) \in U \cap W$; hence $U \cap W \neq\{0\}$. Thus $\mathbf{R}^{3} \neq U \oplus W$.
7.133 In $R^{3}$, let $U$ be the $x y$ plane and let $W$ be the $z$ axis: .

$$
U=\{(a, b, 0): a, b \in \mathbf{R}\} \quad \text { and } \quad W=\{(0,0, c): c \in \mathbf{R}\}
$$

Show that $\mathbf{R}^{3}=U \oplus W$.
I Any vector $(a, b, c) \in \mathbf{R}^{3}$ can be written as the sum of a vector in $U$ and a vector in $V$ in one and only one way:

$$
(a, b, c)=(a, b, 0)+(0,0, c)
$$

Accordingly, $\mathbf{R}^{3}$ is the direct sum of $U$ and $W$, that is, $\mathbf{R}^{3}=U \oplus W$.
Let $U$ and $W$ be the subspaces of $R^{3}$ defined by

$$
U=\{(a, b, c): a=b=c) \quad \text { and } \quad W=\{(0, b, c)\}
$$

(Note that $W$ is the $y^{2}$ plane.) Show that $\mathbf{R}^{3}=U \oplus W$.
I Note first that $U \cap W=\{0\}$, for $u=\{a, b, c) \in U \cap W$ implies that $a=b=c$ and $a=0$ which implies $a=0, b=0, c=0$, ie., $v=(0,0,0)$.

We also claim that $\mathbf{R}^{3}=U+W$. For if $v=(a, b, c) \in \mathbf{R}^{3}$; then $v=(a, a, a)+(0, b-a, c-a)$ where $(a, a, a) \in U$ and $(0, b-a, c-a) \in W$. Both conditions, $U \cap W=\{0\}$ and $R^{3}=U+W$. imply $\mathbf{R}^{\mathbf{3}}=U \oplus W$.
-7.135 Let $V$ be the vector space of $n$-square matrices over a field $R$. Let $U$ and $W$ be the subspaces of symmetric and antisymmetric matrices, respectively. Show that $V=U \oplus \mathcal{W}$. (The matrix $M$ is symmetric if $M=M^{\top}$, and antisymmetric jiff $M^{T}=-M$.)

1. We first show that $V=U+W$. Let $A$ be any arbitrary $n$-square matrix. Note that $A=\frac{1}{3}\left(A+A^{T}\right)+$ $\frac{1}{2}\left(A-A^{T}\right)$. We claim that $\frac{1}{2}\left(A+A^{T}\right) \in U$ and that $\frac{1}{2}\left(A-A^{T}\right) \in W$. For $\quad\left(\frac{1}{2}\left(A+A^{T}\right)\right)^{T}=$
$\frac{1}{2}\left(\left(A+A^{T}\right)^{T}=\frac{1}{2}\left(A^{T}+A^{T T}\right)=\frac{1}{2}\left(a+A^{T}\right)\right.$, that is, $\frac{1}{2}\left(A+A^{T}\right)$ is symmetric. Furthermore, $\left(\frac{1}{2}\left(A-A^{T}\right)\right)^{T}=\frac{1}{2}\left(A-A^{T}\right)^{T}=\frac{1}{2}\left(A^{T}-A\right)=-\frac{1}{2}\left(A-A^{T}\right)$. that is, $\frac{1}{2}\left(A-A^{T}\right)$ is antisymmetric.
We next show that $U \cap W=\{0\}$. Suppose $M \in U \cap W$. Then $M=M^{T}$ and $M^{T}=-M$ which implies $M=-M$ or $M=0$. Hence $U \cap W=\{0\}$. Accordingly, $V=U \oplus W$.
7.136 Show $S+T=T+S$ for any subsets $S, T$ of a vector space $V$.

- Since $u+w=w+u$ for any vectors $u, w \in V$, we have $S+T=\{u+w: u \in S, w \in T\}=$ $\{w+u: u \in S, w \in T\}=T+S$.
7.137 Show $\left(S_{1}+S_{2}\right)+S_{3}=S_{1}+\left(S_{2}+S_{3}\right)$ for any subsets $S_{1}, S_{2}, S_{3}$ of a vector space $V$.
$I$ Since $(u+v)+w=u+(v+w)$ for any vectors $u, v, w \in V$, we have

$$
\begin{aligned}
\left(S_{1}+S_{2}\right)+S_{3} & =\left\{(u+v)+w: u \in S_{1}, v \in S_{2}, w \in S_{3}\right\} \\
& =\left\{u+(v+w): u \in S_{1}, v \in S_{2}, W \in S_{3}\right\}=S_{1}+\left(S_{2}+S_{3}\right)
\end{aligned}
$$

7.138 Show that $S+V=V+S=V$ for any subset $S$ of a vector space $V$.

1 Since $S \subseteq V$ and $V \subseteq V$, we have $S+V \subseteq V$. Consider any vector $v \in V$. Let $s \in S$. Then $v-s \in V$. Since $v=s+(v-s)$, we have $v \in S+V$. Hence $V \subseteq S+V$. Both inclusions yield $S+V=V$. By Problem 7.136, $V+S=S+V=V$.
7.139 Show $S+\{0\}=\{0\}+S=S$ for any subset $S$ of a vector space $V$.

IFor any $u \in S$, we have $u+0=0+u=u$. Hence $S+\{0\}=\{u+0: u \in S\}=\{u: u \in S\}=S$. Thus $S+\{0\}=S$. By Problem 7.136, $\{0\}+S=S+\{0\}=S$.
7.140 Suppose $U, V$, and $W$ are subspaces of a vector space. Prove that $(U \cap V)+(U \cap W) \subseteq U \cap(V+W)$.

I Let $u \in(U \cap V)+(\dot{U} \cap W)$. Then $u=u_{1}+u_{2}$ where $u_{1} \in U \cap V$ and $u_{2} \in U \cap \dot{W}$. Hence $u_{1}, u_{2} \in U$. Since $U$ is a subspace, $u=u_{1}+u_{2} \in U$. Also, $u_{1} \in V$ and $u_{2} \in W$. therefore, $u=u_{1}+u_{2} \in V+W$. Thus $u \in U \cap(V+W)$ and so $(U \cap V)+(U \cap W) \subseteq U \cap(V+W)$.
7.141 Find subspaces $U, V, W$ of $\mathbf{R}^{2}$ such that $(U \cap V)+(U \cap W) \neq U \cap(V+W)$.

1 Let $U=\{(a, b: a=b\}$ (the line $y=x\}, V=\{(a, 0)\} \quad$ (the $x$ axis) and $W=\{(0, b)\}$ (the $y$ axis) Then $U \cap V=\{0\}$ and $U \cap W=\{0\}$, and hence $(U \cap V)+(U \cap W)=\{0\}$. On the other hand, $\mathbf{R}^{2}=V+W$, so $U \cap(V+W)=U \cap R^{2}=U \neq\{0\}=(U \cap V)+(U \cap W)$.
7.142 Let $V$ be the vector space of $n$-square matrices over a field $K$. Let $U$ be the subspace of upper triangulat matrices and $W$ the subspace of lower triangular matrices. Nate $V=U+W$. Show that $V \neq U \oplus W$.
$\int U \cap W \neq\{0\}$ since $U \cap W$ consists of all the diagonal matrices. Thus the sum cannot be direct.
7.143. Let $V$ be the vector space of all functions from the real field $R$ into $R$. Let $U$ be the subspace of even functions and $W$ the subspace of odd functions. Show that $V=U \oplus W$. \&Recall that $f$ is even iff $f(-x)=f(x)$ and $f$ is odd iff $f(-x)=-f(x)$.]
$1 f(x)=\frac{1}{2}(f(x)+f(-x))+\frac{1}{2}(f(x)-f(-x))$, where $\frac{1}{2}\left(f(x)+f(-x)\right.$ is even and $\frac{1}{2}(f(x)-f(-x))$ is odd. Thus $V=U+W$. Suppose $f \in U \cap W$. Then $f(x)=f(-x)$ and $f(x)=-f(-x)$. Hence $f(-x)=-f(-x)$ and so $f(-x)=0$. Thus, for every $x \in R, f(x)=0$. Therefore $f=0$, the zero function. Thus $U \cap W=\{0\}$ and so $V=U \oplus W$.
7.144 Suppose $W_{1}, W_{2}, \ldots, W_{r}$ are subspaces of a vector space $V$. Discuss the difference between $V=$ $W_{1}+W_{2}+\cdots+W_{r}$ and $V=W_{1} \oplus W_{2} \oplus \cdots \oplus W_{r}$.
I Suppose each $v \in V$ can be written as a sum in the form $v=w_{1}+w_{z}+\cdots+w_{r}$ where $w_{i} \in W_{i}$. Then $V=W_{1}+W_{2}+\cdots+W_{s}$. If such a sum for $v$ is unique, then the sum is direct, i.e., $V=$ $W_{1} \oplus W_{2} \oplus \cdots \oplus W_{r}$.
7.145 Let $W_{2}, W_{2}, W_{3}$ be the $x, y$, and $z$ axis, respectively, in $R^{3}$. Show that $R^{3}=W_{1} \oplus W_{2} \oplus W_{3}$.

1 Any vector $(a, b, c) \in \mathbf{R}^{3}$ can be written uniquely as a sum of a vector in $W_{1}$, a vector in $W_{2}$, and a vector in $W$, as foltows:

$$
(a, b, c)=(a, 0,0)+(0, b, 0)+(0,0, c)
$$

Thus $R^{3}=W_{1} \oplus W_{2} \oplus W_{3}$.
7.146 Suppose $W_{1}, W_{2}, \ldots, W_{r}$ are subspaces of $V$ such that $V=W_{2}+W_{2}+\cdots+W_{r}$. Suppose $0 \in V$ can be written uniquely as a sum $0=w_{1}+w_{2}+\cdots+w_{r}$ where $w_{i} \in W_{j}$. Show that $V=W_{3} \oplus W_{2} \oplus \cdots \oplus W_{r}$, i.e., that the sum is direct.

- Since $0=0_{1}+\cdots+0$, where $0_{i}$ is the zero vector in $W_{i}$, this is the unique sum for $0 \in V$. Let $v \in V$ and suppose $v=u_{1}+u_{2}+\cdots+u_{r}$ and $v=w_{1}+w_{2}+\cdots+w_{r}$ where $u_{i}, w_{i} \in W_{i}$. Then $0=$ $u-v=\left(u_{1}-j w_{1}\right)+\left(u_{2}-w_{2}\right)+\cdots+\left(u_{r}-v_{r}\right)$ where $u_{i}-v_{i} \in W_{i}$. Since such a sum for 0 is unique, $u_{i}-u_{i}=0$, for every $i$, and hence $u_{i}=v_{i}$, for every $i$. Thus such a sum for $v$ is also unique, and so $V=W_{1} \oplus W_{2} \oplus \cdots \oplus W_{r}$.
7.147 Suppose $W_{i}, W_{2}$, and $W_{3}$ are the $x$ axis, the $y$ axis, and the line $y=x$, respectively, in the plane $R^{2}$. Show that $\mathbf{R}^{2} \neq W_{1} \oplus W_{2} \oplus W_{3}$ (even though $R^{2}=W_{1}+W_{2}+W_{3}$ and $W_{i} \cap W_{i}=\{0\}$ for $i \neq j$ ).
I Show that a vector $v \in \mathbb{R}^{2}$, say $v=(0,0)$, can be written in more than one way as a sum of a vector in $W_{1}$, a vector in $W_{2}$, and a vector in $W_{3}$ :

$$
(0,0)=(0,0)+(0,0)+(0,0)=(1,0)+(0,1)+(-1,-1)
$$

Thus $\mathbf{R}^{2} \neq W_{1} \oplus W_{2} \oplus W_{3}$.
Let $U$ and $W$ be vector spaces over a field $K$. Define the external direct sum of $U$ and $W$.
Let $V$ be the set of ordered pairs $(u, w)$ where $u$ belongs to $U$ and $w$ to $W: V=\{(u, w): u \in U, w \in W\}$. Then $V$ is a vector space over $K$ with addition in $V$ and scalar multiplication on $V$ defined by

$$
(u, w)+\left(u^{\prime}, w^{\prime}\right)=\left(u+u^{\prime}, w+w^{\prime}\right) \quad \text { and } \quad k(u, w)=(k u, k w)
$$

where $u, u^{\prime} \in U, \quad w, w^{\prime} \in W$ and $k \in K$. (This space $V$ is called the external direct sum of $U$ and $W$.)

Problems $7.149-7.152$ refer to a vector space $V$ which is the external direct sum (see Problem 7.148) of vector spaces $U$ and $W$ over a field $K$. Also, suppose $0_{1}$ and $0_{2}$ are, respectively, the zero vectors of $U$ and W.
7.149 Show that $\theta=\left(0_{1}, 0_{2}\right)$ is the zero vector of $V$.

I Let $v \in V$, say $v=(u, w)$ where $u \in U$ and $w \in W$. Then $v+\theta=(u, w)+\left(0_{1}, 0_{2}\right)=$ $\left(u+0_{1}, w+0_{2}\right)=(u, w)=v$. Similarly, $\theta+v=v$. Hence $\theta$ is the zero vector in $V$.

7:150. Find the negative $-v$ of a vector $v \in V$.
Suppose $v=(u, w)$ where $u \in U$ and $w \in W$. Then $-v=(-u,-v)$ since we have $(-u,-w)+(u, w)=\left(0_{1}, 0_{2}\right)=\theta$.

Let $\dot{U}=\left\{v \in V: v=\left(u, 0_{2}\right)\right\}$ and $\bar{W}=\left\{v \in \dot{V}:: v=\left(0_{3}, w\right)\right\}$. Show that $\dot{U}$ and $\hat{W}$ are subspaces of $V$.
1 First we have $\theta=\left(0_{1}, 0_{2}\right) \in \hat{U}$. Suppose $v_{1}, v_{2} \in \hat{U}$; Say $v_{1}=\left(u_{1}, 0_{2}\right)$ and $v_{2}=\left(\dot{u}_{2} ; 0_{2}\right)$. Then

$$
\begin{gathered}
v_{1}+v_{2}=\left(u_{1}, 0_{2}\right)+\left(u_{2}, 0_{2}\right)=\left(u_{1}+u_{2}, 0_{2}\right) \\
k v_{1}=k\left(u_{1}, 0_{2}\right)=\left(k u_{1}, k 0_{2}\right)=\left(k u_{1}, 0_{2}\right)
\end{gathered}
$$

where $k \in K$. Thus $v_{1}+v_{2}$ and $k v_{1}$ belong to $\hat{U}$, and so $\hat{U}$ is a subspace of $V$. Similarly, $\hat{W}$ is a subspace of $V$.
7.152 Show that $V=\hat{U} \oplus \hat{W}$.

I Let $v \in \dot{V}$. Then $v=(u, w)$ where $u \in U$ and $w \in W$. Hence $v=\left(u, 0_{2}\right)+(0, w) \in \dot{U}+\dot{W}$. Thus $v=\hat{U}+\hat{W}$. On the other hand, suppose $v=(u, w) \in \dot{U}+\dot{W}$. Then $x=0_{2}$ since $v \in \hat{U}$ and $u=0_{i}$ since $v \in \hat{W}$. Thus $v=\theta$ and so $\dot{U} \cap \mathscr{W}=\{0\}$. Accordingly $v=\dot{U} \oplus \dot{w}$.

## CHAPTER 8

## Linear Dependence, Basis, Dimension

The notation in this chapter is the same as in the preceding chapter, i.e., $V$ denotes a vector space, $K$ the field of scalars, $u, v, w$ vectors in $V$, and $a, b, c, k$ scalars in $K$ [with or without subscripts].

### 8.1 ELEMENTARY PROPERTIES OF LINEAR DEPENDENCE AND INDEPENDENCE

8.1 Define linear dependence and linear independence.

I Let $V$ be a vector space over a field $K$. The vectors $v_{i}, \ldots, v_{n} \in V$ are said to be linearly dependent over $K$, or simply dependent, if there exist scalars $a_{1}, \ldots, a_{m} \in K$, not all of them 0 , such thai

$$
\begin{equation*}
a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{m} v_{m}=0 \tag{1}
\end{equation*}
$$

Otberwise, the vectors are said to be linearly independent over $K$, or simply independent.

Remark: Observe that the relation (1). will always hold if the a's are all 0 . If this relation holds only in this case, i.e.,

$$
a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{m} v_{m}=0 \quad \text { implies } a_{1}=0, \ldots, a_{m}=0
$$

then the vectors are linearly independent. On the other hand, if the relation (1) atso holds when one of the $a$ 's is not 0 , then the vectors are tinearly dependent.
8.2 Show that if 0 is one of the vectors $v_{1}, \ldots, v_{m}$, say $v_{1}=0$, then the vectors must be linearly dependent. I We have $1 v_{1}+0 v_{2}+\cdots+0 v_{n}=1 \cdot 0+0+\cdots+0=0$ and the coefficient of $v_{1}$ is nat 0 .
8.3 Show that any nonzero vector $v$ is, by itself, linearly independent.

I Suppose $\dot{k} v=0$, but $v \neq 0$. Then $k=0$. Hence $v$ is linearly independent.
8.4 Suppose $m>1$. Show that the vectors $v_{1}, \ldots=v_{m}$ are tinearly dependent if and only if one of them is a linear combination of the others.

I Suppose, say, $v_{i}$ is a linear combination of the others:

$$
v_{i}=a_{1} v_{1}+\cdots+a_{,-1} v_{i-1}+a_{i, 1} v_{i+1}+\cdots+a_{m} v_{m}
$$

Then by adding $-v_{i}$ to both sides, we abtain $a_{1} v_{i}+\cdots+a_{i-1} v_{i-1}-v_{i}+a_{i+1} v_{i+1}+\cdots+a_{m} v_{1 n}=0$, where the coefficient of $v_{i}$ is not 0 ; hence the vectors are linearly dependent. Conversely, suppose the vectors are linearly dependent, say, $\quad b_{1} v_{1}+\cdots+b_{j} v_{i}+\cdots+b_{m} v_{m}=0$, where $b_{i} \neq 0$. Then $v_{i}=-b_{j}^{-1} b_{1} v_{1}-\cdots-$ $b_{j}^{-1} b_{i-1} v_{j-1}-b_{j}^{-1} b_{j, 1} v_{j-1}-\cdots-b_{j}^{-1} b_{m} v_{m}$ and so $v_{j}$ is a linear combination of the other vectors.
8.5 Define a dependent or independent set of vectors.

I A set $\left\{v_{1} \ldots, v_{m}\right\}$ is called it dependent or independent set according as the vectors $v_{1}, \ldots, v_{m}$ are linearly dependent or independent. An infinite set $S$ of vectors is linearly dependent if there exist vectors. $u_{1} \ldots . . u_{i}$ in $S$ which afe linearly dependent; othenwise $S$ is linearly independent. The empty set $\varnothing$ is defined to be linearly independent.
8.6 Show that if two of the vectors $v_{1}: \ldots v_{m}$ are equal, say $v_{1}=v_{2}$, then the vectors are linearty. dependen.

1 We have $v_{1}-v_{\gamma}+0 u_{3}+\cdots+0 u_{u}=0$ and the coefficient of $u_{3}$ is not 0 .

Show that no vectors $e_{\text {, }}$ and $v_{2}$ are deperdent if and only if one of them is a mutiple of the other.

Describe geometrically the linear dependence of two vectors and of three vectors in real space $\mathbf{R}^{\mathbf{3}}$.
ITwo vector $u$ and $v$ in $R^{3}$ are dependent if and only if they lie on the same line throught the origin. Three vectors $u, v$, and $w$ in $\mathbf{R}^{\mathbf{3}}$ are dependent if and only if they lie on the same plane through the origin.
8.9 Show that if the set $\left\{v_{1}, \ldots, v_{m}\right\}$ is dependent, then any rearrangement of the vectors $\left\{v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{n}}\right\}$ is also dependent. [Thus, if $v_{1}, \ldots, v_{m}$ are independent, then any rearrangement is also independent.]

I Suppose $v_{1}, v_{2}, \ldots, v_{m}$ are dependent. Then there exist scalars, $a_{1}, a_{2}, \ldots, a_{m}$, not all 0 , such that $a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{m} v_{m}=0$. Then $a_{i_{1}} v_{i_{1}}+a_{i_{2}} v_{i_{2}}+\cdots+a_{i_{m}} v_{i_{m}} v_{i_{m}}=0$ and some $a_{i_{j}} \neq 0$. Thus $v_{i_{1}}$, $v_{i_{2}}, \ldots, v_{i_{m}}$ are dependent.
8.10 Suppose $S=\left\{v_{1}, \ldots, v_{m}\right\}$ contains a dependent subset, say $\left\{v_{1}, \ldots, v_{r}\right\}$. Show that $S$ is also dependent. Hence every subset of an independent set is independent.
I Since $\left\{v_{1}, \ldots, v_{r}\right\}$ is dependent, there exist scalars $a_{1}, \ldots, a_{r}$, not all 0 , such that $a_{1} v_{1}+a_{2} v_{i}+\cdots+$ $a_{r} v_{r}=0$. Hence there exist scalars $a_{1}, \ldots, a_{r}, 0, \ldots, 0$, not all 0 , such that $a_{1} v_{1}+\cdots+a_{r} v_{r}+0 v_{r+1}$ $+\cdots+0 v_{m}=0$. Accordingly, $S$ is dependent.
8.11 Suppose $\left\{v_{1}, \ldots, v_{m n}\right\}$ is independent, but $\left\{v_{1}, \ldots, v_{m}, w\right\}$ is dependent. Show that $w$ is a linear ${ }^{-}$ combination of the $v_{1}$ -
(Since $\left\{v_{1}, \ldots, v_{m}, w\right\}$ is dependent, there exist scalars $a_{1}, \ldots, a_{m}, b$, not all 0 , such that $a_{1} v_{1}+\cdots+$ $a_{m} v_{m}+b w=0$. If $b=0$, then one of the $a_{i}$ is not zero and $a_{i} v_{1}+\cdots+a_{m} v_{m}=0$. But this contradicts the hypothesis that $\left\{v_{1}, \ldots, v_{m}\right\}$ is independent. Accordingly, $b \neq 0$ and so $w=\underline{b}^{-1}\left(-a_{1} v_{1}-\cdots-\right.$ $\left.a_{m} v_{m}\right)=-b^{-1} a_{1} v_{1}-\cdots-b^{-1} a_{m} v_{m}$. That is, $w$ is a linear combination of the $v_{i}$.
8.12 Suppose $A_{1}, A_{2}, \ldots$ are linearly independent sets of vectors, and that $A_{1} \subset A_{2} \subset \cdots$. Show that the union $A=A_{1} \cup A_{2} \cup \cdots$ is also linearly independent.
I Suppose $A$ is linearly dependent. Then there exist vectors $v_{1}, \ldots, v_{n} \in A$ and scalars $a_{1}, \ldots$, $a_{n} \in K$, not all of them 0 , such that:

$$
\begin{equation*}
a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}=0 \tag{1}
\end{equation*}
$$

Since $A=\cup A_{i}$ and the $v_{i} \in A$, there exist sets $A_{i}, \ldots, A_{i_{1}}$ such that

$$
v_{1} \in \dot{A_{i_{1}}} \quad v_{2} \in A_{i_{2}} \quad \cdots \quad v_{n} \in A_{i_{n}}
$$

Let $k$ be the maximum index of the sets $A_{i j} ; k=\max \left(i_{1}, \ldots, i_{n}\right)$. It follows then, since $A_{1} \subset A_{2} \subset \cdots$, that each $A_{i_{i}}$ is contained in $A_{k}$. Hence $v_{1}^{\prime}, v_{2}, \ldots, v_{m} \in A_{k}$ and so, by (1), $A_{k}$ is linearly dependent, which contradicts our hypothesis. Thus $A$ is linearly independent.

### 8.2 LINEAR DEPENDENCE OF VECTORS

8.13 Determine whether $\leq 1$ and $v$ are linearly dependent where (a) $u=(3,4), v=(1,-3)$; (b) $u=(2,-3)$, $v=(6,-9)$.
I Two vectors $u$ and $v$ are dependent if and only if one is a multiple of the other. (a) No; neither is a multiple of the other. (b) Yes; for $v=3 u$.
8.14 Determine whether $u$ and $v$ are lineasly dependent where (a) $u=(4.3,-2), \quad v=(2,-6.7): \quad(b) \quad u=$ $(-4,6,-2) . \quad e=(2,-3,1)$.
I (a) No, since neither is a multiple of the other.
(b) Yes: for $u=-2 v$.
8.15 Determine whether the matrices $A$ and $B$ are dependent where
(a) $A=\left(\begin{array}{rr}1 & -2 \\ 3 & 0\end{array}\right), B=\left(\begin{array}{rrr}2 & -4 & 8 \\ 6 & 0 & -2\end{array}\right)$.
(b) $A=\left(\begin{array}{rrr}1 & 2 & -3 \\ 6 & -5 & 4\end{array}\right), \quad B=\left(\begin{array}{rrr}6 & -5 & 4 \\ 1 & 2 & -3\end{array}\right)$

I (a) Yes; for $B=2 A$. (b) No; since neither is a multiple of the other.
8.16 Determine whether the polynomials $u$ are $v$ are dependent where (a) $u=2-5 t+6 t^{2}-t^{3}, \quad v=3+2!-$ $4 i^{2}+5 t^{3}$; (b) $u=1-3 i+2 t^{2}-3 t^{3}, \quad v=-3+9 t-6 t^{2}+9 t^{3}$.
I (a) No, since neither is a multiple of the other.
(b) Yes; for $v=-3 u$.

Problems 8.17-8.20 refer to vectors in real space $\mathbf{R}^{3}$.
8.17 Determine whether or not the vectors $(1,-2,1),(2,1,-1),(7,-4,1)$ are linearly dependent.

I Merhod 1. Set a linear combination of the vectors equal to the zero vector using unknown scalars $x, y$, and z :

$$
x(1,-2,1)+y(2,1,-1)+z(7,-4,1)=(0,0,0)
$$

Then

$$
(x,-2 x, x)+(2 y, y,-y)+(7 z,-4 z, z)=(0,0,0)
$$

or

$$
(x+2 y+7 z,-2 x+y-4 z, x-y+z)=(0,0,0)
$$

Set corresponding components equal to each other to obtain the equivalent homogeneous system, and reduce to echelon form:

$$
\left.\begin{array}{rlrlrl}
x+2 y+7 z & =0 & & x+2 y+7 z & =0 \\
-2 x+y-4 z & =0 & \text { or } & 5 y+10 z & =0 & \text { or }
\end{array} \quad \begin{array}{rlrl} 
& x+2 y+7 z & =0 \\
x-y+z & =0 & & -3 y-6 z
\end{array}\right)=0.2 z=0
$$

The system, in echelon form; has only two nonzera equations in the three unknowns; hence the system has a nonzero solution.- Thus the original vectors are linearly dependent.

Method 2. Form the natrix whose rows are the given vectors, and reduce to echelon form using the elementary row operations:

$$
\left(\begin{array}{rrr}
1 & -2 & 1 \\
2 & 1 & -1 \\
7 & -4 & 1
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrr}
1 & -2 & 1 \\
0 & 5 & -3 \\
0 & 10 & -6
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrr}
1 & -2 & 1 \\
0 & 5 & -3 \\
0 & 0 & 0
\end{array}\right)
$$

Since the echelon matrix has a zero row, the vectors are dependent.
petermine whether $(1,-3,7),(2,0,-6),(3,-1,-1) .(2,4,-5)$ are linearly dependent.
I Yes, since any $n+1$ (or more) vectors in $K^{n}$ are automatically dependent.
8.19 Determine whether $(1,2,-3),(1,-3,2),(2,-1.5)$ are linearly dependent.

1- Form the matrix whose rows afe given vectors and row reduce the matrix to echelon form:

$$
\left(\begin{array}{rrr}
1 & 2 & -3 \\
1 & -3 & 2 \\
2 & -1 & 5
\end{array}\right) \quad 10 \quad\left(\begin{array}{rrr}
1 & 2 & -3 \\
0 & -5 & 5 \\
0 & -5 & 11
\end{array}\right) \quad 10 \quad\left(\begin{array}{rrr}
1 & 2 & -3 \\
0 & -5 & 5 \\
0 & 0 & 6
\end{array}\right)
$$

Since the echelon matrix has no zero rows, the vectors are independent.
8.20 Determine whether $(2,-3,7) ;(0,0,0) ;(3 ;-1,-4)$ are linearly dependent.

I Yes. since $0=(0,0,0)$ is one of the vectors
8.21 Let $V$ be the vector space of $2 \times 2$ matrices over $R$. Determine whether the matrices $A, B . C \in V$ are dependent where

$$
A=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) \quad B=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \quad C=\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right)
$$
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The coefficients of the powers of $t$ must each be 0 :

$$
\begin{array}{r}
x+y+2 z=0 \\
-3 x-y-4 z=0 \\
5 x+8 y+9 z=0 \\
x+2 y+5 z=0
\end{array}
$$

$-$

Solving the above homogeneous system, we obtain only the zero solution: $x=0, y=0, z=0$; hence $u$, $v$, and $w$ are independent.
8.24 Determine whether the polynomials $u, v$, $w$ are dependent where $u=t^{3}+4 t^{2}-2 t+3, v=t^{3}+6 t^{2}-t+4$, $w=3 t^{3}+8 t^{2}-8 t+7$.

- Set a linear combination of the polynomials $u, v$, and $w$ equal to the zero polynomial using unknown scalars $x, y$, and $z$; i.e., set $x u+y v+z w=0$. Thus

$$
\begin{array}{r}
x\left(t^{3}+4 t^{2}-2 t+3\right)+y\left(t^{3}+6 t^{2}-t+4\right)+z\left(3 t^{3}+8 t^{2}-8 t+7\right)=0 \\
x t^{3}+4 x t^{2}-2 x t+3 x+y t^{3}+6 y t^{2}-y t+4 y+3 z t^{3}+8 z t^{2}-8 z t+7 z=0 \\
(x+y+3 z) t^{3}+(4 x+6 y+8 z) t^{2}+(-2 x-y-8 z) t+(3 x+4 y+7 z)=0
\end{array}
$$

Set the coefficients of the powers of $t$ each equal to 0 and reduce the system to echelon form:

$$
\begin{array}{rlrl}
x+y+3 z & =0 & x+y+3 z & =0 \\
4 x+6 y+8 z & =0 & \text { or } & 2 y-4 z
\end{array}=0
$$

or finally

$$
\begin{array}{r}
x+y+3 z=0 \\
y-2 z=0
\end{array}
$$

The system in echelon form has a free variable and hence a nonzero solution. Thus $x u+y v+z w=0$ does not imply that $x=0, y=0, z=0$; hence the polynomials are linearly dependent.
8.25. Let $V$ be the vector space of functions from $R$ into $R$. Show that $f, g, h \in V$ are linearly independent where $f(t)=e^{2 t}, g(t)=t^{2}, h(t)=t$.

- Set a linear combination of the functions equal to the zero function 0 using unknown scalars $x, y$, and $z$ : $x f+y g+z h=0$; and then show that $x=0, y=0, z=0$. We emphasize that $x f+y g+z h=0$ means that, for every value of $t, \quad x f(t)+y g(t)+z h(t)=0$.

In the equation $x e^{2 r}+y t^{2}+z t=0$, substitute

$$
\begin{array}{llll}
t=0 & \text { to obtain } & x e^{0}+y 0+z 0=0 & \text { or } \\
t=1 & \text { to obtain } & x e^{2}+y+z=0 \\
t=2 & \text { to obtain } & x e^{4}+4 v+2 z=0 &
\end{array}
$$

Solve the system $\left\{\begin{array}{l}x=0 \\ x e^{2}+y+z=0 \\ x e^{2}+4 y+2 z=0\end{array}\right.$ to obtain only the zero sotution: $x=0, y=0, z=0$. Hence $f, g$, and $h$ are independent.
8.26 Show that the functions $f(t)=\sin t, g(t)=\cos t, \quad h(t)=t$ are linearly independent.

F Form the functional equation $x f+y g+z h=0$, that is, $x \sin t+y \cos t+z t=0$. using unknowns. $x, y, z$, and then show $x=0, y=0, z=0$.

Method J. In the equation $x \sin t+y \cos t+z t=0$. suibstitute


Solve the system $\left\{\begin{aligned} y & =0 \\ x+(\pi / 2) z & =0 \\ -y+\pi z & =0\end{aligned}\right.$ to obtain only the zero solution: $x=0, y=0, z=0$. Hence $f, g$, and $h$ are independent.

Method 2. Take the first, second, and third derivatives of $x \sin t+y \cos t+z t=0$ with respect to $t$ to get

$$
\begin{array}{r}
x \cos t-y \sin t+z=0 \\
-x \sin t-y \cos t=0 \\
-x \cos t+y \sin t=0 \tag{3}
\end{array}
$$

Add (1) and (3) to obtain $z=0$. Mulliply (2) by $\sin t$ and (3) by $\cos t$, and then add:

$$
\begin{array}{ll}
\sin t \times(2): & -x \sin ^{2} t-y \sin t \cos t=0 \\
\cos t \times(3): \quad-x \cos ^{2} t+y \sin t \cos t=0 \\
\hline-x\left(\sin ^{2} t+\cos ^{2} t\right) \quad=0 \quad \text { or } \quad x=0
\end{array}
$$

Last, multiply (2) by $-\cos t$ and (3) by $\sin t$; and then add to obtain

Since

$$
y\left(\cos ^{2} t+\sin ^{2} t\right)=0 \quad \text { or } \quad y=0
$$

$f, g$, and $h$ are independent.
8.27 Show that the vectors $v=(1+i, 2 i)$ and $w=(1,1+i)$ in $C^{2}$ are linearly dependent over the complex field $C$ but are linearly independent over the real field $R$.

I Recall that two vectors are dependent iff one is a multiple of the other. Since the first coordinate of $w$ is $1, v$ can be a multiple of $w$ iff $u=(1+i) w$. But $1+i \nsubseteq \mathbf{R}$; hence $v$ and $w$ are independent over $\mathbf{R}$. Since $(1+i) w=(1+i)(1,1+i)=(1+i, 2 i)=v$ and $1+i \in C$, they are dependent over $C$.
8.28 Let $u, v$, and $w$ be independent vectors. Show that $u+v, u-v$, and $u-2 v+w$ are also independent.
| Suppose $\cdot x(u+v)+y(u-v)+z(u-2 v+w)=0$ where $x, y$, and $z$ are scalars. Then $x u+x v+y u-$ $y v+z u-2 z v+z w=0$ or $(x+y+z) u+(x-y-2 z) v+z w=0$. But $u, v$, and $w$ are linearly independent; hence the coefficients in the above relation are each 0 :

$$
\begin{array}{r}
x+y+z=0 \\
x-y-2 z=0 \\
z=0
\end{array}
$$

The only solution to the above system is $x=0, y=0, z=0$. Hence $u+v, u-v$, and $u-2 v+w$ are independent.

### 8.3 THEOREMS ON BASES AND DIMENSION

8.29 Define a basis of a vector space $V$.

- A sequence of vectors $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ is a basis of $V$ if (1) $u_{1}, u_{2}, \ldots, u_{n}$ are linearly independent and (2) $u_{1}, u_{3}, \ldots, u_{n}$ span $V$.
8.30 Define the dimension of a vector space $V$.

I A vector space $V$ is said to be of finite dimension $n$ or to be $n$-dimensional, written $\operatorname{dim} V=n$, if $V$ contains a basis with $n$ elements. [This definition of dimension is well-defmed by Theorem 8.4 which states that any two bases have the same number of elements.]

The vector space $\{0\}$ is defined to have dimension 0 . In a certain semse this agrees with the above definition since, by defnition, $\varnothing$ is independent and generates $\{0\}$.$\} When a vector space is not of finite.$ dimension. it is said to be of infinite dimension.
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Lemma 8.1: The nonzero vectors $v_{1}, \ldots, v_{m}$ are linearly dependent if and only if one of them, say $v_{i}$, is a linear combination of the preceding vectors:

$$
v_{i}=a_{1} v_{1}+\cdots+a_{i-1} v_{i-1}
$$

8.31 Prove Lemma 8.1.

I Suppose $v_{i}=a_{1} v_{1}+\cdots+a_{i-1} v_{i-1}$. Then $a_{1} v_{1}+\cdots+a_{i-1} v_{i-1}-v_{i}+0 v_{i+1}+\cdots+0 v_{m}=0$ and the coefficient of $v_{i}$ is not 0 . Hence the $v_{i}$ are linearly dependent.
Conversely, suppase the $v_{\text {; }}$ are linearly dependent:- Then there exist scalars $a_{1}, \ldots, a_{m}$, not all 0 , such that $a_{1} v_{i}+\cdots+a_{m} v_{m}=0$. Let $k$ be the largest integer such that $a_{k} \neq 0$. Then

$$
a_{1} v_{1}+\cdots+a_{k} v_{k}+0 \dot{v}_{k+k}+\cdots+0 v_{m}=0 \quad \text { or } \quad a_{1} v_{1}+\cdots+a_{k} v_{k}=0
$$

Suppose $k=1$; then $a_{1} v_{1}=0, a_{1} \neq 0$, and so $v_{1}=0$. But the $v_{1}$ are nonzero vectors; hence $k>1$ and $v_{k}=-a_{k}^{-1} a_{1} v_{1}-\cdots-a_{k}^{-1} a_{k-1} v_{k-i}$. That is, $v_{k}$ is a linear combination of the preceding vectors.

Theorem 8.2: The nonzero rows $R_{1}, \ldots, R_{n}$ of a matrix in echelon form are linearly independent.
8.32 Prove Theorem 8.2.

Suppose $\left\{R_{n}, R_{n-1}, \ldots, R_{1}\right\}$ is dependent. Then one of the rows, say $R_{m}$, is a linear combination of the preceding rows:

$$
\begin{equation*}
R_{n 1}=a_{m+1} R_{m+1}+a_{m+2} R_{m+2}+\cdots+a_{n} R_{n} \tag{1}
\end{equation*}
$$

Now suppose the $k$ th component of $R_{m}$ is its first nonzero entry. Then, since the matrix is in echelon form, the $k$ th components of $R_{m+i} \ldots \ldots, R_{n}$ are all 0 , and so the $k$ th component of (l) is $a_{m+1} \cdot 0+$ $a_{m+2} \cdot 0+\cdots+a_{n} \cdot 0=0$. But this contradicts the assumption that the $k$ th component of $R_{m}$ is not 0 . Thus $R_{1}, \ldots, R_{\text {, }}$ are independent.
. 8.33 Suppose $\left\{v_{1}, \ldots, v_{m}\right\}$ spans a vector space $V$ and suppose $w \in V$. Show that $\left\{w, v_{1}, \ldots, v_{m}\right\}$ is linearly dependent and spans $V$.
(The vector $w$ is a linear combination of the $v_{i}$ since $\left\{v_{i}\right\}$ spans $V$. Accordingly, $\left\{v, v_{1}, \ldots, v_{m}\right\}$ is linearly dependent. Clearly, $w$ with the $v_{i}$ span $V$ since the $v_{i}$ by themselves span $V$. That is, $\left\{w^{\prime}, v_{1}, \ldots, v_{m}\right\}$ spans $V$.
8.34 Suppose $\left\{v_{1} \ldots, v_{m}\right\}$ spans a vector space $V$ and suppose $v_{i}$ is a linear combination of the preceding vectors. Show that $\left\{v_{1}, \ldots, v_{i-i}, v_{i+1}, \ldots, v_{m}\right\}$ spans $V$.
Suppose $v_{i}=k_{1} v_{1}+\cdots+k_{i-1} \bar{v}_{i-1}$. Let $u \in V$. Since $\left\{v_{i}\right\}$ spans. $V_{.} u$ is a linear combination of the $v_{i}$, say, $u=a_{1} v_{1}+\cdots+a_{m} v_{m}$, Substituting for $v_{i}$, we obtain

$$
\begin{aligned}
u & =a_{1} v_{1}+\cdots+a_{i-1} v_{i-1}+a_{i}\left(k_{1} v_{1}+\cdots+k_{i-1} v_{i-1}\right)+a_{i, 1} v_{i+1}+\cdots+a_{m, 1} v_{1,1} \\
& =\left(a_{1}+a_{i} k_{1}\right) v_{1}+\cdots+\left(a_{i-1}+a_{i} k_{i-1}\right) u_{i-1}+a_{i, 1} v_{i+1}+\cdots+a_{m} v_{m}
\end{aligned}
$$

Thus $\left\{v_{i}, \ldots, v_{i-1}, v_{i+1}, \ldots, v_{m}\right\}$ spans $V$. In other words. we can delete $v_{i}$ from the spanning sel and still retain a spanning set.

Lemma 8.3 ("Replacement" Lemma): Suppose $\left\{v_{1}, \ldots, v_{n}\right\}$ spans a vector space $V$ and $\left\{r, \ldots, w_{m}\right\}$ is linearly independen. Then $m \leq n$ and $V$ is spanned by a set of the form $\left\{w_{1}, \ldots, v_{m}, v_{1}, \ldots, v_{1_{n}, \ldots}\right\}$. Thus, in particular. any $n+1$ or more veciors in $V$ are linearly dependent.

1 It suffices to prove the theorem in the case that the $v_{i}$ are all not 0 . (Prove!). Since the $\left\{v_{i}\right\}$ generates $V$, we have, by Problem 8.33, that

$$
\begin{equation*}
\left\{w_{1}, v_{1}, \ldots, v_{n}\right\} \tag{1}
\end{equation*}
$$

is linearly dependent and also generates $V$. By Lemma 8.1, one of the vectors in (1) is a linear combination of the preceding vectors. This vector cannot be $w_{1}$, so it must be one of the $v$ 's, say $\dot{v}_{j}$. Thus by the preceding probiem we can delete $v_{j}$ from the generating set (1) and obtaim the generating set

$$
\begin{equation*}
\left\{w_{1}, v_{1}, \ldots, v_{i-1}, v_{i+1}, \ldots, v_{n}\right\} \tag{2}
\end{equation*}
$$

Now we repeat the argument with the vector $w_{2}$. That is, since (2) generates $V$, the set

$$
\begin{equation*}
\left\{w_{1}, w_{2}, v_{1}, \ldots, v_{i-1}, v_{j+1}, \ldots, v_{n}\right\} \tag{3}
\end{equation*}
$$

is linearly dependent and also generates $V$. Again by Lemma 8.1, one of the vectors in (3) is a linear combination of the preceding vectors. We emphasize that this vector cannot be $w_{1}$ or $w_{2}$ since $\left\{w_{1}, \ldots, w_{m}\right\}$ is independent; hence it must be one of the $v$ 's, say $\dot{v}_{k}$. Thus by the preceding problem we can delete $v_{k}$ from the generating set (3) and obtain the generating set
$\left\{w_{1}, w_{2}, v_{1}, \ldots, v_{j-1}, v_{j+1}, \ldots, v_{x-1}, v_{k+1}^{-}, \ldots, v_{n}\right\}$.
We repeal the argument with $w_{3}$ and so forth. At each step we are able to add one of the $w$ 's and delete one of the $v$ 's in the generating set. If $m \leq n$, then we finally obtain a generating set of the required form:

$$
\left\{w_{1}, \ldots ; w_{m}, v_{i}, \ldots, v_{i_{n-m}}\right\}
$$

Last, we show that $m>n$ is not possible. Otherwise, after $n$ of the above steps, we obtain the generating set $\left\{w_{1}, \ldots, w_{n}\right\}$. This implies that $w_{n+1}$ is a linear combination of $w_{1}, \ldots, w_{n}$ which contradicts the hypothesis that $\left\{w_{d}\right\}$ is linearly independent.

Theorem 8.4: Let $V$ be a finite-dimensional yector space. Then every basis of $V$ has the same number of vectors.
8.36 Prove Theoren 8.4 (a basic result of linear algebra).

1 Suppose $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ is a basis of $V$ and $\left\{f_{1}, f_{2}, \ldots\right\}$ is another basis of $V$. Since $\left\{e_{i}\right\}$ generates $V$, tie basis $\left\{f_{1}, f_{2}, \ldots\right\}$ must contain $n$ or less vectors, or else it is dependent by the preceding problem. On the other hand, if the basis $\left\{f_{1}, f_{2}, \ldots\right\}$ contains less than $n$ vectors, then $\left\{e_{1}, \ldots, e_{n}\right\}$ is dependent by the preceding problem. Thus the basis $\left\{f_{1}, f_{2}, \ldots\right\}$ contains exactly $n$ vectors, and so the theorem is true.
8.37 Define a maximal independent subset of a set $S$ of vectors in $V$.

1 A subset $\left\{v_{1}, \ldots, v_{m}\right\}$ of $S$ is a maximal independent subset of $S$ if it is independent and if, for any $w \in S$, the set $\left\{v_{1}, \ldots, v_{m}, w\right\}$ is dependent.

Theorem 8.5: .Suppose $\left\{v_{1}, \ldots, v_{m}\right\}$ is a maximal independent subset of a set $S$ where $S$ spans a vector space $V$. Then $\left\{v_{1}, \ldots, v_{m}\right\}$ is a basis of $V$.
8.38 Prove Theorem 8.5.

1 Suppose $w \in S$. Then, since $\left\{v_{i}\right\}$ is a maximal independent subset of $S,\left\{v_{1, \ldots}, v_{m}, w\right\}$, is dependent. Thus $w$ is a linear combination of the $v_{i}$, that is, $w \in \operatorname{span}\left(v_{i}\right)$. Hence $S \subseteq \operatorname{span}\left(v_{i}\right)$. This leads to $V=\operatorname{span}(S) \subseteq \operatorname{span}\left(v_{\mathrm{i}}\right) \subseteq V$. Thus $\left\{v_{i}\right\}$ spans $V$ and, since it is independent, it is a basis of $V$.
8.39 Suppose $V$ is generated by a finite set $S$. Show that $V$ is of finite dimension and, in particular, a subset of $S$ is a basis of $V$.

1. Method 1. Of all the independent subsets of $S$, and there is a finite number of them since $S$ is finite, one of them is maximal. By the preceding problem this subset of $S$ is a basis of $V$.
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Afethod 2. If $S$ is independent, it is a basis of $V$. If $S$ is dependent, one of the vectors is a finear combination of the preceding vectors. We may delete this vector and still retain a generating set. We continue this process until we obtain a subset which is independent and generates $V$, i.e., is a basis of $V$.

Consider a finite sequence of vectors $S=\left\{v_{1}, v_{3}, \ldots, v_{n}\right\}$. Let $T$ be the sequence of vectors obtained from $S$ by one of the following "elementary operations": (i) interchange two vectors, (ii) multiply a vector by a nonzero scalar, (iii) add a multiple of one vector to another. Show that $S$ and $T$ generate the same space $W$. Also show that $T$ is independent if and only if $S$ is independent.

I Observe that, for each operation, the vectors in $T$ are linear combinations of vectors in $S$. On the othet hand, each operation has an inverse of the same type (Prove!); hence the vectors in $S$ are linear combinations of vectors in $T$. Thus $S$ and $T$ generate the same space $W$. Also, $T$ is independent if and only if $\operatorname{dim} W=n$, and this is true iff $S$ is also independent.
8.41 Let $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ be row equivalent $m \times n$ matrices over a field $K$, and let $v_{1}, \ldots, v_{n}$ be any vectors in a vector space $V$ over $K$. Let

$$
\begin{aligned}
& u_{1}=a_{11} v_{7}+a_{12} v_{2}+\cdots+a_{1 n} v_{n} \\
& w_{1}^{\prime}=b_{11} v_{1}+b_{12} v_{2}+\cdots+b_{1 m} v_{m} \\
& u_{2}=a_{21} v_{1}+a_{22} v_{2}+\cdots+a_{2 n} v_{n} \quad w_{2}=b_{21} v_{1}+b_{22} v_{2}+\cdots+b_{2 n} v_{n} \\
& u_{m}=a_{m 1} v_{1}+a_{m 2} v_{2}+\cdots+a_{m n} v_{n} \\
& w_{m}=b_{m 1} v_{1}+b_{m 2} v_{2}+\cdots+b_{m n} v_{\alpha}
\end{aligned}
$$

Show that $\left\{u_{i}\right\}$ and $\left\{w_{i}\right\}$ generate the same space.
1 Applying an "elementary operation" of the preceding problem to $\left\{u_{i}\right\}$ is equivalent io applying an elementary row operation to the matrix $A$. Since $A$ and $B$ are row equivalent, $B$ can be obtained from $A$ by a sequence of elementary row operations; hence $\left\{w_{i}\right\}$ can be obtained from $\left\{u_{i}\right\}$ by the corresponding sequence of operations. Accordingly, $\left\{u_{i}\right\}$ and $\left\{w_{i}\right\}$ generate the same space.

Theorem 8.6: Let $v_{1}, \ldots, v_{n}$ belong to a vector space $V$ over a field $K$. Let

$$
\begin{aligned}
& w_{1}=a_{11} v_{1}+a_{12} v_{2}+\cdots+a_{1 n} v_{n} \\
& w_{2}=a_{21} v_{1}+a_{22} v_{2}+\cdots+a_{3 n} v_{n} \\
& \cdots \cdots \cdots+\cdots+a_{n n} v_{n} \\
& w_{n}=a_{n 1} v_{1}+a_{n 2} v_{2}+\cdots+a_{n}
\end{aligned}
$$

where $a_{i j} \in K$. Let $P$ be the $n$-square natrix of coefficients, i.e., let $P=\left(a_{i j}\right)$.
(i) Suppose $P$ is invertible. Then $\left\{w_{i}\right\}$ and $\left\{v_{i}\right\}$ span the same space; bence $\left\{w_{i}\right\}$ is independent if and only if $\left\{v_{i}\right\}$ is independent.
(ii) Suppose $P$ is not invertible. Then $\left\{w_{i}\right\}^{\ell}$ is dependent:
(iii) Suppose $\left\{w_{i}\right\}$ is independent. Then $P$ is invertible.
8.42 Prove (i) of Theorem 8.6: Suppose $P$ is invertible. Then $\operatorname{span}\left(w_{i}\right)=\operatorname{span}\left(v_{i}\right)$; hence $\left\{w_{i}\right\}$ is independent if and only if $\left\{v_{i}\right\}$ is independent.

Since $P$ is invertible, it is row equivalent to the identity matrix $I$. Hence by the preceding problem $\left\{w_{i}\right\}$ and $\left\{v_{i}\right\}$ generate the same space. Thus one is independent if and only if the other is.
8.43 Prove (ij) of Theorem 8.6: Suppose $P$ is not invertible. Then $\left(w_{i}\right)$ is dependent.

- Since $P$ is not inyertiale, it is row equivalent to a matrix with a zero row. This means that $\left\{w_{i}\right\}$ generates a space which has a generating set of less than $n$ elements. Thus $\left\{w_{i}\right\}$ is dependent.
8.44 Prove (iii) of Theorem 8.6: Suppose $\left\{y_{i}\right\}$ is independent. Then $P$ is inverible.

1 This is the contrapositive of the statement of (ii) and so it follows from (ii).
Let $K$ be a subfield of a field $L$ and $L$ a subfield af a field $E$ : that is; $K \subset L \subset E$. [Hence $K$ is a subfield of $E .1$ Suppose that $E$ is of dimension $n$ over $E$ and $L$ is of dimension $m$ over $K$. Show that $E$ is of dimension mn over $K$.


Suppose $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis of $E$ over $L$ and $\left\{a_{1}, \ldots, a_{m}\right\}$ is a basis of $L$ over $K$. We claim that $\left\{a_{i} v_{i}: i=1, \ldots, m, j=1, \ldots, n\right\}$ is a basis of $E$ over $K$. Note that $\left\{a_{i} v_{j}\right\}$ contains $m n$ elements.

Let $w$ be any arbitrary element in $E$ : Since $\left\{v_{1}, \ldots, v_{n}\right\}$ generates $E$ over $L, w$ is a linear combination of the $v_{i}$ with coefficients in $L$ :

$$
\begin{equation*}
w=b_{1} v_{1}+b_{2} v_{2}+\cdots+b_{n} v_{n} \quad b_{i} \in L \tag{I}
\end{equation*}
$$

Since $\left\{a_{i}, \ldots, a_{n t}\right\}$ generates $L$ over $K$, each $b_{i} \in L$ is a linear combination of the $a_{j}$ with coefficients in $K$ :

$$
\begin{aligned}
& b_{1}=k_{11} a_{1}+k_{12} a_{2}+\cdots+k_{1 m} a_{m} \\
& b_{2}=k_{21} a_{1}+k_{22} a_{2}+\cdots+k_{2 m} a_{m} \\
& \cdots \cdots \cdots+\cdots \cdots \cdots+\cdots \cdots+\cdots \\
& b_{n}=k_{n 1} a_{1}+k_{n 2} a_{2}+\cdots+k_{n m} a_{m 1}
\end{aligned}
$$

where $k_{i j} \in K$. Substituting in (1), we obtain

$$
\begin{aligned}
w & =\left(k_{11} a_{1}+\cdots+k_{1 m} a_{m}\right) v_{1}+\left(k_{21} a_{1}+\cdots+k_{2 m} a_{m}\right) v_{2}+\cdots+\left(k_{n 1} a_{1}+\cdots+k_{n m} a_{m}\right) v_{n} \\
& =k_{11} a_{1} v_{1}+\cdots+k_{1 m} a_{m} v_{1}+k_{21} a_{1} v_{2}+\cdots+k_{2 m} a_{m} v_{2}+\cdots+k_{n 1} a_{1} v_{n}+\cdots+k_{n m} a_{m} v_{n} \\
& =\sum_{i, j} k_{j i}\left(a_{i} v_{i}\right)
\end{aligned}
$$

where $k_{j i} \in K$. Thus $w$ is a linear combination of the $a_{i} v_{j}$ with coefficients in $K$; hence $\left\{a_{i} v_{i}\right\}$ generates $E$ over $K$.

The proof is complete if we show that $\left\{a_{i} v_{i}\right\}$ is linearly independent over $K$. Suppose, for scalars $x_{i i} \in K, \sum_{i, j} x_{j i}\left(a_{i} v_{j}\right)=0 ;$ that is,

$$
\begin{array}{r}
\left(x_{11} a_{1} v_{1}+x_{12} a_{2} v_{1}+\cdots+x_{1, n} a_{m} v_{1}\right)+\cdots+\left(x_{n} a_{1} \dot{v}_{n}+x_{n 2} a_{2} v_{n}+\cdots+x_{n m} a_{m} v_{n}\right)=0 \\
\left(x_{11} a_{1}+x_{12} a_{2}+\cdots+x_{1 m} a_{m}\right) v_{1}+\cdots+\left(x_{n} a_{1}+x_{n 2} a_{2}+\cdots+x_{n m} a_{m}\right) v_{n}=0
\end{array}
$$

Since $\left\{v_{1}, \ldots, v_{n}\right\}$ is linearly independent over $L$ and since the above coefficients of the $v_{i}$ belong to $L$, each coefficient must be 0 :

$$
x_{11} a_{1}+\dot{x}_{12} \dot{a}_{2}+\cdots+x_{1 m} a_{m}=0, \quad \cdots, \dot{x_{n 1}} a_{1}+x_{n 2} a_{2}+\cdots+x_{n m} a_{n}=0
$$

But $\left\{a_{1}, \ldots, a_{m}\right\}$ is linearly independent over $K$; hence since the $x_{i j} \in K$,

$$
x_{11}=0, \quad x_{12}=0, \quad \ldots, \quad x_{1, n}=0, \quad \ldots, \quad x_{n 1}=0, \quad x_{n 2}=0, \quad \ldots, x_{n m}=0
$$

Accordingly, $\left\{a_{i} v_{i}\right\}$ is linearly independent over $K$ and the theorem is proved.

### 8.4 BASES AND DIMENSION

What is meant by the usual basis of the vector space $\mathbf{R}^{\prime \prime}$ ?
1 Consider the following $n$ vectors in $\mathbf{R}^{n}$ :

$$
e_{1}=(1,0,0, \ldots, 0,0), \quad e_{2}=(0,1,0, \ldots, 0,0), \ldots, \quad e_{n}=(0,0, \ldots, 0,1)
$$

These vectors are linearly independent and span $R^{n}$. [See Problem 8.49.] Thus the vectors form a basis of $\mathbf{R}^{\prime \prime}$ called the usual basis of $\mathbf{R}^{\prime \prime}$.
8.47 Show that $\operatorname{dim} R^{n}=n$.
| The above usual basis of $\mathbf{R}^{n}$ has $n$ vectors; hence $\operatorname{dim} R^{n}=n$.
8.48 Let $U$ be the vector space of all $2 \times 3$ marrices over a field $K$. Show that $\operatorname{dim} U=6$.

- The following six matrices:

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

are linearly independent and span $U$. and hence form a basis of $U$. [See Prohlem 8.49 ]. Thus dim $U=6$.
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8.49 Let $V$ be the vector space of $m \times n$ matrices over a field $K$. Let $E_{i j} \in V$ be the matrix with 1 as the ij-entry and 0 elsewhere. Show that $\left\{E_{i j}\right\}$ is a basis of $V$. Thus dim $V=m n$. [This basis is called the usual basis of V.]
1 We need to show that $\left\{E_{i j}\right\}$ spans $V$ and is independent. Let $A=\left(a_{i j}\right)$ be any matrix in $V$. Then $A=\sum_{i, j} a_{i j} E_{i j}$. Hence $\left\{E_{i j}\right\}$ spans. $V$.
Now ${ }^{i, j}$ suppose that $\sum_{i, j} x_{i j} E_{i j}=0$ where the $x_{i j}$ are scalars. The $i j$-entry of $\sum_{i, i} x_{i j} E_{i j}$ is $x_{i j}$, and the $i j$-entry. of 0 is 0 . Thus $x_{i j}=0, i=1, \ldots, m, j=1, \ldots, n$. Accordingly the matrices $E_{i j}$ are independent. Thus $\left\{E_{\mathrm{ij}}\right\}$ is a basis of $V$.

Remark: Viewing a vector in $K^{n}$ as a $1 \times n$ matrix, we have shown by the above result that the usual basis of $\mathbf{R}^{n}$ defined in Problem 8.46 is a basis of $\mathbf{R}^{\boldsymbol{n}}$.

Theorem 8.7: Suppose $\operatorname{dim} V=n$; say $\left\{e_{1}, \ldots, e_{n}\right\}$ is a basis of $V$. Then
(i) Any set of $n+1$ or more vectors is linearly dependent.
(ii) Any linearly independent set is part of a basis.
(iii) A linearly independent set with $n$ elements is a basis.
8.50 Prove (i) of Theorem 8.7: Any set of $n+1$ or more vectors is linearly dependent.
| Since $\left\{e_{1}, \ldots, e_{n}\right\}$ generates $V$, any $\cdot n+1$ or $\boldsymbol{n}$ ore vectors is dependent by Lemma 8.3.
8.51 Prove (ii) of Theorem 8.7: Any linearly independent set is part of a basis.

1 Suppose $\left\{v_{1}, \ldots, v_{r}\right\}$ is independent. By Lemma $8.3, V$ is generated by a set of the form $S=$ $\left\{v_{1}, \ldots, v_{r}, e_{i_{1}}, \ldots, e_{i_{n}}\right\}$. By the preceding problem, a subset of $S$ is a basis. But $S$ contains $n$ elements and every basis of $V$ contains $n$ elements. . Thus $S$ is a basis of $V$ and contains $\left\{v_{p}, \ldots, v,\right\}$ as a subset.
8.52 Prove (iii) of Theorem 8.7: A linearly independent set with $n$ elements is a basis.
$\int$ By (ii), an independent set $T$ with $n$ elements is part of a basis. But every basis of $V$ contains $n$ elements: Thus, $T$ is a basis.
8.53 Show that the following four vectors form a basis of $\mathbf{R}^{4}:(1,1,1,1),(0,1,1,1),(0,0,1,-1),(0,0,0,1)$.

1 The vectors form a matrix in echelon form, and so the vectors are linearly independent. Furthermore, since $\operatorname{dim} R^{4}=4$, they form a basis of $R^{4}$.
8.54 Determine whether or not each of the following form a basis of $\mathbf{R}^{3}:(a)(1,1,1)$ and $(1,-1,5),(b)(1,2,3)$, $(1,0,-1),(3,-1,0)$, and $(2,1,-2)$.

1 A basis of $\mathbf{R}^{3}$ must contain exactly three elements, since $\operatorname{dim} \mathbf{R}^{3}=3$. Therefore, neither the vectors in (a) nor the vectors in (b) form a basis of $\mathbf{R}^{3}$.
8.55 Determine whether the vectors (1,1,1): $(1,2,3)(2,-1,1)$ form a basis of $R^{3}$.

The three vectors form a basis if and only if they are independent. Thus form the matrix whose rows are the given vectors and row reduce to echelon form:

$$
\left(\begin{array}{rrr}
1 & 1 & 1 \\
1 & 2 & 3 \\
2 & -1 & 1
\end{array}\right) \text { to }\left(\begin{array}{rrr}
1 & 1 & 1 \\
0 & 1 & 2 \\
0 & -3 & -1
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 2 \\
0 & 0 & 5
\end{array}\right)
$$

The echelon matrix has no zero rows; hence the three vectors are independent and so form a basis for $\mathbf{R}^{3}$.
8.56 Determine whether ( $1,1.2$ ) ( $(1,2,5),(5 ; 3,4)$ form a basis of $\mathbf{R}^{3}$.

IForm the matrix whose rows are the given vectors and row reduce to echelon form:

$$
\left(\begin{array}{lll}
1 & 1 & 2 \\
1 & 2 & 5 \\
5 & 3 & 4
\end{array}\right) \quad 10 \quad\left(\begin{array}{ccc}
1 & 1 & 2 \\
0 & 1 & 3 \\
0 & -2 & -6
\end{array}\right) \quad 10 \quad\left(\begin{array}{lll}
1 & 1 & 2 \\
0 & 1 & 3 \\
0 & 0 & 0
\end{array}\right)
$$
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The echelon matrix has a zero row, i.e., only two nonzero rows; hence the three vectors are dependent and so do not form a basis for $\mathbf{R}^{3}$.

Problems 8.57-8.59 refer to the vector space $V$ of polynomials in $t$ of degree $\leq n$.
Show that $\left\{1, t, t^{2}, \ldots, t^{n}\right\}$ is a basis of $V$; hence $\operatorname{dim} V=n+1$.
I Clearly each polynomial in $V$ is a linear combination of $1, t, \ldots, t^{n-1}$ and $t^{n}$. Furthermore,
$1, t, \ldots, t^{n-1}$ and $r^{n}$ are independent since none is a linear combination of the preceding polynomials.
Thus $\left\{1, t, \ldots, t^{n}\right\}$ is a basis of $V$.
Show that $\left\{1, t-1,(t-1)^{2}, \ldots,(t-1)^{n}\right\}$ is a basis of $V$.
I [Sinice $\operatorname{dim} V=n+i$, any $n+1$ independent polynomials form a basis of $V$.$] Now each polynomial$ in the sequence $1,1-t, \ldots,(1-t)^{n}$ is of degree higher than the preceding ones and so is not a linear combination of the preceding ones. Thus the $n+1$ polynomials $1,1-t, \ldots,(1-t)^{n}$ are independent and so form a basis of $V$.
8.59 Determine whether or not $\left\{1+t, t+t^{2}, t^{2}+t^{3},: ., t^{n-3}+t^{n}\right\}$ is a basis of $V$.

I The polynomials are linearly independent since each one is of degree higher than the preceding ones. However, the set contains only $n$ elements and $\operatorname{dim} V=n+1$; hence it is not a basis of $V$.
8.60 Let $V$ be the vector space of $2 \times 2$ symmetric matrices over $K$. Show that dim $V=3$. [Recall that $A=\left(a_{i j}\right)$ is symmetric iff $A=A^{T}$ or, equivalenily, $\left.\dot{a}_{i j}=a_{j i}\right\}$.
I An arbitrary $2 \times 2$ symmetric matrix is of the form $A=\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$ where $a, b, c \in K$. [Note that there are three "variables."]. Setting (i) $a=1, b=0, c=0 ;$ (ii) $a=0, b=1, c=0$; and (iii) $a=0, b=0, c=1$, we obtain the respective matrices

$$
E_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \quad E_{2}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad E_{3}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)
$$

We show that $\left\{E_{1}, E_{2}, E_{3}\right\}$ is a basis of $V$, i.e., that it (1) generates $V$ and (2) is independent.
(1) For the above arbitrary matrix $A$ in $V$, we have

$$
A=\left(\begin{array}{ll}
a & b \\
b & c
\end{array}\right)=a E_{1}+b E_{2}+c E_{3}
$$

Thus $\left\{E_{1}, E_{2}, E_{3}\right\}$ generates $V$.
(2) Suppose $x E_{1}+y E_{2}+z E_{3}=0$, where $x, y, z$ are unknown scalars. That is, suppose

$$
x\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+y\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)+z\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{ll}
x & y \\
y & z
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

Setling corresponding entries equal to each other, we obtain $x=0, y=0, z=0$. In other words, $x E_{1}+y E_{2}+z E_{3}=0$ implies $x=0, \quad y=0, z=0$. Accordingly, $\left\{E_{1}, E_{2}, E_{3}\right\}$ is independent. Thus $\left\{E_{1}, E_{2}, E_{3}\right\}$ is a basis of $V$ and so the dimension of $V$ is 3 .
8.61 Let $W$ be the vector space of $3 \times 3$ symmetric matrices over $K$. Show that dim $W=6$ by exhibiting a -basis of $W$. [Recall that $A=\left(a_{i j}\right)$ is symmetric iff $a_{i j}=a_{i j}$ ]
The foltowing six matrices form a basis of $W$ :

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

8.62 What is the dimension of the vector space $U$ of $n \times n$ symmetric matrices over a field $K$ ?

I As indicated by Problem 8.61, each-element on or above the diagonal corresponds to a basis"element; hence $\operatorname{dim} U=n+(n-1)+\cdots+2+1=\frac{1}{2} n(n+1)$.

## CHAPTER B

8.63 Let $W$ be the vector space of $3 \times 3$ antisymmetric matrices over $K$. Show that dim $W=3$ by exhibiting a basis of $W$. [Recall that $A=\left(a_{i j}\right)$ is antisymmetric iff $a_{i j}=-a_{j i}$.]

I The following three matrices form a basis of $W$ :

$$
\left(\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right)
$$

8.64 What is the dimension of the vector space $U$ of $n \times n$ antisymmetric matrices over a field $K$ ?

1 As indicated by Problem 8.63, each element above the diagonal corresponds to a basis element; hence $\operatorname{dim} U=(n-1)+(n-2)+\cdots+2+1=\frac{1}{2} n(n-1)$.
8.65 Show that the complex field $\mathbf{C}$ is a vector space of dimension 2 over the real fietd $\mathbf{R}$.
$I$ We claim that $\{I, i\}$ is a basis of $C$ over $R$. For if $u \in C$, then $u=a+b i=a \cdot 1+b \cdot i$ where $a, b \in R$; i.e., $\{1, i\}$ generates $C$ over $R$. Furthermore, if $x-1+y \cdot i=0$ or $x+y i=0$, where $x, y \in R$, then $x=0$ and $y=0$; i.e., $\{1, i\}$ is linearly independent over $R$. Thus $\{1, i\}$ is a basis of $C$ over $R$, and so $C$ is of dimension 2 over $R$.
8.66 Show that the real field $\mathbf{R}$ is a vector space of infinite dimension over the rational field $\mathbf{Q}$.

I We claim that, for any $n .\left\{1, \pi, \pi^{2}, \ldots: \pi^{n}\right\}$ is linearly independent over $Q$. For suppose $a_{0} 1+$ $a_{1} \pi+a_{2} \pi^{2}+\cdots+a_{a} \pi^{\prime \prime}=0$, where the $a_{i} \in Q$, and not all the $a_{i}$ are $\theta$. Then $\pi$ is a root of the following nonzero polynomial over $Q: a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{\prime \prime}$. But it can be shown that $\pi$ is a transcendental number, i.e., thiat $\pi$ is not a root of any nonzero polynomial over $\mathbf{Q}$. Accordingly, the $n+1$ - real numbers $1, \pi, \pi^{2}, \ldots, \pi^{2}$ are linearly independent over $\mathbf{Q}$. Thus for any finite $n, R$ cannot be of dimension $n$ over $Q$, i.e., $\boldsymbol{R}$ is of intinite dimension over $Q$.

Let $V$ be the vector space of ordered pairs of complex numbers over the real field $\dot{R}$. Show that $V$ is of dimension 4.

I We clain that the following is a basis of $V: B=\{(1,0),(i, 0),(0,1),(0, i)\}$. Suppose $v \in V$. Then $v=(z, v)$ where $z, n$ are complex numbers, and so $v=(a+b i, c+d i)$ where $a, b, c, d$ are real numbers. Then $v=a(1,0)+b(i, 0)+c(0 ; i)+d(0, i)$. Thus $B$ generates $V$.
The proof is complete if we show that $B$ is independent. . Suppose $x_{1}(1,0)+x_{2}(i .0)+x_{3}(0,1)+$ $x_{1}(0, i)=0$ where $x_{1}, x_{2}, x_{3}, x_{4} \in R$. Then

$$
\left(x_{1}+x_{2} i, x_{3}+x_{4} i\right)=(0,0) \quad \text { and so } \quad\left\{\begin{array}{l}
x_{1}+x_{2} i=0 \\
x_{3}+x_{1} i=0
\end{array}\right.
$$

Accordingly $x_{1}=0, x_{2}=0, x_{3}=0, x_{4}=0$ and so $B$ is independent.
8.68 Suppose $\operatorname{dim} V=n$. Show that a generating set with $n$ elements is a basis.

I Suppose $u_{1}, u_{2}, \ldots u_{n}$ span $V$ and the vectors are linearly dependent. Then onc of them is a linear combination of the others and so may be deleted from the spaming set. Hence $V$ is spanned by $n-1$ vectors. This is impossible since $\operatorname{dim} V=n$. Thus the $u_{i}$ are linearly independem and hence form a basis of. $V$.

### 8.5 DMMENSION AND SUBSPACES

Theorem 8.8: Let $W$ be a subspace of an $n$-dimensional vector space $V$. Then dim $W \leq n$. Harticular, if $\operatorname{dim} W=n$, then $W=V$.
8.69. Prove Fheorem S.S which gives the basic relatienship between lise dimension of a vector space $V$ and the dinension of a subspace $W$ of $V$.

Fince $V$ is dinension $n$ any $n+1$ or more vectors are linearly dependent. Furthermore since a basis of $W$ consiss of hinearly independent vectors. it cannot contain more than $n$ elements. Accordinghy. $\operatorname{dim} H \leq n$.

In particular, if $\left\{w_{1}, \ldots, w_{n}\right\}$ is a basis of $W$, then since it is an independent set with $n$ elements it is also a basis of $V$. Thus $W=V$ when $\operatorname{dim} W=n$.

Let $W$ be a subspace of real space $\mathbf{R}^{3}$. - Give a geonetrical description of $W$ in terms of its dimension.
I Since $\operatorname{dim} \mathbf{R}^{3}=3$, the dimension of $W$ can only be $0,1,2$, or 3 . The following cases apply:
(i) $\operatorname{dim} W=0$, then $W=\{0\} ;$ a point
(ii) $\operatorname{dim} W=1$, then $W$ is a line through the origin
(iii) $\operatorname{dim} W=2$, then $W$ is a plane through the origin-
(iv) $\operatorname{dim} W=3$, then $W$ is the entire space $\mathbf{R}^{3}$

Find the dimension of the subspace $W$ or $\mathbf{R}^{4}$ spanned by (a) ( $1,-2,3,-1$ ) and $(1,1,-2,3),(b)$
( $3,-6,3,-9$ ) and $(-2,4,-2,6)$.
I Two nonzero vectors span a space $W$ of dimension 2 if they are independent, and of dimension 1 if they are dependent. Recall that two vectors are dependent if and only if one is a multiple of the other. Thus (a) $\operatorname{dim} W=2$, (b) $\operatorname{dim} W=1$.
8.72 Let $W$ be the subspace of $R^{4}$ generated by the vectors $(1,-2,5,-3),(2,3,1,-4)$, and $(3,8,-3,-5)$. Find a basis and the dimension of $W$--
I Form the matrix $A$ whose rows are the given vectors and row reduce $A$ to an echelon form:

$$
A=\left(\begin{array}{rrrr}
1 & -2 & 5 & -3 \\
2 & 3 & 1 & -4 \\
3 & 8 & -3 & -5
\end{array}\right) \text { to }\left(\begin{array}{rrrr}
1 & -2 & 5 & -3 \\
0 & 7 & -9 & 2 \\
0 & 14 & -18 & 4
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrrr}
1 & -2 & 5 & -3 \\
0 & 7 & -9 & 2 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

The nonzero rows $(1,-2,5,-3)$ and $(0,7,-9,2)$ of the echelon matrix form a basis of the row space of $A$ which is $W$. Thus, in particular, $\operatorname{dim} W=2$.
8.73 Extend the basis of $W$ in Problem 8.72 to a basis of the whole space $\mathbf{R}^{*}$.

I We seek four independent vectors which include the above two vectors. The vectors $(1,-2,5,-3)$, $(0,7,-9,2),(0,0,1,0)$, and $(0,0,0,1)$ are independent (since they form an echelon matrix): and so they form a basis of $\mathbf{R}^{\mathbf{1}}$ which is an extension of the basis of $\mathbb{W}$.
8.74 Let $W$ be the subspace of $R^{3}$ detined by $W=\{(a, b, c): a+b+\dot{c}=0\}$. Find a basis and dimension of $W$.

I Note $\tilde{W} \neq \mathbf{R}^{3}$ since, for example, $(1,2,3) \notin W$. Thus $\operatorname{dim} W<3$. Note $u_{1}=(1,0,-1)$ and $u_{2}=(0,1,-1)$ are two independent veciors in $W$. Thus $\operatorname{dim} W=2$ and so $u_{1}$ and $u_{2}$ form a basis of $W$.
8.75 Let $W$ be the subspace of $\mathbf{R}^{3}$ defined by $W=\{(a, b, c): a=b=c\}$. Find a basis and dimension of $W$.

IThe vector $u=(1,1,1) \in W$. Any vector $w \in W$ has the form. $w=(k, k, k)$. Hence $w=k u$. Thus $u$ spans $W$ and $\operatorname{dim} W=1$.
8.76 Lei $W$ be the subspace of $\mathbf{R}^{3}$ defined by: $W=\{(a, b, c): c=3 a\}$. Find a basis and dimension of $W$.
$\boldsymbol{I} \neq \mathbf{R}^{3}$ since, for example $(1,1,1) \notin W$. Thus $\operatorname{dim} W<3$. The vectors $u_{1}=(1,0,3)$ and $u_{2} \doteq(0 ; 1,0)$ belong to $W$ and are linearly independent. Thus $\operatorname{dim} W=2$ and $u_{1}, u_{2}$ form a basis of $W$.
8.77 Find a basis and the dimension of the subspace $W$ of $\mathbf{R}^{4}$ spanned by ( $\left.1,4,-1,3\right),(2,1,-3,-1)$ and $(0,2,1,-5)$.
I Reduce to echelon form the matrix whose rows are the given vectors:

$$
\left(\begin{array}{rrrr}
1 & 4 & -1 & 3 \\
2 & 1 & -3 & -1 \\
0 & 2 & 1 & -5
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrrr}
1 & 4 & -1 & 3 \\
0 & -7 & -1 & -7 \\
0 & 2 & 1 & -5
\end{array}\right) \quad \text { to }\left(\begin{array}{rrrr}
1 & 4 & -1 & 3 \\
0 & -7 & -1 & -7 \\
0 & 0 & 5 & -49
\end{array}\right)
$$

The nonzero rows in the echelon matrix form a basis of $W$; hence dim $W=3$. In particular. this means the original three vectors are linearly independent and also form a basis for $W$.
8.78. Find a basis and the dimension of the subspace $W$ of $\mathbf{R}^{+}$spanned by $(1,-4,-2,1),(1,-3,-1.2)$ and (3. -S. -2.7).

## 210 D CHAPTER 8

I Reduce to echelon form the matrix whose rows are the given vectors:

$$
\left(\begin{array}{llll}
1 & -4 & -2 & 1 \\
1 & -3 & -1 & 2 \\
3 & -8 & -2 & 7
\end{array}\right),\left(\begin{array}{rrrr}
1 & -4 & -2 & 1 \\
0 & 1 & 1 & 1 \\
0 & 4 & 4 & 4
\end{array}\right) \quad \text { to }\left(\begin{array}{rrrr}
1 & -4 & -2 & 1 \\
0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

The nonzero rows in the echelon matrix, $(1,-4,-2,1)$ and $(0,1,1,1)$, form a basis of $W$ and so dim $W=2$. In particular, this means that the original three vectors were linearly dependent.
8.79 Let $W$ be the subspace of $R^{5}$ spanned by $u_{1}=(1,2,-1,3,4), \quad u_{2}=(2,4,-2,6,8), \quad u_{3}=(1,3,2,2,6)$, $u_{s}=(1,4,5,1,8), u_{s}=(2,7,3,3,9)$ Find a subset af the vectors which form a basis of $W$.

I Method 1 . Find the first vector in the sequence $u_{1}, u_{2}, u_{3}, u_{4}, u_{5}$ which is a linear combination of the preceding vectors and then eliminate this vector from the spanning set. Repeat this process until an independent set of vectors remain. This independent set of vectors is then a basis of $W$.

Method 2. Form the matrix whose rows are the given vectors and reduce the matrix to an "echelon" form but without interchanging any zero rows:

$$
\left(\begin{array}{rrrrr}
1 & 2 & -1 & 3 & 4 \\
2 & 4 & -2 & 6 & 8 \\
1 & 3 & 2 & 2 & 6 \\
1 & 4 & 5 & 1 & 8 \\
2 & 7 & 3 & 3 & 9
\end{array}\right) \text { to }\left(\begin{array}{rrrrr}
1 & 2 & -1 & 3 & 4 \\
0 & 0 & 0 & 0 & 0 \\
0 & 1 & 3 & -1 & 2 \\
0 & 2 & 6 & -2 & 4 \\
0 & 3 & 5 & -3 & 1
\end{array}\right) \text { to }\left(\begin{array}{rrrrr}
1 & 2 & -1 & 3 & 4 \\
0 & 0 & 0 & 0 & 0 \\
0 & 1 & 3 & -1 & 2 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & -4 & 0 & -5
\end{array}\right)
$$

The nonzero rows are the first, third, and fifth rows; hence $u_{1} u_{3}, u_{5}$ form a basis of $w$.

Problems 8.80-8.81 refer to the vector space $V$ of polynomials over $\mathbf{R}$.

Find the dimension of the subspace $W$ of $V$ spanned by $(a) \cdot t^{3}+2 t^{2}+3 t+t$ and $2 t^{3}+4 t^{2}+6 t+2$, (b) $t^{3}-2 t^{2}+5$ and $t^{2}+3 t-4$.

1 Dim $W=1$ or 2 according as the vectors are dependent or independent, and two vectors are dependent iff one is a multiple of the other. Thus (a) $\operatorname{dim} W=2,(b) \operatorname{dim} W=1$.
8.81 Find a basis and dimension of the subspace $W$ of $V$ spanned by the polynomials $v_{1}=t^{3}-2 t^{2}+4 t+1$, $v_{2}=2 t^{3}-3 t^{2}+9 t-1, \quad v_{3}=t^{3}+6 t-5, \quad v_{4}=2 t^{3}-5 t^{2}+7 t+5$.

T The coordinate vectors (see Section 8.9) of the given polynomials relative to the basis $\left\{t^{3}, t^{2}, t, 1\right\}$ are, respectively, $\left[u_{1}\right]=(1,-2,4,1), \quad\left[v_{2}\right]=(2,-3,9,-1), \quad\left[v_{3}\right]=(1,0,6,-5), \quad\left[v_{4}\right]=(2,-5,7,5)$. Form the matrix whose rows are the above coordinate vectors and row reduce to echelon form:

$$
\left(\begin{array}{rrrr}
1 & -2 & 4 & 1 \\
2 & -3 & 9 & -1 \\
1 & 0 & 6 & -5 \\
2 & -5 & 7 & 5
\end{array}\right) \text { to }\left(\begin{array}{rrrr}
1 & -2 & 4 & 1 \\
0 & 1 & 1 & -3 \\
0 & 2 & 2 & -6 \\
0 & -1 & -1 & 3
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrrr}
1 & -2 & 4 & 1 \\
0 & 1 & 1 & -3 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

The nonzero rows ( $3,-2,4,1$ ) and $(0,1,1,-3)$ of the echelon matrix form a basis of the space generated by the coordinate vectors, and so the corresponding polynomials $t^{3}-2 t^{2}+4 t+1$ and $t^{2}+t-3$ form a basis of $W$. Thus $\operatorname{dim} W=2$.
8.82 Let $V$ be the vector space of functions from $\mathbf{R}$ into $\mathbf{R}$. Find a basis and dimension of the subspace $W$ of $V$ spanned by the functions $f(t)=\sin t, \quad g(t)=\cos t, h(t)=t$.
I By Problem 8.26, $f, g$, and $h$ are linearly independent. Thus $\{f, g, h$ is a basis of $W$ and $\operatorname{dim} W=3$.
Problems 8.83-8.84 refer to the vector space $V$ of real $2 \times 2$ matrices.
Find the dimension of the subspace. $W$ of $V$ sparned by

$$
\text { (a) }\left(\begin{array}{ll}
1 & 2 \\
1 & 2
\end{array}\right) \text { and }\left(\begin{array}{ll}
1 & 1 \\
2 & 2
\end{array}\right) \quad \text { (b.) }\left(\begin{array}{rr}
1 & 1 \\
-1 & -1
\end{array}\right) \text { and }\left(\begin{array}{rr}
-3 & -3 \\
3 & 3
\end{array}\right)
$$

(a) dim $W=2$ since neither matrix is a multiple of the other; (b) dim $W=1$ since the matrices are multiples of each other.

Find the dimension and a basis of the subspace $W$ of $V$ spanned by

$$
A=\left(\begin{array}{rr}
1 & 2 \\
-1 & 3
\end{array}\right) \quad B=\left(\begin{array}{rr}
2 & -5 \\
1 & -1
\end{array}\right) \quad C=\left(\begin{array}{rr}
5 & 12 \\
1 & 1
\end{array}\right) \quad D=\left(\begin{array}{rr}
3 & 4 \\
-2 & 5
\end{array}\right)
$$

IThe coordinate vectors [see Section 8.9] of the given matrices relative to the usual basis of $\dot{v}$ :

$$
E_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \quad E_{2}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \quad E_{3}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \quad E_{4}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)
$$

are as follows:

$$
[A]=[1,2,-1,3] \quad[B]=[2,5,1,-1] \quad[C]=[5,12,1,1] \quad[D]=[3,4,-2,5]
$$

Reduce to echelon form the matrix whose rows are the coordinate vectors:

$$
\left(\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
2 & 5 & 1 & -1 \\
5 & 12 & 1 & 1 \\
3 & 4 & -2 & 5
\end{array}\right) \cdots\left(\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
0 & 1 & 3 & -7 \\
0 & 2 & 6 & -14 \\
0 & -2 & 1 & -4
\end{array}\right) \quad 10\left(\begin{array}{rrrr}
1 & 2 & -1 & 3 \\
0 & 1 & 3 & -7 \\
0 & 0 & 0 & 0 \\
0 & 0 & 7 & -18
\end{array}\right)
$$

The nonzero rows are linearly independent, hènce the corresponding matrices $\left(\begin{array}{rr}1 & 2 \\ -1 & 3\end{array}\right),\left(\begin{array}{rr}0 & 1 \\ 3 & -7\end{array}\right)$,
and $\left(\begin{array}{rr}0 & 0 \\ 7 & -18\end{array}\right)$ form a basis of $W$ and $\operatorname{dim} W=3$. [Note atso that the matrices $A, B$, and $D$ form a basis of W.].

### 8.6 RANK OF A MATRIX

8.85 Define the rank of a matrix $A$.

IThe rank, or row rank; of a matrix $A$, denoted by rank $(A)$, is equal to the maximum number of linearly independent rows or, equivalently, is equal to the dimension of the row space of $A$.
8.86 Find the rank of $A=\left(\begin{array}{rrrr}1 & 2 & 0 & -1 \\ 2 & 6 & -3 & -3 \\ 3 & 10 & -6 & -5\end{array}\right)$.

I Row reduce $A$ to an echelon form:

$$
A \quad 10 \quad\left(\begin{array}{rrrr}
1 & 2 & 0 & -1 \\
0 & 2 & -3 & -1 \\
0 & 4 & -6 & -2
\end{array}\right) \text { 10 }\left(\begin{array}{rrrr}
1 & 2 & 0 & -1 \\
0 & 2 & -3 & -1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

The nonzero rows of the echelon matrix form a basis of the row space of $A$ and hence the dimension of the row space of $A$ is two. Thus $\operatorname{rank}(A)=2$.
8.87 Find the rank of $B=\left(\begin{array}{rrrrr}1 & 3 & 1 & -2 & -3 \\ 1 & 4 & 3 & -1 & -4 \\ 2 & 3 & -4 & -7 & -3 \\ 3 & 8 & 1 & -7 & -8\end{array}\right)$.

1 Row reduce $B$ to an echelon form:

$$
B \quad \text { to } \quad\left(\begin{array}{rrrrr}
1 & 3 & 1 & -2 & -3 \\
0 & 1 & 2 & 1 & -1 \\
0 & -3 & -6 & -3 & 3 \\
0 & -1 & -2 & -1 & 1
\end{array}\right) \text { to }\left(\begin{array}{rrrrr}
1 & 3 & 1 & -2 & -3 \\
0 & 1 & 2 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

Since the echelon malrix has two nonzero fows, $\operatorname{rank}(B)=2$.
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8.88 Define the column rank of a matrix $A$.

1 The column rank of $A$ is equal to the maximum number of linearly independent columns of $A$ or, equivalently, is equal to the dimension of the column space of $A$.
Theorem 8.9. The row rank and the column rank of any matrix are equat.
8.89 Prove Theorem 8.9 [which justifies the use of the word rank by itself].
$\|$ Let $A$ be an arbitrary $m \times n$ matrix:

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{22} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right)
$$

Let $R_{1}, R_{2}, \ldots, R_{m}$ denote its rows:

$$
R_{1}=\left(a_{11}, a_{32}, \ldots, a_{1 n}\right), \ldots, R_{m}=\left(a_{m 1}, a_{m 2}, \ldots, a_{m n}\right)
$$

Suppose the row rank is $r$ and that the following $r$ vectors form a basis for the row space:

$$
S_{3}=\left(b_{11}, b_{12}, \ldots, b_{1 n}\right), S_{2}=\left(b_{21}, b_{22}, \ldots, b_{2 n}\right), \ldots, S_{r}=\left(b_{r 1}, b_{r 2}, \ldots, b_{r n}\right)
$$

Then each of the row vectors is a linear combination of the $S_{i}$ :

$$
\begin{aligned}
& R_{1}=k_{11} S_{1}+k_{12} S_{2}+\cdots+k_{1} S_{r} \\
& R_{2}=k_{21} S_{1}+k_{22} S_{2}+\cdots+k_{22} S_{r} \\
& \cdots \cdots+k_{m r} S_{r} \\
& R_{m}=k_{m 1} S_{1}+k_{m 2} S_{2}+\cdots+\cdots+k_{1}
\end{aligned}
$$

where the $k_{i j}$ are scalars. Setting the $i$ th components of each of the above vector equations equal to each . other, we obtain the following. system of equations, each valid for $i=1, \ldots, n$ :

$$
\begin{aligned}
& a_{1 i}=k_{11} b_{1 i}+k_{12} b_{2 i}+\cdots+k_{1 r} b_{r i} \\
& a_{2 i}=k_{21} b_{1 i}+k_{22} b_{2 i}+\cdots+k_{2 b r i} \\
& \cdots \cdots \cdots \cdots+\cdots \cdots+\cdots+\cdots+k_{m r} b_{r i}
\end{aligned}
$$

Thus for $i=1, \ldots, n$ :

$$
\left(\begin{array}{c}
a_{1 i} \\
a_{2 i} \\
\vdots \\
a_{m i}
\end{array}\right)=b_{1 i}\left(\begin{array}{c}
k_{11} \\
k_{21} \\
\vdots \\
k_{m 3}
\end{array}\right)+b_{2 i}\left(\begin{array}{c}
k_{12} \\
k_{22} \\
\vdots \\
k_{m 2}
\end{array}\right)+\cdots+b_{r i}\left(\begin{array}{c}
k_{1 r} \\
k_{2 r} \\
\vdots \\
k_{m r}
\end{array}\right)
$$

In other words, each of the columns of $A$ is a linear combination of the $r$ vectors

$$
\left(\begin{array}{c}
k_{11} \\
k_{21} \\
\vdots \\
k_{n 2}
\end{array}\right)\left(\begin{array}{c}
k_{12} \\
k_{22} \\
\vdots \\
k_{m 2}
\end{array}\right) \ldots\left(\begin{array}{c}
k_{1 r} \\
k_{2 r} \\
\vdots \\
k_{1 m r}
\end{array}\right)
$$

Thus the column space of the matrix $A$ has dimension at most $r$, i.e.. column rank $\leq r$. Hence, column rank $\leq$ row rank.
Similary (or considering the transpose matrix $A^{r}$ ) ve obtain row rank $\leq$ column rank. Thus the row rank and cohmn rank are equal.
8.90-Find the rank of $A=\left(\begin{array}{rrr}1 & 2 & -3 \\ 2 & 1 & 0 \\ -2 & -1 & 3 \\ -1 & 4 & -2\end{array}\right)$
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1 Sisce row rank equals column rank, it is easier to form the transpose of $A$ and then row reduce to echelon form:

$$
\left(\begin{array}{rrrr}
1 & 2 & -2 & -1 \\
2 & 1 & -1 & 4 \\
-3 & 0 & 3 & -2
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrrr}
1 & 2 & -2 & -1 \\
0 & -3 & 3 & 6 \\
0 & 6 & -6 & -5
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrrr}
1 & 2 & -2 & -1 \\
0 & -3 & 3 & 6 \\
0 & 0 & 3 & 7
\end{array}\right)
$$

Thus $\operatorname{rank}(A)=3$.
Find the rank of $B=\left(\begin{array}{rr}1 & 3 \\ 0 & -2 \\ 5 & -1 \\ -2 & 3\end{array}\right)$.

- The two columns are linearly independent since one is not a multiple of the other. Thus $\operatorname{rank}(B)=2$.
8.92 Let $A$ and $B$ be arbitrary matrices for which the product $A B$ is defined. Show that $\operatorname{rank}(A B) \leq \operatorname{rank}(B)$ and $\operatorname{rank}(A B) \leq \operatorname{rank}(A)$.

I The row space of $A B$ is contained in the row space of $B$; hence $\operatorname{rank}(A B) \leq \operatorname{rank}(B)$. Furthermore, the column space of $A B$ is contained in the column space of $A$; hence $\operatorname{rank}(A B) \leq \operatorname{rank}(A)$.
8.93 Let $A$ be an $n$-square matrix. Show that $A$ is invertible if and only if $\operatorname{rank}(A)=n$.

1 Note that the rows of the $n$-square identity matrix $I_{n}$, are linearly independent since $I_{n}$ is in echelon form; hence $\operatorname{rank}\left(I_{n}\right)=n$. Now if $A$ is invertible then $A$ is row equivalent to $I_{n}$; hence $\operatorname{rank}(A)=n$. But if $A$ is not invertible then $A$ is row equivalent to a matrix with a zero row; hence $\operatorname{rank}(A)<n$. That is, $A$ is invertible if and only if $\operatorname{rank}(A)=n$.
8.94 Define the determinantal rank of a matrix $\mathcal{A}$ :

IThe determinantal rank of $A$ is the order of the largest square submatrix of $A$ [obtained by deleiing rows and columins of $A$ ] whose determinant is not zero.
8.95 Show that the determinantal rank of a matrix $A$ is equal to $\operatorname{rank}(A)$.

I Let $d$ equal the determinantal rank of $A$. Hence there is a $d$-square submatrix of $A$ with nonzero determinant. Thus the $d$ rows in the submatrix are linearly independent. Hence $d \leq \operatorname{rank}(A)$. On the other hand. let $B$ be an echelon matrix row equivalent to $A$. Choose the submatrix of $B$ which contains the nonzero rows of $B$ and the columns which contain the leading nonzero entries in the rows. This gives an upper triangular $\operatorname{rank}(A)$-square submatrix with nonzero determinant. Hence $\operatorname{rank}(A) \leq d$. Thus $d=\operatorname{rank}(A)$.

### 8.7 APPLICATIONS TO LINEAR EQUATIONS

8.96 Suppose a homogeneous system $A X=0$ is in echelon form. Moreover, suppose the system has $n$ unknowns and $r$ (nonzero) linear equations. Give a method to obtain a basis for the solution space $W$ of the system.

IThe system has $n-r$ free variables $x_{i_{1}}, x_{i_{2}} \ldots, x_{i_{n-1}}$. Find the solution $v_{j}$ obtained by setting $x_{i_{j}}=1$ (or any nonzero constant) and the remaining free variables equat to 0 . Then the solutions $v_{1}, v_{2}, \ldots, v_{n-1}$, form a basis of $w$ and so $\operatorname{dim} W=n-r$.
8.97 Find the dimension and a basis of the solution space $W$ of the system

$$
\begin{array}{r}
x+2 y+2 z-s+3 z=0 \\
x+2 y+3 z+s+z=0 \\
3 x+6 y+8 z+s+5 z=0
\end{array}
$$

1 Reduce the system to echelon form:

$$
\begin{aligned}
x+2 y+2 \bar{z}-s+3 z & =0 \\
z+2 s-2 t & =0 \\
2 z+4 s-4 t & =0
\end{aligned}
$$
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The system in echelon form has two (nonzero) equations in five unknowns; and hence the system has 5 $2=3$ free variables which are $y, s$, and $t$. Thus $\operatorname{dim} W=3$. To obtain a basis for $W$, set
(i) $y=1, s=0, t=0$ to obtain the solution $v_{1}=(-2,1,0,0,0)$
(ii) $y=0, s=1, t=0$ to obtain the solution $v_{2}=(5,0,-2,1,0)$
(iii) $y=0, s=0, t=1$ to obtain the solution $v_{3}=(-7,0,2,0,1)$

The set $\left\{v_{1}, v_{2}, v_{3}\right\}$ is a basis of the soution space $W$.
8.98 Find the dimension and a basis of the solution space $W$ of the system

$$
\begin{array}{r}
x+2 y+z-3 t=0 \\
2 x+4 y+4 z-t=0 \\
3 x+6 y+7 z+t=0
\end{array}
$$

I Reduce the system to echelon form:

$$
\begin{aligned}
x+2 y+z-3 t & =0 \\
2 z+5 t & =0 \\
4 z+10 t & =0
\end{aligned} \text { or } \quad x+2 y+z-3 t=0
$$

The free variables are $y$ and $t$ and $\operatorname{dim} W=2$. Set
(i) $y=1, z=0$ to obtain the solution $u_{1}=(-2,1,0,0)$
(ii) $y=0, t=2$ to obtain the solution $u_{2}=(11,0,-5,2)$

Then $\left\{u_{1}, u_{2}\right\}$ is a basis of $W$. [We could have chosen $y=0, t=$ ] in (ii), but such a choice would introduce fractions into the solution.]
8.99 Find the dimension and a basis of the solution space $W$ of the system

$$
\begin{array}{r}
x+2 y-4 z+3 z-s=0 \\
x+2 y-2 z+2 r+s=0 \\
2 x+4 y-2 z+3 r+4 s=0
\end{array}
$$

I Reduce the system to echelon form:

$$
\begin{array}{r}
x+2 y-4 z+3 r-s=0 \\
2 z-r+2 s=0 \\
6 z-3 r+6 s=0
\end{array} \quad \text { and then } \begin{array}{r}
x+2 y-4 z+3 r-s=0 \\
2 z-r+2 s=0
\end{array}
$$

There are five unknowns and two (nonzero) equations in echelon form; hence there are $5-2=3$ free variables, $y, r$, and $s$. Thius $\operatorname{dim} W=3$. Set
(i) $y=1, r=e, s=0$ to obtain the solution $\cdot v_{1}=(-2,1,0,0,0)$
(ii) $y=0, r=2, s=0$ to obtain the sotution $v_{2}=(-2,0,1,2,0)$
(iii). $y=0, r=0, s=1$ to obrain the solution $v_{3}=(-3,0,-1,0,1)$

The set $\left\{v_{1}, v_{2}, v_{3}\right\}$ is a basis of the solution space $W$.
8.100 Find the dimension and a basis of the solution space $W$ of the system $x+2 y-3 z=0,2 x+5 y+z=0$, $x-y+2 z=0$.

- Reduce the system to echelon form:

$$
\begin{aligned}
x+2 y-3 z & =0 \\
y+7 z & =0 \\
-3 y+5 z & =0
\end{aligned} \quad \text { and then } \quad \begin{aligned}
x+2 y-3 z & =0 \\
y+7 z & =0 \\
26 z & =0
\end{aligned}
$$

The echelon system is in triangular form and hence has no free variables. Thus 0 is the only solution, that is, $W=\{0\}$. Accordingly, $\operatorname{dim} W=0$.
8.101 Find a bomogeneous system whose solution set $W$ is generated by $\{(1,-2,0,3),(1-1,-1,4)$, ( $1,0,-2,5)]$.
Let $v=(x, y, z, 1)$. Form the matrix $M$ whose first rows are the given vectors and whose last row is $u$ : and then row reduce to echelon form:
$M=\left(\begin{array}{rrrr}1 & -2 & 0 & 3 \\ 1 & -1 & -1 & 1 \\ 1 & 0 & -2 & 5 \\ x & y & z & i\end{array}\right) \quad 10 \quad\left(\begin{array}{cccc}1 & -2 & 0 & 3 \\ 0 & -1 & -1 & 1 \\ 0 & -2 & -2 & -2 \\ 0 & 2 x+y & z & -3 x+i\end{array}\right) \quad 10 \quad\left(\begin{array}{cccc}1 & -2 & 0 & 3 \\ 0 & 1 & -1 & 1 \\ 0 & 0 & 2 x+y+z & -5 x-y+i \\ 0 & 0 & 0 & 0\end{array}\right)$
The original first three rows show that $W$ has dimension 2. Thus $v \in W$ if and only if the additional row does not increase the dimension of the row space. Hence we set the last two entries in the third row on the right equal to 0 to obtain the required homogeneous system

$$
\begin{aligned}
& 2 x+y+z=0 \\
& 5 x+y-1=0
\end{aligned}
$$

Problems 8.102-8.104 refer to the following subspaces of $\mathbf{R}^{4}$ :

$$
U=\{(a, b, c, d): b+c+d=0\} \quad W=\{(a, b, c, d): a+b=0, c=2 \dot{d}\}
$$

8.102 Find the dimension and a basis of $\boldsymbol{U}$.

IFind a basis of the set of solutions $(a, b, c, d)$ of the equation $b+c+d=0$ or $0 \cdot a+b+c+d=0$.
The free variables are $a, c$, and $d$. Set (1) $a=1, c=0, d=0$, (2) $a=0, c=1, d=0$, and (3) $a=0, c=0, d=1$ to obtain the respective solutions

$$
v_{\mathrm{t}}=(1,0,0,0) \quad v_{2}=(0,-1,1,0) \quad . v_{3}=(0,-1,0,1)
$$

The set $\left\{v_{1}, v_{2}, v_{3}\right\}$ is a basis of $U$ and $\operatorname{dim} U=3$.
8.103 Find the dimension and a basis of $W$.

- We seek a basis of the set of solutions $(a, b, c, d)$ of the system

$$
\begin{aligned}
& a+b=0 \quad \text { or } \quad a+b=0 \\
& c=2 d \quad \text { or } \quad c-2 d=0
\end{aligned}
$$

The free variables are $b$ and $d$. Set (1) $b=1, d=0$ to obtain the solution $v_{3}=(-1,1 ; 0,0)$ and (2) $b=0, \quad d=1$ to oblain the solution $v_{2}=(0,0.2,1)$. The set $\left\{v_{1}, v_{2}\right\}$ is a basis of $W$ and $\operatorname{dim} W=2$.
8.104 Find the dimension and a basis of $U \cap W$.

IU $\cap W$ consists of those vectors ( $a, b, c, d$ ) which satisfy the conditions defining $U$ and the conditions defining $W$, i.e., the three equations

$$
\begin{array}{rlrl}
b+c+d & =0 & & =0 \\
& =0 & \text { or } & b+c+d \\
=+b & =0 \\
c & =2 d & c-2 d & =0
\end{array}
$$

The free vasiable is $d$. Set $d=1$ to obtain the solution $v=(3,-3,2,1)$. Thus $\{v\}$ is a basis of $U \cap W$ and $\operatorname{dim}(U \cap W)=1$.
8.105 Let $x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{k}}$ be the free variables of a homogeneous system of linear equations with $n$ unknowns. Let $v_{j}$ be the solution for which $x_{i_{j}}=1$ and all other free variables $=0$. Show that the solutions $v_{1}, v_{2}, \ldots, v_{k}$ are linearly independent.
Let $A$ be the matrix whose rows are the $v_{i}$ : respectively. We interchange column 1 and column $i_{1}$, then the column 2 and column $i_{2}, \ldots$, and then column $k$ and column $i_{k}$; and obtain the $k \times n$ matrix

$$
B=(I, C)=\left(\begin{array}{ccccccccc}
1 & 0 & 0 & \cdots & 0 & 0 & c_{1, k+1} & \cdots & c_{1 n} \\
0 & 1 & 0 & \cdots & 0 & 0 & c_{2, k+1} & \cdots & c_{2 n} \\
\cdots & & \cdots & \cdots & \cdots & \cdots & \cdots+\cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 0 & 1 & c_{k, k+1} & \cdots & c_{k n}
\end{array}\right]
$$

The above matrix $B$ is in echelon form and so its rows are independent; hence $\operatorname{rank}(B)=k$. Since $A$ and $B$ are column equivalent, they have the same rank. i.e.. $\operatorname{rank}(A)=k$. But $A$ has $k$ rows; hence these .rows. i.e.. the $v_{i}$, are linearly independent as claimed.

Theorem 8.10: The system of linear equations $A X=B$ has a solution if and only if the coefficient matrix $A$ and the augmented matrix $(A, B)$ have the same rank.
8.106 Prove Theorem 8.10 which refers to a system of $m$ linear equations in $n$ unknowns $x_{1}, \ldots, x_{n}$ over a field $K$ :

$$
\begin{array}{r}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=b_{1} \\
a_{21} x_{2}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=b_{2} \\
\cdots \cdots \cdots+\cdots+\cdots+\cdots+\cdots \\
a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n}=b_{m}
\end{array}
$$

or the equivalent matrix equation $A X=B$ where $A=\left(a_{i j}\right)$ is the coefficient matrix and where $X=\left(x_{i}\right)$ and $B=\left(b_{i}\right)$ are the column vectors consisting of the unknowns and of the constants, respectively.
the above system is equivalent to the following vector equation:

$$
x_{1}\left(\begin{array}{c}
a_{11} \\
a_{21} \\
\vdots \\
a_{m 1}
\end{array}\right)+x_{2}\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{m 2}
\end{array}\right)+\cdots+x_{n}\left(\begin{array}{c}
a_{1 n} \\
a_{2 n} \\
\vdots \\
a_{m n}
\end{array}\right)=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{m}
\end{array}\right)
$$

Thus the system $A X=B$ has a solution if and only if the column vector $B$ is a linear combination of the columns of $A$. Thus $A X=B$ has a solution if and only if the augmented matrix

$$
(A, B)=\left(\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1 n} & b_{1} \\
a_{21} & a_{22} & \cdots & a_{2 n} & b_{2} \\
\cdots \cdots & \cdots & \cdots & \cdots & \cdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m \pi} & b_{m}
\end{array}\right)
$$

has the same column space as. $A$. Thus $A X=B$ has a solution if and only if $\operatorname{rank}(A, B)=\operatorname{rank}(A)$.

### 8.8 SUMS, DIRECT SUMS, INTERSECTIONS

Theorem 8.11: Let $U$ and $W$ be finite-dimensional subspaces of a vector space $V$. Then $\operatorname{dim}(U+\dot{W})=$ $\operatorname{dim} U+\operatorname{dim} W-\operatorname{dim}(U \cap W)$. [Thus $\operatorname{dim}(U \cap W)=\operatorname{dim} U+\operatorname{dim} W-\operatorname{dim}(U+W)$.

Prove Theorem 8.11 which gives the relationship between the dimension of a sum and its subspaces.
I Observe that $U \cap W$ is a subspace of both $U$ and $W$. Suppose $\operatorname{dim} U=m, \operatorname{dim} W=n$, and $\operatorname{dim}(U \cap W)=r$. Suppase $\left\{v_{s}, \ldots, v_{r}\right\}$ is a basis of $U \cap W$. We can extend $\left\{v_{i}\right\}$ to a basis of $U$ and to a basis of $W$; say, $\left\{v_{1}, \ldots, v_{r}, u_{1}, \ldots, u_{m-n}\right\}$ and $\left\{v_{1}, \ldots, v_{r} ; w_{1}, \ldots, w_{n-r}\right\}$ are bases of $U$ and $W$, respectively. Let $B=\left\{v_{1}, \ldots, v_{r}, u_{1}, \ldots, u_{m-r}, w_{1}, \ldots, w_{n-r}\right\}$. Note that $B$ has exactly $m+n-r$ elements. Thus the theorem is proved if we can show that $B$ is a basis of $U+W$. Since $\left\{v_{i}, u_{j}\right\}$ generates $U$ and $\left\{v_{i}, w_{k}\right\}$ generates $W$, the union $B=\left\{v_{i}, u_{j}, w_{k}\right\}$. generates $U+W$. Thus it suffices to show that $B$ is independent.

Suppose

$$
\begin{equation*}
a_{1} u_{1}+\cdots+a_{2} v_{r}+b_{1} u_{1}+\cdots+b_{m-,} u_{m-r}+c_{1} w_{1}+\cdots+c_{m-r} w_{n-r}=0 \tag{1}
\end{equation*}
$$

where $a_{i}, b_{j}, c_{k}$ are scalars. Let

$$
\begin{equation*}
v=a_{1} v_{s}+\cdots+a_{r} v_{r}+b_{1} u_{1}+\cdots+b_{m-r} u_{m-r} \tag{2}
\end{equation*}
$$

By (1). we also have that

$$
\begin{equation*}
u=-c_{1} w_{1}-\cdots-c_{n-}, w_{m-r} \tag{3}
\end{equation*}
$$

Since $\left\{v_{i}, u_{i}\right\} \subset U, \quad v \in U$ by (2); and since $\left\{w_{k}\right\} \subset W, v \in W$ by (3). Accordingly, $v \in U \cap W$. Now $\left\{v_{i}\right\}$ is a basis of $U \cap W$ and so there exist scalars $d_{1} \ldots, d_{r}$ for which $v=d_{i} v_{1}+\cdots+d_{r} v_{r}$. Thus by ( 3 ) we have $d_{1} \bar{v}_{1}+\cdots+\tilde{d}_{r} u_{r}+c_{1} w_{1}+\cdots+c_{n-r} w_{n-r}=0_{\text {. }} \quad$ But $\left(v_{i}, w_{n}\right)$ is $a$ basis of $W$ and so is independent. Hence the above equation forces $c_{r}=0, \ldots, c_{n-r}=0$. Substinting this into ( 1 ), we obtain
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$a_{1} v_{1}+\cdots+a_{r} v_{r}+b_{1} u_{1}+\cdots+b_{m-r} u_{m-r}=0$. But $\left\{v_{i}, u_{i}\right\}$ is a basis of $U$ and so is independent. Hence the above equation forces $a_{1}=0, \ldots, a_{r}=0, b_{1}=0, \ldots, b_{m-r}=0$.

Since equation (I) implies that the $a_{i}, b_{j}$, and $c_{k}$ are all $0, B=\left\{u_{i}, u_{i}, w_{k}\right\}$ is independent and the theorem is proved.

Suppose $U$ and $W$ are distinct four-dimensional subspaces of a vector space $V$ of dimension 6 . Find the possible dimensions of $U \cap W$.

I Since $U$ and $W$ are distinct, $U+W$ properly contains $U$ and $W$; hence $\operatorname{dim}(U+W)>4$. But $\operatorname{dim}(U+W)$ cannot be greater than 6 , since $\operatorname{dim} V=6$. Hence we have two possibilities: (i) $\operatorname{dim}(U+W)=5$ or (ii) $\operatorname{dim}(U+\dot{W})=6$. By Theorem 8.11, $\operatorname{dim}(U \cap W)=\operatorname{dim} U+\operatorname{dim} W-$ $\operatorname{dim}(U+W)=8-\operatorname{dim}(U+W)$. Thus (i) $\operatorname{dim}(U \cap W)=3$ or (ii) $\operatorname{dim}(U \cap W)=2$.

Suppose $U$ and $W$ are two-dimensional subspaces of $\mathbf{R}^{3}$. Show that $U \cap W \neq\{0\}$. In particular, find the possible dimensions of $U \cap W$.
I Suppose $U=W$. Then $U \cap W=U=W$. and hence. $\operatorname{dim}(U \cap W)=2$. Suppose $U \neq W$. Then $U+W$ properly contains $U$ (and $W$ ). Hence $\operatorname{dim}(U+W)>\operatorname{dim} U=2$. But $U+W \subseteq \mathbf{R}^{3}$ which has dimension 3. Therefore $\operatorname{dim}(U+W)=3$. Thus, by Theorem 8.11, $\operatorname{dim}(U \cap W)=\operatorname{dim} U+\operatorname{dim} W-$ $\operatorname{dim}(U+W)=2+2-3=1$. That is, $U \cap W$ is a line through the origin.

Remark: The above agrees with the well-known result in solid geometry that the intersection of two distinct planes is a line.

Problems 8.110-8.113 refer to the following subspaces of $\mathbf{R}^{\mathbf{4}}$ :

$$
U=\operatorname{span}\{(1,1,0,-1),(1,2,3,0),(2,3,3,-1)\} \quad W=\operatorname{span}\{(1,2,2,-2),(2,3,2,-3),(1,3,4,-3)\}
$$

Find a basis and the dimension of $U+W$.
IU+W is the space spanned by all six vectors. Hence form the matrix whose rows are the given six vectors and then row reduce to echelon form:

$$
\begin{gathered}
\left(\begin{array}{rrrr}
1 & 1 & 0 & -1 \\
1 & 2 & 3 & 0 \\
2 & 3 & 3 & -1 \\
1 & 2 & 2 & -2 \\
2 & 3 & 2 & -3 \\
1 & 3 & 4 & -3
\end{array}\right) \text { to }\left(\begin{array}{rrrr}
1 & -1 & 0 & -1 \\
0 & 1 & 3 & 1 \\
0 & 1 & 3 & 1 \\
0 & 1 & 2 & -1 \\
0 & 1 & 2 & -1 \\
0 & 2 & 4 & -2
\end{array}\right) \text { to }\left(\begin{array}{rrrrr}
1 & 1 & 0 & -1 \\
0 & 1 & 3 & 1 \\
0 & 1 & 2 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) . \\
\\
\text { to. }\left(\begin{array}{rrrr}
1 & 1 & 0 & -1 \\
0 & 1 & 3 & 1 \\
0 & 0 & -1 & -2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
\end{gathered}
$$

The nonzero rows of the echelon matrix, $(1,1,0,-1),(0,1,3,1)$, and $(0,0,-1,-2)$, form a basis of $U+W$, and so $\operatorname{dim}(U+W)=3$.

Find a basis and the dimension of $U$.
$I$ Reduce to echelon form the matrix whose rows span $U$ :

$$
\left(\begin{array}{rrrr}
1 & 1 & 0 & -1 \\
1 & 2 & 3 & 0 \\
2 & 3 & 3 & -1
\end{array}\right) \quad \text { 10 } \quad\left(\begin{array}{rrrr}
1 & 1 & 0 & -1 \\
0 & 1 & 3 & 1 \\
0 & 1 & 3 & 1
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrrr}
1 & 1 & 0 & -1 \\
0 & 1 & 3 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

The two nonzero rows of the echelon matrix, $(1,1,0,-1)$ and $(0,1,3,1)$ form a basis of $U$ and so $\operatorname{dim} U=2$.
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8.112 Find a basis and the dimension of $W$.

I Reduce to echeton form the matrix whose rows span $W$.

$$
\left(\begin{array}{rrrr}
1 & 2 & 2 & -2 \\
2 & 3 & 2 & -3 \\
1 & 3 & 4 & -3
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrrr}
1 & 2 & 2 & -2 \\
0 & -1 & -2 & 1 \\
0 & 1 & 2 & -1
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrrr}
1 & 2 & 2 & -2 \\
0 & -1 & -2 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

The two nonzero rows of the echelon matrix, $(1,2,2,-2)$ and $(0,-1,-2,1)$; form a basis of $W$ and so $\operatorname{dim} W=2$.
8.113 Find the dimension of $U \cap W$.

I Use Theorem 8.11: $\operatorname{dim}(U \cap W)=\operatorname{dim} U+\operatorname{dim} W-\operatorname{dim}(U+W)=2+2-3=1$. [Note that Theorem 8.11 does not help us to find a basis of $U \cap W$;' just its dimension. (See Problems 8.114-8.117)]

Problems 8.114-8.117 refer to the following subspaces of $\mathbf{R}^{\text {s }}$ :

$$
\begin{aligned}
& U=\operatorname{span}\{(1,3,-2,2,3),(1,4,-3,4,2),(2,3,-1,-2,9)\} \\
& W=\operatorname{span}\{(1,3,0,2,1),(1,5,-6,6,3),(2,5,3,2,1)\}
\end{aligned}
$$

8.114 Find a basis and the dimension of $U+W$.

I $U+W$ is the space generated by all six vectors. Hence form the matrix whose rows are the six vectors and then.row reduce to echelon form:

$$
\begin{aligned}
& \left(\begin{array}{rrrrr}
1 & 3 & -2 & 2 & 3 \\
1 & 4 & -3 & 4 & 2 \\
2 & 3 & -1 & -2 & 9 \\
1 & 3 & 0 & 2 & 1 \\
1 & 5 & -6 & 6 & 3 \\
2 & 5 & 3 & 2 & 1
\end{array}\right) \quad 10 \quad\left(\begin{array}{rrrrr}
1 & 3 & -2 & 2 & 3 \\
0 & 1 & -1 & 2 & -1 \\
0 & -3 & 3 & -6 & 3 \\
0 & 0 & 2 & 0 & -2 \\
0 & 2 & -4 & 4 & 0 \\
0 & -1 & 7 & -2 & -5
\end{array}\right) \quad 10 \quad\left(\begin{array}{rrrrr}
1 & 3 & -2 & 2 & 3 \\
0 & 1 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & -2 \\
0 & 0 & -2 & 0 & 2 \\
0 & -0 & 6 & 0 & -6
\end{array}\right) \\
& 10 \cdot\left(\begin{array}{rrrrr}
1 & 3 & -\dot{2} & 2 & 3 \\
0 & 1 & -1 & 2 & -1 \\
0 & 0 & 2 & 0 & -2 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

The set of nonzero rows of the echelon matrix, $\{(1,3,-2,2,3),(0,1,-1,2,-1),(0,0,2,0,-2)\}$ is a basis. of $U+W$; thus $\operatorname{dim}(U+W)=3$.

8:115 Find a homogeneous system whose solution space is $U$.
I Form the matrix whose first three rows span $U$ and whose last row is $(x, y, z, s, t)$ and then row reduce to an echelon form:

$$
\begin{aligned}
& \left(\begin{array}{rrrrr}
1 & 3 & -2 & 2 & 3 \\
1 & 4 & -3 & 4 & 2 \\
2 & 3 & -1 & -2 & 9 \\
x & y & z & 5 & 1
\end{array}\right) \quad 10 \quad\left(\begin{array}{rrrrr}
1 & 3 & -2 & 2 & 3 \\
0 & 1 & -1 & 2 & -1 \\
0 & -3 & 3 & -6 & 3 \\
0 & -3 x+y & 2 x+z & -2 x+5 & -3 x+i
\end{array}\right) \\
& \text { to }\left(\begin{array}{ccccc}
1 & 3 & -2 & 2 & 3 \\
0 & 1 & -1 & 2 & -1 \\
0 & 0 & -x+y+z & 4 x-2 y+s & -6 x+y+i \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

Set the entries of the third row equal to 0 to obtain the homogeneous system whose solution space is $U$ :

$$
-x+y+z=0 \quad 4 x-2 y+s=0 \quad-6 x+y+t=0
$$

8.116 Find a homogeneous system whose sohtion space is. WH.

I Forn the matrix whose first rows span $W$ and whose last row is $(x, y, z, s, t)$ and then row reduce 10 an echelon form:

$$
\begin{gathered}
\left(\begin{array}{rrrrr}
1 & 3 & 0 & 2 & 1 \\
1 & 5 & -6 & 6 & 3 \\
2 & 5 & 3 & 2 & 1 \\
x & y & z & 5 & i
\end{array}\right)
\end{gathered} \text { to }\left(\begin{array}{rrrcr}
1 & 3 & 0 & 2 & 1 \\
0 & 2 & -6 & 4 & 2 \\
0 & -1 & 3 & -2 & -1 \\
0 & -3 x+y & z & -2 x+5 & -x+t
\end{array}\right) .
$$



Set the entries of the third row equal to 0 to obtain the homogeneous system whose solution space is $W$ :

$$
-9 x+3 y+z=0 \quad 4 x-2 y+5=0 \quad 2 x-y+t=0
$$

8. 117 Find a basis and the dimension of $U \cap W$.

I Combine both of the above systems to oblain a homogeneous system whose solution space is $U \cap W$, and then solve

$$
\left\{\begin{array}{rl}
x+y+z & =0 \\
4 x-2 y+s & =0 \\
-6 x+y+t & =0 \\
-9 x+3 y+z & =0 \\
4 x-2 y+5 & =0 \\
2 x-y+t & =0
\end{array} . \quad \text { or } \quad . \quad\left\{\begin{array}{c}
-x+y+z \\
2 y+4 z+s \\
-5 y-6 z+t
\end{array} \quad=0\right.\right.
$$

$$
\text { or } \quad\left\{\begin{array}{r}
-x+y+z \\
=0 \\
2 y+4 z+5 \\
8 z+5 s+21 \\
=0 \\
4 z+3 s \\
s-2 l
\end{array}=0 \quad 0 \quad \text { or } \quad=0\right.
$$

There is one free variable, which is $t$; hence $\operatorname{dim}(U \cap W)=1$. Setting $t=2$, we obtain the solution $x=1, y=4, z=-3, s=4, t=2$. Thus $\{(1,4,-3,4,2)\}$ is a basis of $U \cap W$.
8.118 Suppose $U$ and $W$ are subspaces of $V$ and that $\operatorname{dim} U=4$, $\operatorname{dim} W=5$, and $\operatorname{dim} V=7$. Find the possible dimensions of $U \cap W$.

Check if distin cot or-not always
Since $W \subseteq U+W \subseteq V$, where $\operatorname{dim} W=5$ and $\operatorname{dim} V=7$, the only possible dimension of $U+W$ is 5,6 , or 7. But. by Theorem 8.11, $\operatorname{dim}(U \cap W)=\operatorname{dim} U+\operatorname{dim} W-\operatorname{dim}(U+W)=9-\operatorname{dim}(U+W)$.
Since $\operatorname{dim}(U+W)=5,6$, or 7. we have $\operatorname{dim}(U \cap W)=4,3$, or 2 .
8.119 Suppose $V$ is the direct sum of its subspaces $U$ and $W$, i.e.: suppose $V=U \oplus W$. Show that $\operatorname{dim} V=\operatorname{dim} U+\operatorname{dim} W$.

I Since $V=U \oplus W$, we have $V=U+W$. and $U \cap W=\{0\}$. Thus,

$$
\begin{aligned}
\operatorname{dim} V & =\operatorname{dim} U+\operatorname{dim} W-\operatorname{dim}(U \cap W)=\operatorname{dim} U+\operatorname{dim} W-0 \\
& =\operatorname{dim} U+\operatorname{dim} W
\end{aligned}
$$

8.120 Let $U$ and $W$ be subspaces of $R^{3}$ for which $\operatorname{dim} U=1$ : $\operatorname{dim} W=2$, and $U \not \subset W$. Show that $\mathbf{R}^{3}=U \oplus W$

Since $U \nsubseteq W$, the intersection $U \cap W$ is properly contained in $U$ and $U+W$ properly contains $W$. Thus $\operatorname{dim}(U \cap W)<\operatorname{dim} U=1$. Hence $\operatorname{dim}(U \cap W)=0$ and so $U \cap W=\{0\}$. Also; $\operatorname{dim}(U+W)>$ $\operatorname{dim} W=2$. lus $U+W \subseteq \boldsymbol{R}^{3}$ where $\operatorname{dim} \mathbf{R}^{3}=3$. Thus $\operatorname{dim}(U+W)=3$ and so $\mathbf{R}^{2}=U+W$. The conditions $\mathbf{R}^{\boldsymbol{j}}=U+W$ and $U \cap W=\{0\}$ imply that $\mathbf{R}^{3}=U \oplus W$.
 in $U_{i}$ and is linearly independent. Show that the union $B=B_{1} \cup B_{2} \cup \cdots \cup B$, is linearly independent.
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I Suppose

$$
\begin{equation*}
\sum_{i_{1}=1}^{n_{1}} a_{i_{j}} u_{1 j_{1}}+\sum_{j_{2}=1}^{n_{2}} a_{i_{2}} u_{j_{j}}+\cdots+\sum_{j_{r}=1}^{n_{r}} a_{r j_{2}} u_{r j_{r}}=0 \tag{1}
\end{equation*}
$$

where the $a_{i j}$ are scalars. Each $\sum a_{i j i} u_{i i_{i}}$ belongs.to $U_{i}$. Since $V$ is the direct sum of the $U_{i}$, the sum (1) for 0 is unique. Thus, for $i=1, \ldots, r, \sum a_{i j i} \mu_{i j i}=0$. But $B_{i}$ is hinearly independent. Hence, for $i=$ $1, \ldots, r$, we have $a_{i 1}=0, a_{i 2}=0, \ldots, a_{i m_{i}}^{i_{i}}=0$. In other words, every scalar in (I) is equal to 0 . Thus $B$ is linearly independent.
8.122 Suppose $V=U_{1} \oplus U_{2} \oplus \cdots \oplus U_{r}$, and suppose, for $i=1, \ldots, r_{,} B_{i}$ is a basis of $U_{i}$. Show that $B=\cup B_{i}$ is a basis of $V$.
$\|$ By Problem 8.121, $B$ is linearly independent since each $B_{i}$ is linearly independent. Suppose $v \in V$. Then $v=u_{1}+\cdots+u_{r}$ where $u_{i} \in U_{i}$. Then $u_{i}$ is a linear combination of the vectors in $B_{i}$. Hence $v$ is a linear combination of the vectors in $B$.. Thus $B$ spans $V$. Since $B$ is lineariy independent and spans $V, B$ is a basis of $V$.
8.123 Let $V=U_{1} \oplus U_{2} \oplus \cdots \oplus U_{\text {, }}$ where $\operatorname{dim} \dot{U}_{i}=n_{i}$ : Prove $\operatorname{dim} V=\operatorname{dim} U_{2}+\operatorname{dim} U_{2}+\cdots+\operatorname{dim} U_{r}$.

I Let $B_{i}$ be a basis of $U_{i}$. Hence $B_{i}$ has $n_{i}$ elements. Thus $B=U B_{i}$ has $n_{1}+\cdots+n_{r}$ elements. By Problem 8.122, $B$ is a basis of $V$. Hence $\operatorname{dim} V=n_{1}+\cdots+n_{r}=\operatorname{dim} U_{1}+\cdots+\operatorname{dim} U_{r}$.
8.124 Suppose $\left\{u_{1}, \ldots, u_{r}, w_{1}, \ldots, w_{s}\right\}$ is a linearly independent subset of a vector space $V$. Show that $\operatorname{span}\left(u_{i}\right) \cap \operatorname{span}\left(w_{j}\right)=\{0\}$.
I Suppose $v \in \operatorname{span}\left(u_{i}\right) \cap \operatorname{span}\left(w_{j}\right)$. Then there exist scalars $a_{i}$ and scalars $b_{j}$ such that $v=$ $a_{1} u_{1}+\cdots+a_{r} \dot{u}_{r}=b_{1} w_{1}+\cdots+b_{s} w_{s}$. Hence $a_{1} u_{1}+\cdots+a_{r} u_{r}-b_{2} w_{1}-\cdots-b_{3} w_{s}=0$. But $\left\{u_{i}, w_{i}\right\}$ is finearly independent. Hence each $a_{i}=0$ and each $b_{j}=0$. Therefore $v=0$.
8.125 Let $U$ be a subspace of a vector space $V$ of finite dimension. Show that there exists a.subspace $W$ of $V$ such that $V=U \oplus W$.
1 Let $\left\{u_{p}, \therefore, u_{r}\right\}$ be a basis of $U$. Since $\left\{u_{j}\right\}$ is linearly independent, it can be extended to a basis of $V$, say, $\left\{u_{1}, \ldots, u_{0}, w_{1}, \ldots, w_{s}\right\}$. Let $W$ be the space generated by $\left\{w_{1}, \ldots, w_{s}\right\}$. Since $\left\{u_{i}, w_{j}\right\}$ spans $V$, we have. $V=U+W$. On the other hand; by Problem 8:124, $U \cap W=\{0\}$. Accordingly, $V=\boldsymbol{v} \oplus \boldsymbol{W}$.
8.126 Suppose $B$ is a linearly independent subset of $V$. Let $\left[B_{1}, B_{2}, \ldots, B_{r}\right]$ be a partition of $B$. Show that $\operatorname{span}(B)=\operatorname{span}\left(B_{1}\right) \oplus \operatorname{span}\left(B_{z}\right) \oplus \cdots \oplus \operatorname{span}\left(B_{r}\right)$.
$\|$ Since $B=U_{i} B_{i}$ and each $B_{i} \subseteq B$. we have $\operatorname{span}(B)=\operatorname{span}\left(U_{i} B_{i}\right) \subseteq \mathbb{\Sigma}_{i} \operatorname{span}\left(B_{i}\right) \subseteq \operatorname{span}(B)$. Hence $\operatorname{span}(B)=\Sigma_{i}$ Span $\left(B_{i}\right)$. Suppose

$$
\begin{equation*}
0=\sum a_{1 j_{1}} u_{1 j}+\sum a_{2 j_{2}} u_{2 j_{2}}+\cdots+\sum a_{r j, r} \mu_{r j_{i}} \tag{1}
\end{equation*}
$$

where $a_{i j_{j}}$ are scalars and the $\mu_{i i_{i}} \in B_{i}$. Since $B$ is linearly independent, each $a_{i j_{j}}=0$ in (1). Thus 0 can only be written uniqueity as $0=0+0+\cdots+0$. Therefore, $\operatorname{span}(B)=\operatorname{span}\left(B_{1}\right) \oplus \cdots \oplus \operatorname{span}\left(B_{r}\right)$.
8.127 Suppose $V=U_{1}+U_{2}+\cdots+U_{\text {, }}$ and $\operatorname{dim} V=\operatorname{dim} U_{1}+\operatorname{dim} U_{2}+\cdots+\operatorname{dim} U_{2}$. Show that $V=$ $U_{1} \oplus U_{2} \oplus \cdots \oplus U_{r}$.
1 Suppose $\operatorname{dim} V=n$. Let $B_{i}$ be a basis for $U_{i}$. Then $B=U_{i} B_{i}$ has $n$ etements and spans $V$. Thus $B$ is a basis for $V$. By Problem 8.126, $V=U_{1} \oplus U_{2} \oplus \cdots \oplus U_{r}$.

8:9 COORDINATES
8.128 Define the coordinates of a vector $v$ in a vector space $V$. over a field $K$ where $\operatorname{dim} V=n$.

1 Let $\left\{e_{1}, \ldots, e_{s}\right\}$ be a basis of $V$. Since $\left\{e_{i}\right\}$ spans $V$, the vector $v$ is a linear combination of the $e_{i}$ :

$$
u=a_{1} e_{3}+a_{2} e_{2}+\cdots+a_{n} e_{n} \quad a_{i} \in K
$$

Since the $e_{i}$ are independent, such a representation is unicue (Problem 8.129). Thus the $n$ scabars
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$a_{1}, \ldots, a_{n}$ are completely determined by the vector $v$ and the basis $\left\{e_{i}\right\}$. We call these scalars the coordinates of $v$ in $\left\{e_{i}\right\}$, and we call the $n$-tuple $\left(a_{1}, \ldots, a_{n}\right)$ the coordinate vector of $v$ relative to $\left\{e_{i}\right\}$ and denote it by $[v]_{\text {, or simply }\{u] \text { : }}$

$$
[v]_{r}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)
$$

Let $v_{1}, v_{2}, \ldots, v_{m}$ be independent vectors, and suppose $u$ is a linear combination of the $v_{i}$, say $u=$ $a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{m} v_{m}$ where the $a_{i}$ are scalars. Show that the above representation of $u$ is unique.
ISuppose $\|=b_{1} v_{1}+b_{2} v_{2}+\cdots+b_{m,} v_{m}$ where the $b_{i}$ are scalars. Subtracting,

$$
0=u-u=\left(a_{1}-b_{1}\right) v_{1}+\left(a_{2}-b_{2}\right) v_{2}+\cdots+\left(a_{m}-b_{m}\right) v_{m}
$$

But the $v_{i}$ are linearly independent; hence the coefficients in the above relation are each 0 :

$$
a_{1}-b_{1}=0, \quad a_{2}-b_{2}=0, \ldots, a_{m}-b_{m}=0
$$

Hence $a_{1}=b_{1}, a_{2}=b_{2}, \ldots, a_{m}=b_{m}$ and so the above representation of $u$ as a linear combination of the $v_{i}$ is unique.

Problems 8.130-8.131 refer to the vector $v=(3,1,-4)$ in $\mathbf{R}^{3}$.
8.130 Find the coordinate vector of $v$ relative to the basis. $\dot{f}_{1}=(1,1,1), f_{2}=(0,1,1), f_{3}=(0,0,1)$.

I Sét $v$ as a linear combination of the $f_{i}$ using the unknowns $x, y$, and $z$; i.e., set $v=x f_{1}+y f_{2}+z f_{3}$ :

$$
\begin{aligned}
(3,1,-4) & =x(1,1,1)+y(0,1,1)+z(0,0,1) \\
& =(x, x, x)+(0, y, y)+(0,0, z) \\
& =(x, x+y, x+y+z)
\end{aligned}
$$

Then set the corresponding components equal to each other to obtain the equivalent system of equations

$$
\begin{array}{llr}
x & = & 3 \\
x+y & = & 1 \\
x+y+z & = & -4
\end{array}
$$

having solution $x=3, y=-2, z=-5$. Thus. $[v]_{f}=[3,-2,-5]$.
8.131 Find the coordinate vector of $u$ relative to the usual basis $e_{1}=(1,0,0), e_{2}=(0,1,0), e_{3}=(0,0,1)$.

ISet $v=x e_{1}+y e_{2}+z e_{3}$. using unknowns $x, y$ y: $z \quad(3,1,-4)=x(1,0,0)+y(0,1,0)+z(0,0,1)=$
( $x, y, z$ ). Set corresponding components equal to each other to obtain $-x=3, y=1, z=-4$, This $[v]_{e}=\left[3_{r},-4\right]$. In other words, relative to the usual basis, $[v]_{c}$ has the same components as $v$. [The next problem shows that this result is true in general.]
8.132 Let $v$ be a vector in $K^{n}$. Show that the coordinate vector $[v]$ relative to the usual basis $e_{1}=$ $(1,0, \ldots, 0), e_{2}=(0,1,0, \ldots, 0), \ldots, e_{n}=(0,0, \ldots, 0,1)$ has the same components as $v$.
1 Suppose $v=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. Then $v=x_{1} e_{1}+x_{2} e_{2}+\cdots+x_{n} e_{n}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ : Thus $x_{1}=a_{1}$, $x_{2}=a_{2}, \ldots, \quad x_{n}=a_{a n}$. Accordingly, $\left.\{v\}=\left\{a_{1}, a_{2}, \ldots, a_{u}\right\}\right]$
8. 133 Let $V$ be the vector space of polynomials with degree $\leq 2$ :

$$
V=\left\{a t^{2}+b t+c: a, b, c \in \mathbb{R}\right\}
$$

The polynomials $e_{1}=1, e_{2}=1-1$, and $e_{3}=(t-1)^{2}=t^{2}-2 t+1$ form a basis for $V$. Let $v=$ $2 t^{2}-5 t+6$. Find $[u]_{c}$ : the coordinate vector of $v$ relative to the basis $\left\{e_{1}, e_{2}, e_{3}\right\}$.

1 Set $v$ as a linear combination of the $e_{;}$using the unknowns $x$. $y$. and z, i.e., set $v=x e_{1}+y e_{2}+z e_{5}$ :

$$
\begin{aligned}
2 t^{2}-5 t+6 & =x(1)+y(t-1)+z\left(l^{2}-2 t+1\right) \\
& =x+y t-y+2 t^{2}-2 z t+z \\
& =z t^{2}+(y-2 z) r+(x-y+z)
\end{aligned}
$$

Then set the coefficients of the same powers of $t$ equal to each other:

$$
\begin{array}{rr}
x-y+z=6 \\
y-2 z= & -5 \\
\ldots z= & 2
\end{array}
$$

The solution of the above system is $x=3, y=-1, z=2$. Thus $v=3 e_{1}-e_{2}+2 e_{3}$, and so $[v]_{e}=[3,-1,2]$.

Problems 8.134-8. 137 refer to the basis $u_{1}=(2,1), \quad u_{2}=(1,-1)$ of $\mathbb{R}^{2}$.
8. 134 Find the coordinate vector $[v]$ of $v=(2,3)$.

1 Set $v=x u_{1}+y u_{2}$ to obtain $(2,3)=x(2,1)+y(1,-1)=(2 x+y, x-y)$. Set corresponding components equal to each other to obtain the equations $2 x+y=2$ and $x-y=3$. Solve to obtain $x=\frac{5}{3}, y=-\frac{4}{3}$. Thus $[\nu]=\left[\frac{5}{3},-\frac{4}{3}\right]$.
8.135 Find the coordinate vector $[u]$ where $u=(4,-1)$.

1 Set $u=x u_{1}+y u_{z}$ to obtain $(4,-1)=(2 x+y, x-y)$. Solve $2 x+y=4$ and $x-y=-1$ to get $x=1, y=2$. Hence $[u]=[1,2\}$.
8.136 Find the coordinate vector $\{w\}$ where. $w=(3,-3)$.

1 Set $w=x u_{1}+y u_{2}$ to obtain $(3,-3)=(2 x+y, x-y)$. Solve $2 x+y=3$ and $x-y=-3$ to get $x=0, y=3$. Thus $[w]=[0,3]$.
8.137 Find the coordinate vector $[\boldsymbol{v}]$ where $v=(a, b)$ :

I Set $v=x u_{1}+y u_{2}$ to obtain $(a, b)=(2 x+y, x-y)$. Solve $2 x+y=a$ and $x-y=b$ to obtain $x=(a+b) / 3, y=(a-2 b) / 3$. Thus $[v]=[(a+b) / 3,(a-2 b) / 3]$.

Prablems 8.138-8.139 refer to the basis $\{(1,1,1),(1,1,0),(1,0,0)\}$ of $\mathbf{R}^{3}$.
8.138 Find the coordinates of the vector $v=(4,-3,2)$.

I Set $v$ as a linear combination of the basis vectors using unknown scalars $x, y$, and $z$ :

$$
v=x(1,1,1)+y(1,1,0)+z(1,0,0)
$$

and then solve for the solution vector $(x, y, z)$. TThe solution is unique since the basis vectors are linearly. independent.]

$$
(4,-3,2)=x(1,1,1)+y(1,1,0)+z(1,0,0)=(x+y+z, x+y, x)
$$

Set corresponding components equal to each other to obtain the system $x+y+z=4, x+y=-3, x=2$ Substitute $x=2$ into the second equation to oblain $y=-5$; then put $x=2, y=-5$ into the first equation to obrain $z=7$. Thus $x=2, y=-5, z=7$ is the unique sotution to the system. Thus $[\nu]=[2,-5,7]$
8.139 Find the coordinate vector $[w]$ where $w=(a, b, c)$.

I Set $w$ as a linear combination of the basis vectors:

$$
(a, b, c)=x(1,1,1)+y(1,1,0)+z(1,0,0)=(x+y+z, x+y, x)
$$

Then $x+y+z=a, x+y=b, x=c$. Solve to get $x=c, y=b-c, z=a-b$. Thus $[w]=|c, b-c, a-b|$.

8.140 Find the coordinate vector $[A]_{s}$ of the matrix $A$ relative to the basis

$$
B=\left\{\left(\begin{array}{ll}
\overline{1} & 1 \\
1 & 1
\end{array}\right),\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right),\left(\begin{array}{rr}
1 & -1 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\right\}
$$

I Set $A$ as a linear combination of the matrices in the basis using unknown scalars $x, y, z, t$ :

$$
\begin{aligned}
A=\left(\begin{array}{rr}
2 & 3 \\
4 & -7
\end{array}\right) & =x\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)+y\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)+z\left(\begin{array}{rr}
1 & -1 \\
0 & 0
\end{array}\right)+i\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \\
& =\left(\begin{array}{ll}
x & x \\
x & x
\end{array}\right)+\left(\begin{array}{rr}
0 & -y \\
y & 0
\end{array}\right)+\left(\begin{array}{rr}
z & -z \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \\
& =\left(\begin{array}{cc}
x+z+t & x-y-z \\
x+y & x
\end{array}\right)
\end{aligned}
$$

Set corresponding entries equal to each other to obtain the system $x+z+t=2, x-y-z=3, x+y=4$, $x=-7$ from which $x=-7, y=11, z=-21, t=30$. Thus $[A]=[-7,11,-21,30]$. [Note that the coordinate vector of $A$ must be a vector in $R^{4}$ since $\operatorname{dim} V=4$.]
8.141 Find the coordinate vector $[A]_{E}$ of the matrix $A$ relative to the usual basis of $V$; that is, the basis

$$
\begin{gathered}
E=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\right\} \\
\left(\begin{array}{rr}
2 & 3 \\
4 & -7
\end{array}\right)=x\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)=y\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)=z\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)=x\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
x & y \\
z & i
\end{array}\right)
\end{gathered}
$$

Thus $x=2, y=3, z=4, f=-7$. Hence $\{A]_{E}=[2,3,4,-7]$, whose components are the elements of $A$ writen row by row.

Remark: The above result is true in general, i.e., if $A$ is any $m \times n$ matrix in the vector space $V$ of $m \times n$ matrices over a field $K$, then the coordinate vector $[A]$ of $A$ relative to the usual basis of $V$ is the $m n$ coordinate vector in $K^{m n}$ whose components are the elements of $A$ written row by row.
3.142 Determine whether the following matrices are dependent or independent:

$$
A=\left(\begin{array}{rrr}
1 & 2 & -3 \\
4 & 0 & 1
\end{array}\right) \quad B=\left(\begin{array}{rrr}
1 & 3 & -4 \\
6 & 5 & 4
\end{array}\right) \quad C=\left(\begin{array}{rrr}
3 & 8 & -11 \\
16 & 10 & 9
\end{array}\right)
$$

I The coordinate vectors of the above matrices relative to the usual basis are as follows:

$$
[A\}=[1,2,-3,4,0,1] \quad[B]=[1,3,-4,6,5,4] \quad[C]=[3,8,-11,16,10,9]
$$

Form the matrix $M$ whose rows are the above coordinate vectors:

$$
M=\left(\begin{array}{rrrrrr}
1 & 2 & -3 & 4 & 0 & 1 \\
1 & 3 & -4 & 6 & 5 & 4 \\
3 & 8 & -11 & 16 & 10 & 9
\end{array}\right)
$$

Row reduce $M$ to echelon form:

$$
M \text { to } \quad\left(\begin{array}{rrrrrr}
1 & 2 & -3 & 4 & 0 & 1 \\
0 & 1 & -1 & 2 & 5 & 3 \\
0 & 2 & -2 & 4 & 10 & 6
\end{array}\right) \text { to }\left(\begin{array}{rrrrrr}
1 & 2 & -3 & 4 & 0 & 1 \\
0 & 1 & -1 & 2 & 5 & 3 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

Since the echelon matrix has only two nonzero rows, the coordinate vectors $\{A], \mid B\}$, and $[C]$ generate a space of dimension 2 and so are dependent. Accordingly, the original matrices $A, B$, and $C$ are dependent.
8.143 Let $W$ be the vector space of $2 \times 2$ symmetric matrices over $R$. [See Problem 8.60.] Find the coordinate vector of the matrix $A=\left(\begin{array}{rr}4 & -11 \\ -11 & -7\end{array}\right)$ relative to the basis $\left\{\left(\begin{array}{rr}1 & -2 \\ -2 & 1\end{array}\right)=\left(\begin{array}{ll}2 & 1 \\ 1 & 3\end{array}\right) \cdot\left(\begin{array}{rr}4 & -1 \\ -1 & -5\end{array}\right)\right\}$.
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I Set $A$ as a linear combination of the matrices in the basis using unknown scalars $x, y$, and $z$ :

$$
A=\left(\begin{array}{rr}
4 & -11 \\
-11 & -7
\end{array}\right)=x\left(\begin{array}{rr}
1 & -3 \\
-2 & 1
\end{array}\right)+y\left(\begin{array}{ll}
2 & 1 \\
1 & 3
\end{array}\right)+z\left(\begin{array}{rr}
4 & -1 \\
-1 & -5
\end{array}\right)=\left(\begin{array}{cc}
x+2 y+4 z & -2 x+y-z \\
-2 x+y-z & x+3 y-5 z
\end{array}\right)
$$

Set corresponding entries equal to each other to obtain the equivalent system of linear equations and reduce to echelon form:

$$
\begin{array}{rlrlrl}
x+2 y+4 z & =4 & x+2 y+4 z & =4 \\
-2 x+y-z & =-11 \\
2 x+y-z & =-11 & \text { or } & 5 y+7 z & =-3 \\
x+3 y-5 z & =-7 & y-9 z & =-11 & \text { or } & x+2 y+4 z=4 \\
x+7 z & =-3 \\
& & 52 z=52
\end{array}
$$

We obtain $z=1$ from the third equation, then $y=-2$ from the second equation, and then $x=4$ from the first equation. Thus the solution of the system is $x=4, y=-2, z=1$; hence $|A|=$ $[4,-2,1]$. [Since dim $W=3$ by Problem 8.60, the coordinate vector of $A$ must be a vector in $R^{3}$.]
8.144 Let $\left\{e_{1}, e_{2}, e_{3}\right\}$ and $\left\{f_{1}, f_{2}, f_{3}\right\}$ be bases of a vector space $V$ (of dimension 3). Suppose

$$
\begin{align*}
& e_{1}=a_{1} f_{1}+a_{2} f_{2}+a_{3} f_{3} \\
& e_{2}=b_{1} f_{1}+b_{2} f_{2}+b_{3} f_{3} \\
& e_{3}=c_{1} f_{1}+c_{2} f_{2}+c_{3} f_{3}
\end{align*} \quad \text { and } \quad p=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}  \tag{1}\\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

Here $P$ is the matrix whose rows are the coordinate vectors of $e_{1}, e_{2}$, and $e_{3}$, respectively, refative to the basis $\left\{f_{i}\right\}$. Show that, for any vector $v \in V,[v]_{\varepsilon} P=[v\}_{f}$. That is, multiplying the coordinate vecior of $v$ relative to the basis $\left\{e_{i}\right\}$ by the matrix $P$; we obtain the coordinate vector of $v$ relative to the basis $\left\{f_{i}\right\}$. [The matrix $P$ is frequently called the change of basis matrix.]
1 Suppose $v=r e_{1}+s e_{2}+i e_{3}$; then $[~ j]_{e}=(r, s, t)$. Using ( 1 ), we have

$$
\begin{aligned}
u & =r\left(a_{1} f_{1}+a_{2} f_{2}+a_{3} f_{3}\right)+s\left(b_{1} f_{1}+b_{2} f_{2}+b_{3} f_{3}\right)+i\left(c_{1} f_{1}+c_{2} f_{2}+c_{3} f_{3}\right) \\
& =\left(r a_{1}+s b_{1}+i c_{1}\right) f_{1}+\left(r a_{2}+s b_{2}+i c_{2}\right) f_{2}+\left(r a_{3}+s b_{3}+c c_{3}\right) f_{3}
\end{aligned}
$$

Hence

$$
[v]_{f}=\left(r a_{1}+s b_{1}+i c_{1}, r a_{2}+s b_{2}+i c_{2}, r a_{3}+s b_{3}+i c_{3}\right)
$$

On the other hand,

$$
\begin{aligned}
{[v]_{1} P } & =(r, s, t)\left\{\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right\} \\
& =\left(r a_{1}+s b_{3}+t c_{1}, r a_{2}+s b_{2}+t c_{2}, r a_{3}+s b_{3}+t c_{3}\right\}
\end{aligned}
$$

Accordingly, $\quad[\nu\}_{e} P=[\nu]_{f}$.
Remark: In Chaplers 9-11 we shall write coardinate vectors as column vectors rather than as row vectors. Then, by above,

$$
Q\{v]_{c}=\left(\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right)\left(\begin{array}{l}
s \\
s \\
1
\end{array}\right)=\left(\begin{array}{c}
r a_{1}+s b_{3}+c c_{1} \\
r a_{2}+s b_{2}+c c_{2} \\
x a_{3}+s b_{3}+c c_{3}
\end{array}\right)=[v]_{\}}
$$

where $Q$ is the matrix whose columns are the coordinate vectors of $e_{1}, e_{2}$, and $e_{3}$, respectively, relative to the basis $\left\{f_{i}\right\}$. Note that $Q$ is the transpose of $P$ and that $Q$ appears on the left of the column vector $[v]_{\text {, whereas }} P$ appears on the right of the row vector $\{u\}_{\text {. }}$.

Problems 8.145-8.150 refer to the basis $B=\left\{1,1-1,(1-t)^{2},(1-t)^{3}\right\}$ of the yector space $V$ of potynomials in $t$ of degree $\leq 3$ and the polynomials:

$$
u=2-3 t+i^{2}+2 t^{3} \quad v=3-2 t-t^{2} \quad v=a+b t+c t^{2}+d t^{3}
$$

S.145 Find the coordinate vector [ $u$ ] relative to the basis $B$ of $V$.

- Set $u$ as a linear combination of the basis vectors using unknowns $x, y, z, s$ :

$$
\begin{aligned}
u & =2-3 t+t^{2}+2 t^{3}=x(1)+y(1-t)+z(1-t)^{2}+s(1-t)^{3} \\
& =x(1)+y(1-t)+z\left(1-2 t+t^{2}\right)+s\left(1-3 t+3 t^{2}-t^{3}\right) \\
& =x+y-y t+z-2 z t+z t^{2}+s-3 s t+3 s t^{2}-s t^{3} \\
& =(x+y+z+s)+(-y-2 z-3 s) t+(z+3 s) t^{2}+(-s) t^{3}
\end{aligned}
$$

Then set the coefficients of the same powers of $t$ equal to each other:

$$
x+y+z+s=2 . \quad-y-2 z-3 s=-3 \quad z+3 s=1 \quad-s=2
$$

The solution is $x=2, \quad y=-5, z=7, s=-2$. Thus $[u]=[2,-5,7,-2]$.
8.146 Find the coordinate vector [ $u$ ] relative to the basis $\left\{1, t, t^{2}, r^{3}\right\}$ of $V$.

IThe basis consists of the powers of $t$; hence simply write down the corresponding coefficients to obtain $[u]=[2,-3,1,2]$.
8.147 Find the coordinate vector [ $w$ ] relative to the above basis $B$ of $V$ :

I Set $w$ as a linear combination of the basis vectors using unknowns $x, y, z, s$ :
$w=3-2 t-t^{2}=x(1)+y(1-t)+z(1-t)^{2}+s(1-t)^{3}=(x+y+z+s)+(-y-2 z-3 s) t+(z+3 s) t^{2}+(-s) t^{3}$
Then set the coefficients of the same powers of $t$ equal to each other:

$$
x+y+z+s=3 \quad-y-2 z-3 s=-2 \quad z+3 s=-1 \quad-s=0
$$

The solution is $x=0, y=4, z=-1, s=0$. Thus $[i v]=[0,4,-1,0]$.
8.148 Find the coordinate vector [ $1 v$ ] relative to the basis $\left\{t^{3}, t^{2}, t, 1\right\}$ of $V$.

IThe basis consists of the powers of $t$, hence write down the corresponding coefficients to obtain $[v]=[0,-1,-2,3]$
8.149 Find the coordinate vector $[v]$ relative to the above basis $B$ of $V$.

- Sett $v$ as a linear combination of the basis vectors using unknowns $x, y, z, s$ :

$$
\begin{aligned}
v & =a+b t+c t^{2}+d t^{3}=x(1)+y(1-t)+z(1-t)^{2}+s(1 \div t)^{3} \\
& =(x+y+z+s)+(-y-2 z-3 s) \iota+(z+3 s) t^{2}+(-s) t^{3}
\end{aligned}
$$

Then sel the coefficients of the same powers of $t$ equal to each other:

$$
x+y+z+s=a \quad-y-2 z-3 s=b \quad z+3 s=c \quad-s=d
$$

The solution is $x=a+b+c+d, y=-b-2 c-3 d, z=c+3 d, s=-d$. Thes

$$
\{c]=[a+b+c+d . \quad-b-2 c-3 d, \quad c+3 d,-d]
$$

8.150 Find the coordinate vector $\{v\}$ relative $(a)$ to the basis $\left\{1, t, t^{2}, t^{3}\right\}$ of $V$. (b) to the basis $\left\{t^{3}, t^{2}, t, 1\right\}$ of $V$. [The bases are distinct since the orders of the elements are different.]
IIn each case, write down the corresponding coefficients of the basis vectors: (a) $\{\in]=\{d, c, b, a]$, ( $b$ ). $[v\}=\{a, b, c, d\}$.
8.151 Show that the coordinate vector of $Q \in V$ relative to any basis of $V$ is always the zero-n-tuple. i.e.. $[0]=\{0,0 \ldots . .0\}$.

1. Let $\left\{u_{1}, u_{2} \ldots \ldots u_{n}\right\}$ be a basis of $V$. Suppose $0=a_{1} u_{1}+\cdots+a_{n} u_{n}$. Since the us, are linearly independent. $a_{1}=0 . \ldots \ldots a_{n} \equiv 0$. Hence $\left.\mid 0\right]=[0.0 \ldots .0]$.
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8.152 Suppose $V$ and $V^{\prime}$ are vector spaces over the same field $K$. Define an isomorphism between $V$ and $V^{\prime}$, and define isomorphic vector spaces.

I Suppose $f: V \rightarrow V^{\prime}$ is a one-to-one correspondence, i.e., suppose $f$ is one-to-one and onto. Then $f$ is called an isomorphism between $V$ and $V$ ' if $f$ "preserves" the vector space operations of vector addition and scalar muttiplication; i.e., for every $v, \overline{\bar{w}} \in V$ and for any scalar $k \in K, f(v+w)=f(v)+f(w)$ and $f(k v)=k f(v)$. In such a case, we say that $V$ and $V^{\prime}$ are isomorphic vector spaces and write $V \approx V^{\prime}$.

Theorem 8.12: Let $V$ be an $n$-dimensional vector space over a field $K$. Then $V$ and $K^{n}$ are isomorphic.
8.153 Prove Theorem 8.12.
$\|$ Let $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a basis of $V$. Then to each vector $v \in V$, there corresponds the $n$-tuple $\{v\}$, in $K^{n}$. On the other hand, for any vector $\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in K^{n}$, there exists a vector in $V$ of the form $a_{1} e_{1}+\cdots+a_{n} e_{n}$. Thus the basis $\left\{e_{i}\right\}$ determines a one-to-one correspondence between the vectors in $V$ and the $n$-tuples in $K^{n}$. Observe also that if
and

$$
\begin{array}{lll}
v=a_{1} e_{1}+\cdots+a_{n} e_{n} & \text { corresponds to } & \left(a_{1}, \ldots, a_{n}\right) \\
w=b_{1} e_{1}+\cdots+b_{n} e_{n} & \text { corresponds to } & \left(b_{1}, \ldots, b_{n}\right)
\end{array}
$$

then

$$
0+w=\left(a_{1}+b_{1}\right) e_{1}+\cdots+\left(a_{n}+b_{n}\right) e_{n} \quad \text { corresponds to } \quad\left(a_{1}, \ldots, a_{a}\right)+\left(b_{1}, \ldots, b_{n}\right)
$$

and, for any scalar $k \in K$,

$$
k v=\left(k a_{1}\right) e_{1}+\cdots+\left(k a_{n}\right) e_{n} \quad \text { corresponds to } \quad k\left(a_{1}, \ldots, a_{n}\right)
$$

That is,

$$
[v+w]_{c}=[v]_{c}+[w]_{c} \quad \text { and }:[k v]_{c}=k[v]_{c}
$$

Thus the above one-io-one correspondence between $V$ and $K^{n}$ preserves the vector space operations of vector addition and scalar multiplication. Thus $V$ and $K$ are isomorphic, written $V \approx K^{\circ}$.
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We call this set the graph of $f$. We note that two functions $f: A \rightarrow B$ and $g: A \rightarrow B$ are equal if and only if they have the same graph. Thus we do not distinguish between a function and its graph.

Problems 9.9-9.14 refer to the mapping ffrom $A=\{a, b, c, d\}$ into $B=\{x, y, z, w\}$ defined by Fig. 9-1.


Fig. 9-1
9.9 Find the image of each element of $A$.

IThe arrow indicates the image of an element. Thus $f(a)=y, f(b)+x, f(c)=z$, and $f(d)=y$.
9.10 Find the image of $f$.

1. The image $f(A)$ of $f$ consists of all image values. Only $x, y$, and $z$ appear as image values; hence $f(A)=\{x, y, z\}$.
9.11 Find $\{S\}$ where $S=\{a, b, d\}$.
| $f(S)+f(\{a, b, d\})=\{f(a), f(b), f(d)\}=\{y, x, y\}=\{x, y\}$
2. 12 Find $f^{-1}(T)$ where $T=\{y, z\}$.

1 The elements $a, c$, and $d$ have images in $T$, hence $f^{-1}(T)=\{a, c, d\}$.
9. 13 Find $f^{-1}(w)$.

1 No element has the image $w$ under $f$; hence $f^{-1}(w)=\varnothing$, the empty set.
9.14 Find the graph of $f$, i.e., write $f$ as a set of ordered pairs.

IThe ordered pairs $(a, f(a))$, where $a \in A$, form the graph of $f$. Thus $f=f(a, y),(b, x),(c, z)$; (d, yll).

Problems $9.15-9.17$ refer to the set $A=\{1,2,3,4,5\}$, and the function $f: A \rightarrow A$ defined by Fig. 9-2.


Fig. 92:
9.15 Find the image of each element of $A$.

I The arrow indicates the image of an element; thus $f(1)=3, f(2)=5, f(3)=5, f(4)=2, f(5)=3$.
9.16 Find the image $f(A)$ of the function $f$.

1 The image $f(A)$ of $f$ consists of all the image values. Now only 2,3 , and 5 appear as the image of any elements of $A$; bence $f(A)=\{2,3,5\}$.
9.17 Find the graph of $f$, i.e., write $f$ as a set of ordered pairs.

IThe ordered pairs $(a, f(a))$, where $a \in A$, form the graph of $f$. Thus $f=\{(1,3),(2,5),(3,5)$, $(4,2),(5,3)\}$.

Problems 9.18-9.20 refer to sets $A=\{a, b, c\}$ and $B=\{x, y, z\}$ and Fig. 9-3.
$\sigma$
9.23 Does $g$ define a function $g: X \rightarrow X$ ?

I No. The element $2 \in X$ does not appear as the first coordinate in any ordered pair in $g$.
9.24 Does $h$ define a function $h: X \rightarrow X$ ?

Fig. 9.3
9.18 Does Fig. 9-3(a) define a function from $A$ into $B$ ?
$\int$ No. There is nothing assigned to the element $b \in A$.
9.19 Does Fig. 9-3(b) define a function from $A$ into $B$ ?
i' No. Two elements, $x$ and $z$, are assigned to $c \in A$.
9.20 Does Fig. 9-3(c) define a function from $A$ into $B$ ?

Yes, since each element of $A$ is assigned a unique element of $B$.
9.2 Let $f$ be a subset of $A \times B$. When does $f$ define a function from $A$ into $B$ ?

- A subset $f$ of $A \times B$ is a function $f: A \rightarrow B$ if and only if each $a \in A$ appears as the first coordinate in exactly one ordered pair in $f$.

Problems 9.22-9.24 refer to the set $X=\{1,2,3,4\}$ and the following subsets of $X \times X$ :

$$
\begin{gathered}
f=\{(2,3),(1,4),(2,1),(3,2),(4,4)\} \quad g=\{(3,1),(4,2),(1,1)\} \\
h=\{(2,1),(3,4),(1,4),(2,1),(4,4)\}
\end{gathered}
$$

9.22 Does $f$ define a function $f: X \rightarrow X$ ?

I No. Two different ordered pairs $(2,3)$ and $(2,1)$ in $f$ have the same number 2 as their first coordinate.
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I Yes. Athough $2 \in X$ appears as the first coordinate in two ordered pairs in $h$, these two ordered pairs are equat.
9.25 Let $A$ be the set of students in a school. Determine which of the following assignments defines a mapping on $A$ :
(a) To each student assign his or her age
(b) To each student assign his or her teacher
(c) To each student assign his or her sex
(d). To each student assign his or her spouse.

1 A collection of assignments is a mapping on $A$ providing each element $a \in A$ is assigned exactly one element. Thus
(a) Yes, because each student has one and only one age.
(b) Yes, if each student has only one teacher; no, if any student has more than one teacher.
(c) Yes.
(d) No, if some student is not married.
9.26 Let $f: \mathbf{R} \rightarrow \mathbf{R}$ be the mapping which assigns to each real number $x$ its square $x^{2}$. Describe different ways of defining $f$.

I The function $f$ may be described by any of the following:

$$
f(x)=x^{2} \quad \text { or } \quad x \mapsto x^{2} \quad \text { or } \quad y=x^{2}
$$

Here the barred arrow $\rightarrow$ is read "goes into." In the last notation, $x$ is called the independent variable and $y$ is called the dependent variable since the value of $y$ will depend on the value that $x$ takes.

Remark: Whenever a function $f$ is given by a formula using the independent variable $x$, as above, we assume unless otherwise stated or implied that $f$ is a function from $\mathbf{R}$ [or the largest subset of $\mathbf{R}$ for which $f$ has meaning] into R. [See Section 9.2.]

Problems 9.27-9.30 refer to the above function $f(x)=x^{2}$.
9.27 Find the value of $f$ at $5,-4$, and 0 .
( $f(5)=5^{2}=25, f(-4)=(-4)^{2}=16, f(0)=0^{2}=0$.
9.28. Find (a) $f(y+2)$, (b) $f(x+h)$.
( (a) $f(y+2)=(y+z)^{2}=y^{2}+4 y+4$,
(b) $f(x+h)=(x+h)^{2}=x^{2}+2 x h+h^{2}$.
9.29 Find $\mid f(x+h)-f(x)] / h$.

- $f f(x+h)-f(x) \mid / h=\left(x^{2}+2 x h+h^{2}-x^{2}\right) / h=\left(2 x h+h^{2}\right) / h=2 x+h$.

930 Find lm $f$. the image of $f$.
| Every nonnegative real number $a$ is the square of $\sqrt{a}$ and the square of any number cannot be negative. Hence $\operatorname{lm} f=f x: x \geq 0\}$, i.e., the set of nannegative real numbers.
9.37 Find the number of functions from $X=\{a, b\}$ into $Y=\{1,2,3\}$.

IThere are three choices for the image of $a$, and there are three choices for the image of $b$; kence there are $3 \cdot 3=3^{2}=9$ possible functions from $X$ inio $Y$.
9.32 Suppose $X$ has $\mid X F$ elements and $Y$ has $|y|$ elements. Show that there are $|Y|^{[x]}$ functions fron $X$ into $Y$. [For this reason. one frequenty writes $\boldsymbol{Y}^{X}$ for the coltection of all functions from $X$ into $Y$. $\}$

IThere are $|Y|$ choices for the image of each of the $|X|$ elements of $X$; hence there are $|Y|^{\mid x\}}$ possible functions from $X$ into $Y$.
9.33 Let $A$ be any nonemply set. Define the identity mapping on $A$.

1 The identity mapping on $A$, denoted by $I_{A}$, is the mapping defined by $1_{A}(x)=x$ for every $x \in A$.
.9.34 Let $A=\{1,2,3, \ldots, 9\}$. Find $I_{A}(3), I_{A}(6)$, and $I_{A}(9)$.
$I$ Under the identity map, the image of an element is the element itself; so $I_{A}(3)+3, I_{A}(6)=6$, $1_{A}(8)=8$.
9.35 Define a constant map.

I Let $f$ be a function with domain $A$. Then $f$ is a constant map if every $a \in A$ is assigned the same element.
9.36 Given sets $A$ and $B$, now many constant maps are there from $A$ into $B$ ?

1 Each $b \in B$ defines the constant map $f(x)=b$ for every $x \in A$. Hence there are $|B|$ constant maps where $|B|$ denotes the number of elements in $B$.
9.37 Let $S$ be a subset of $A$ and let $f: A \rightarrow B$. Define the restriction of $f$ to $S$.
$I$ The restriction of $f$ to $S$ is the mapping $\hat{f}: S \rightarrow B$ defined by $f(s)=f(s)$ for every $s \in S$. One usually writes $\left.f\right|_{s}$ to denote the restriction of $f$ to $S$.
9.38 ${ }^{-}$Lei $f: \mathbf{R} \rightarrow \mathbf{R}$ be defined by $f(x)=x^{2}$. Let $\hat{f}: N \rightarrow \mathbf{R}$ be the restriction of $f$ to $N$, i.e., let $\hat{f}=\left.f\right|_{N^{\prime}}$. Find $f(4), f(-3)$, and $f\left(\frac{1}{2}\right)$.
(By definition, $f(n)=f(n)$ for every, $n \in N$. Thus $\hat{f}(4)=f(4)=4^{2}=16$ and $\tilde{f}(-3)=f(-3)=$ $(-3)^{2}=9$. However, $\hat{f}\left(\frac{1}{2}\right)$ is not defined since $\frac{1}{2}$ is not in the domain of $\hat{f}$.

### 9.2 REAL-VALUED FUNCTIONS

This section covers real-valued functions, i.e., functions $f$ which map sets into $R$. Frequently, the domain of $f$ is $\mathbf{R}$ itself or a subset of $\mathbf{R}$ and hence can be plotted in the coordinate plane $\mathbf{R} \times \mathbf{R}=\mathbf{R}^{\mathbf{2}}$. We also use the following notation for intervals from $a$ to $b$ where $a$ and $b$ are real numbers such that $a<b$ :
$[a, b]=\{x: a \leq x \leq b\}$. called the closed interval from $a$ to $b$
$[a, b)=\{x: a \leq x<b\}$, called a half-open interval from $a$ to $b$
$(a, b]=\{x: a<x \leq b\}$. called a half-open interval from $a$ to $b$
$(a, b)=\{x: a<x<b\}$. called the open interval from $a$ to $b$
9.39 What is the domian $D$ of a real-valued function $f(x)$ [where $x$ is a real variable] when $f(x)$ is given by a formula?

I The domain $D$ consists of the largest subset of $\mathbf{R}$ for which $f(x)$ has meaning and is reat, unless otherwise specificd.
9.40 Find the domain $D$ of the function $f(x)=1 f(x-2)$.
$\int f$ is not defined for $x-2=0$, i.e.. for $x=2$; bence $\left.D=R \backslash 2\right\}$.
9.41. Find the dominn $D$ of the function $g(x)=x^{2}-3 x-4$.

I $g$ is delined for every real number; hence $D=\mathbf{R}$.
9.42 Find the domain $D$ of the function $h(x)=\sqrt{25-x^{2}}$.

I $h$ is nol definet when $25-x^{2}$. is negative; hence $D=\{-5.5\}=\{x:-5 \leq x \leq 5\}$.
9.43 Find the domain $D$ of the function $f(x)=x^{2}$ where $0 \leq x \leq 2$.

1 Although the formula for $f$ is meaningful for every real number, the domain of $f$ is explicity given as $\boldsymbol{D}=\{x: 0 \leq x \leq 2\}$.

Problems 9.44-9.49 refer to the following functions from $\mathbf{R}$ into. $\boldsymbol{R}$ :
(i) To each number let $f$ assign its cube.
(ii) To each number let $g$ àssign the number 5 .
(iii) To each positive number let $h$ assign its square, and to each nonpositive number let $h$ assign the number 6.
9.44 Use a formula to define $f$.

1. Since $f$ assigns to any number $x$ its cube $x^{3}$, we can define $f$ by $f(x)=x^{3}$.
9.45 Find the value of $f$ at $4,-2$, and 0 .

- $f(4)=4^{3}=64, f(-2)=(-2)^{3}=-8, f(0)=0^{3}=0$.
9.46 Use a formula to define $g$.

1 Since $g$ assigns 5 to any number $x$, we can define $g$ by $g(x)=5$.
9.47 Find the image of $4,-2$, and 0 under $g$.

- The image of every number is 5 , so $g(4)=5, g(-2)=5, g(0)=5$.
9.48 Use a formula to define $h$.
- Two different rules are used to define $h$ as follows:

$$
h(x)=\left\{\begin{array}{lll}
x^{2} & \text { if } & x>0 \\
6 & \text { if } & x \leq 0
\end{array}\right.
$$

9.49. Find $h(4), h(-2)$, and $h(0)$.

- Since $4>0, h(4)=4^{2}=16$. On the other hand, $-2,0 \leq 0$ and so $h(-2)=6, h(0)=6$.

Problems $9.50-9.54$ refer to the function $f: \mathbf{R} \rightarrow \mathbf{R}$ defined by $f(x)=x^{3}$.
9.50 . Find $f(3)$ and $f(-5)$.

- $f(3)=3^{3}=27, f(-5)=(-5)^{3}=-125$.
9.51 Find $f(y)$ and $f(y+1)$.
- $f(y)=(y)^{3}=y^{3}, f(y+1)=(y+1)^{3}=x^{3}+3 y^{2}+3 y+1$.
9.52 Find $f(x+h)$.
f $f(x+h)=(x+h)^{3}=x^{3}+3 x^{2} h+3 x h^{2}+h^{2}$.
9.53 Find $\{f(x+h)-f(x) \mid / h$.

ใ. $[f(x+h)-f(x)] / \hbar=\left(x^{3}+3 x^{2} h+3 x h^{2}+h^{3}-x^{3}\right) / h=\left(3 x^{2} h+3 x h^{2}+h^{3}\right) / h=3 x^{2}+3 x h+h^{3}$.
9.54 Sketch the graph of $f$.

I Since $f$ is a polynomial function, it can be sketched by first ploting some points of its graph and then drawing a smooth curve through these points as in Fio. 9-4.
$\because$

| $x$ | $f(x)$ |
| :---: | :---: |
| -3 | -27 |
| -2 | -8 |
| -1 | -1 |
| 0 | 0 |
| 1 | 1 |
| 2 | 8 |
| 3 | 27 |



Graph of $f(x)=x^{3}$

Fig. 9-4
Sketch the graph of $f(x)=3 x-2$.
I Since $f$ is linear, only two points (three as a check) are needed to sketch its graph. Set up a table with three values of $x$, say, $x=-2,0,2$ and find the corresponding values of $f(x)$ :

$$
f(-2)=3(-2)-2=-8 \quad f(0)=3(0)-2=-2 \quad f(2)=3(2)-2=4
$$

Draw the line through these points as in Fig. 9-5.


Graph of $f$
Fig. 9-5
Problems 9.56-9.58 refer to the function $g(x)=x^{2}+x-6$
9.56 Sketch the graph of $g$.

- Set up a table of values for $x$ and then find the corresponding values of the function. Plot the points in a coordinate diagram and then draw a smooth continuous curve through the points as in Fig. 9-6.


Graph of $g$
Fig. 9-6
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9.57 Find $g^{-1}(14)$.

1 Set $g(x)=14$ and solve for $x$ :

$$
x^{2}+x-6=14 \quad \text { or } \quad x^{2}+x-20=0 \quad \text { or } \quad(x+5)(x-4)=0
$$

Thus $x=-5$ and $x=4$. In other words, $g^{-1}(-4)=-5,4$.
9.58 . Find $g^{-1}(-8)$.

1 Set $g(x)=-8$ and solve for $x: x^{2}+x-6=-8$ or $x^{2}+x+2=0$. Using the quadratic formula, the discriminant $D=b^{2}-4 a c=1^{2}-4 \cdot 1 \cdot 2=-7$ is negative and hence there are no real solutions. Thus $g^{-1}(-8)=\varnothing$, the empty set.
9.59 Sketch the graph of $h(x)=x^{3}-3 x^{2}-x+3$.

1 Draw a smooth continuous curve through some of the points of the graph of $h$ as in Fig. 9-7.


Graph of $h$

Fig. 9-7
9.60 Let $f$ be a subset of $\mathbf{R} \times \mathbf{R}$. State a geometrical condition for $f$ to be a function from $\mathbf{R}$ into $\mathbf{R}$.

The graph $f$ is a function from $\mathbf{R}$ into $\mathbf{R}$ if every vertical line intersects the graph in exactly one point.

Problems 9.61-9.66 refer to Fig. 9-8.

9:61 Does Fig: 9-8(a): define a function from $\mathbf{R}$ into $\mathbf{R}$ ?
I Yes, since every vertical line intersects the graph in exactly one point.

Does Fig. $9-8(b)$ deine a function from $R$ into $R$ ?
I Yes, since every vertical line intersects the graph in exactly one point.

Does Fig. 9-8(c), define a function from $R$ into $R$ ?
INo. since some vertical lines intersect the graph in more than one point.

## 236 CHAPTER 9

9.71 Let $S$ be the line $x=y=z$ in $\mathbf{R}^{3}$. Find $F(S)$.

I Use Problem 9.70 to get $F(S)=\left\{\left(a^{2}, a^{2}\right): a \in \mathbf{R}\right\}=\{(b, b): b \geq 0\}$.
9.72 Find all vectors $v \in R^{3}$ such that $F(v)=0$, i.e., find $F^{-1}(0,0)$.

I Set $F(v)=0$ where $\bar{v}=(x, y, z)$, and then solve for $x, y, z$.

$$
F(x, y, z)=\left(y z, x^{2}\right)=(0,0) \quad \text { or } \quad y z=0 \quad \text { and } \quad x^{2}=0
$$

Thus $x=0$ and either $y=0$ or $z=0$. In other words, $x=0, y=0$ or $x=0, z=0$. Accordingly, $v$ lies on the $z$ axis or the $y$ axis.

Problems 9.73-9.78 refer to the mapping. $G: \mathbf{R}^{3} \rightarrow \mathbf{R}^{\mathbf{2}}$ defined by

$$
G(x, y, z)=(x+2 y-4 z, 2 x+3 y+z)
$$

9.73 Find $G(4,5,-2)$.

I $G(4,5,-2)=(4+10+8,8+15-2)=(22,21)$.
9.74 . Find $G(1,-5,3)$.

- $G(1,-5,3)=(1-10-12,2-15+3)=(-21,-10)$.
9.75 Find $G(0)$ [where $0=(0,0,0)$ ].
- $G(0)=G(0,0,0)=(0+0+0,0+0+0)=(0,0)=0$.
9.76 Find $G(a, a, \dot{a})$.

I $G(a, a, a)=(a+2 a-4 a, 2 a+3 a+a)=(-a, 6 a)$.
9.77 Find $G(14,-9,-1)$.

I $G(14,-9,-1)=(14-18+4,28-27-1)=(0,0)$.
9.78 Find $G^{-1}(3,4)$.

I Set $G(x, y, z)=(3,4)$ to get the system

$$
\begin{aligned}
x+2 y-4 z & =3 \\
2 x+3 y+z & =4
\end{aligned} \quad \text { or } \quad \begin{aligned}
x+2 y-4 z & =3 \\
-y+9 z & =-2
\end{aligned} \quad \text { or } \quad \begin{aligned}
x+2 y-4 z & =3 \\
-y & -9 z
\end{aligned}
$$

Here $z$ is a free variable. Set $z=a$ to obtain the general solution:

$$
x=-14 a-1 \quad y=9 a+2 \quad z=a
$$

In other words, $G^{-1}(3,4)=\{(-14 a-1,9 a+2, a)\}$, where $a \in \mathbf{R}$.

Problems 9.79-9.84 refer to the mapping $H: \mathbf{R} \rightarrow \mathbf{R}^{3}$ defined by $H(r)=\left(2 t, r^{2}, 3 t+5\right)$. [Such a mapping from $\mathbf{R}$ into $\mathbf{R}^{n}$ is called a curve in $\mathbf{R}^{\prime \prime}$. This curve is sometimes presented in the form $x=2 t$, $\left.y=t^{2}, \quad z=3 t+5.\right]$
9.79 Find $H(0)$.

I $H(0)=\left(0,0^{2}, 0+5\right)=(0,0,5)$.
9.80 . Find $H(2)$.

$$
f(2)=\{4,4,6+5\}=(4,4,11)
$$

Find $H(1,2 ; 3)$.
IThe domain of $H$ is $R$, hence $H(1,2,3)$ is not defined.
9.82 Find $H^{-1}(8)$.

1. The co-domain of $H$ is. $\mathrm{R}^{3}$, so $H^{-1}(8)$ is not defined.
9.83 Find $H^{-1}(v)$ where $v=(6,9,14)$.

- Set $H(t)=v$ and solve for $t$ :

$$
\left(2 t, t^{2}, 3 t+5\right)=(6,9,14) \quad \text { or } \quad 2 t=6, \quad t^{2}=9, \quad 3 t+5=14
$$

This gives $t=3$. Thus $H^{-1}(v)=3$.
9.84 Find $H^{-1}(v)$ where $v=(8,4,20)$.

F Set $H(t)=0$ and solve for $t$ :

$$
\left(2 t, t^{2}, 3 t+5\right)=(8,4,20) \quad \text { or } \quad 2 t=8, \quad t^{2}=4, \quad 3 t+5=20
$$

There is no single value of $t$ which is a solution of all three equations. Thus $H^{-1}(v)=\varnothing$, the empty set. Problems $9.85-9.88$ refer to the map $F: R^{2} \rightarrow R^{2}$ defined by $F(x, y)=(3 y, 2 x)$.
9.85 Find $F(4,-5)$.

I $F(4,-5)=(3 \cdot(-5), 2 \cdot 4)=(-15,8)$.
9.86 Find $F^{-1}(6,-8)$.

1 Set. $F(x, y)=(6,-8)$ and solve for $x$ and $y$ :

$$
(3 y, 2 x)=(6,-8) \quad \text { or } \quad 3 y=6,2 x=-8 \quad \text { or } \quad y=2, \quad x=-4
$$

Hence $F^{-1}(6,-8)=(-4,2)$.
9.87 Let $S$ be the unit circle in $\mathbb{R}^{2}$, i.e., the solution set of $x^{2}+y^{2}=1$. Describe $F(S)$.

Let $(a, b)$ be an element of $F(S)$. Then there exists $(x, y) \in S$ such that $F(x, y)=(a, b)$. Hence:

$$
(3 y, 2 x)=(a, b) \quad \text { or } \quad 3 y=a, \quad 2 x=b \quad \text { or } \quad y=\frac{a}{3}, \quad x=\frac{b}{2}
$$

Since $(x, y) \in S$, that is, $x^{2}+y^{2}=1$, we have

$$
\left(\frac{b}{2}\right)^{2}+\left(\frac{a}{3}\right)^{2}=1 \quad \text { or } \quad \frac{a^{2}}{9}+\frac{b^{2}}{4}=1
$$

Thus $F(S)$ is an ellipse.
9.88 Find $F^{-1}(S)$ where $S$ is the unit circle in $\mathbf{R}^{2}$.
$!$ Let $F(x, y)=(a, b)$ where $(a, b) \in S$. Then $(3 y, 2 x)=(a, b)$ or $3 y=a, 2 x=b$. Since $(a, b)$ is in $S$ we have $a^{2}+b^{2}=1$. Thus $(3 y)^{2}+(2 x)^{2}=1$. Accordinghy, $F^{-1}\left(S \Gamma\right.$ is the ellipse $4 x^{2}+9 y^{2}=1$. Problems 9.89-9.90 refer to the reak $2 \times 3$ matrix. $A=\left(\begin{array}{rrr}1 & -3 & 5 \\ 2 & 4 & -1\end{array}\right)$ :
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9.89 If vectors in $\mathbf{R}^{2}$ and $\mathbf{R}^{3}$ are viewed as row vectors, then A determines a mapping $f: \mathbf{R}^{2} \rightarrow \mathbf{R}^{3}$. defined by $f(v)=v i l$. Find $f(v)$ where $v=(2,-3)$.
I $f(v)=v A=(2,-3)\left(\begin{array}{rrr}1 & -3 & 5 \\ 2 & 4 & -1\end{array}\right)=(2-6,-6-12,10+3)=(-4,-18,13)$.
9.90 If vectors in $\mathbf{R}^{\mathbf{2}}$ and $\mathbf{R}^{\mathbf{3}}$ are viewed as column vectors, then $A$ determines a mapping $g: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{\mathbf{2}}$ defined by $g(v)=A v$. Find $g(v)$ where $v=(3,1,-2)$. [For notational convenience, column vectors are frequently presented as rows.]
( $g(v)=A v=\left(\begin{array}{rrr}1 & -3 & 5 \\ 2 & 4 & -1\end{array}\right)\left(\begin{array}{r}3 \\ 1 \\ -2\end{array}\right)=\binom{-10}{12}$.
Remark: Problems 9.89 and 9.90 indicate that any $m \times n$ matrix $A$ over a field $K$ may be viewed as a mapping from $K^{m}$ to $K^{\prime \prime}$ or as a mapping from $K^{n}$ to $K^{m}$ depending on whether the vectors are viewed as rows or as columns. Unless otherwise specified or implied, we will assume that $A$ is a mapping from $K^{m}$ to $K^{\prime \prime}$ as in Problem 9.90 and so vectors will be viewed as columns rather than as rows. Moreover, we will usually denote this mapping by $A$, the same symbol used for the matrix.
. Problems 9.91-9.92 refer to the real matrix $B_{-}=\left(\begin{array}{ll}1 & 2 \\ 4 & 3\end{array}\right)$.
9.91. Find $B(v)$ where $v=(3,-2)$.

- Since we view $v$ as a column vector,

$$
B(v)=\left(\begin{array}{ll}
1 & 2 \\
4 & 3
\end{array}\right)\binom{3}{-2}=\binom{3-4}{12-6}=\binom{-1}{6}
$$

That is. $\quad B(v)=(-1,6)$.
9.92 Find $B^{-1}(w)$ where $w=(-3.8)$.
Set $B(v)=w$ where $v=(x, y)$ and solve for $x$ and $y$ :

$$
\left.\left(\begin{array}{ll}
1 & 2 \\
4 & 3
\end{array}\right)\binom{x}{y}=\binom{-3}{8} \quad \text { or } \quad\binom{x+2 y}{4 x+3 y}=\binom{-3}{8} \quad \text { or } \quad \begin{array}{r}
x+2 y=-3 \\
4 x+3 y
\end{array}\right)
$$

The solution of the system is $x=5, y=-4$. Thus $B^{-2}(w)=(5,-4)$.
Remark: Let $V$ be the vector space of polynomiaks in the variable $t$ over the real field $\mathbf{R}$. Then the derivalive defines a mapping $D: V \rightarrow V$ where, for any polynomial $f \in V$, we let $D(f)=d f / d t$.
Problems 9.93-9.96 refer to the above derivative map $D: V \rightarrow \boldsymbol{V}$ where $V$ is the vector space of real polynomials in the variable $t$.
9.93 Find $D\left(3 r^{2}-5 t+2\right)$.
1 Take the derivative: $D\left(3 r^{2}-5 t+2\right)=6 r-5$.
9.94 Find $D\left(a r^{2}+b r^{2}+c z+d\right)$.

- Take the derivative: $D\left(a r^{3}+b t^{2}+c t+d\right)=3 a t^{2}+2 b r+c$.
9.95 Find $D^{-1}(g)$ where $g(t)=6 t^{2}+8 t-5$.

1 Take the antiderivative (integral) of $g$ to obtain $D^{-1}(g)=2 t^{3}+4 t^{2}-5 t+C$ where $C$ is the constant of integration.

Find Im $D$, the image of $D$.
I Every polynomial $g \in V$ is the derivative of a polynomial; hence Im $D=V$.

Remark: Let $V$ be the vector space of polynomials in $t$ over $R$. Then the integral from, say, 0 to 1 defines a mapping $I: V \rightarrow \mathbf{R}$ where, for any polynomial $f \in V$, we let $J(f)=\int_{0}^{1} f(t) d t$.

Problems 9.97-9.98 refer to the above integral map $I: V \rightarrow \mathbf{R}$.
9.97 Find $I(f)$ where $f(t)=3 t^{2}-5 t+2$.

II(f) $=\int_{0}^{1}\left(3 t^{2}-5 t+2\right) d t=\frac{1}{2}$.
9.98 Find $I(g)$ where $g(t)=a i^{3}+b r^{2}+c t+d$.

I $I(g)=\int_{0}^{1}\left(a t^{3}+b t^{2}+c t+d\right) d t=a / 4+b / 3+c / 2+d$.

### 9.4 COMPOSITION OF MAPPINGS

9.99 Consider two mappings $f: A \rightarrow B$ and $g: B \rightarrow C$. Define the composition mapping of $f$ and $g$.

1 Let $a \dot{\in} A$; then $f(\alpha) \in B$, the domain of $g$. Hence we can obtain the image of $f(a)$ under the mapping $g$; that is, we can obtain $g(f(a))$. This mapping from $A$ into $C$ is called the composiiion or product of $f$ and $g$ and is denoted by $g \circ f$. In other words, ( $g \circ f$ ): $A \rightarrow C$ is the mapping defined by $(g \circ f)(a)=g(f(a))$.

Remark: Let $F: A \rightarrow B$. Some texts write $a F$ instead of $F(a)$ for the image of $a \in A$ under $F$. With this notation, the composition of functions $F: A \rightarrow B$ and $G: B \rightarrow C$ is denoted by $F \circ G$ and not by $G \circ F$ as used in-this text.

Problems 9.100-9. 103 refer to mappings. $f: A \rightarrow B$ and $g: B \rightarrow C$ defined by Fig. 9-9.


Fig. 9-9
9.100 Find the composition mapping ( $g \circ f$ ) : $A \rightarrow C$.

I We use the definition of the composition mapping to compute

$$
\begin{aligned}
& (g \circ f)(a)=g(f(a))=g(y)=1 \\
& (g \circ f)(b)=g(f(b))=g(x)=s \\
& (g \circ f)(c)=g(f(c))=g(y)=1
\end{aligned}
$$

9.101 Find the image of $f$ and of $g$.

I By the diagram, the image values under the mapping $f$ are $x$ and $y$ and the image values. under $g$ are $r$, $s$, and $t$; hence $\operatorname{Im} f=(x, y)$ and $\operatorname{Im} g=\{r, s, t\}$.
9.102 Find the image of the composition mapping gof.

I By problem 9.100, the image values under the composition mapping $g \circ f$. are $t$ and $s$ : hence Im $g \circ f=\{s, t\}$. Note that the images of $g$ and $g \circ f$ are different.
9.103 Find the composition mapping $f \circ g$.

I The coniposition $f \circ g$ is not defined since the domain of $f$ is not the co-domain of $g$.
Problems 9.104-9.110 refer to the mappings $f: \mathbf{R} \rightarrow \mathbf{R}$ and $g: \mathbf{R} \rightarrow \mathbf{R}$ defined by $f(x)=2 x+1$ and $g(x)=x^{2}-2$.
9.104 Find:
(a) $(g \circ f)(4)$ and (b).$(f \circ g)(4)$.

I (a) $f(4)=2 \cdot 4+1=9$. Hence $(g \circ f)(4)=f(f(4))=g(9)=9^{2}-2=79$. (b) $g(4)=4^{i}-2=14$.
Hence $(f \circ g)(4)=f(g(4))=f(14)=2 \cdot 14+1=29$. [Note that $f \circ g \neq g \circ f$ since they differ on $x=4$.]
9.105 Find $(g \circ f)(a+2)$.

If $f(a+2)=2(a+2)+1=2 a+5$. Hence

$$
(g \circ f)(a+2)=g(f(a+2))=g(2 a+5)=(2 a+5)^{2}-2=4 a^{2}+20 a+23^{\circ}
$$

9.106 Find $(f \circ g)(a+2)$.

I $g(a+2)=(a+2)^{2}-2=a^{2}+4 a+2$. Hence

$$
(f \circ g)(a+2)=f(g(a+2))=f\left(a^{2}+4 a+2\right)=2\left(a^{2}+4 a+2\right)+1=2 a^{2}+8 a+5
$$

9.107 Find a formula for the mapping $g \circ f$.

I Compute the formula for $g \circ f$ as follows:

$$
(g \circ f)(x)=g(f(x))=g(2 x+1)=(2 x+1)^{2}-2=4 x^{2}+4 x-1
$$

Observe that the same answer can be found by writing $y=f(x)=2 x+1$ and $z=g(y)=y^{2}-2$, and then eliminating $y: z=y^{2}-2=(2 x+1)^{2}-2=4 x^{2}+4 x-1$.
9. 108 Find a formula for the mapping $f^{\circ} g$.

I $(f \circ g)(x)=f(g(x))=f\left(x^{2}-2\right)=2\left(x^{2}-2\right)+1=2 x^{2}-3$.
9.109 Find a formula for the mapping $f \circ f\left\{\right.$ sometimes denoted by $\left.f^{2}\right\}$.

I $(f \circ f)(x)=f(f(x))=f(2 x+1)=2(2 x+1)+1=4 x+3$.
9.110 Find a formula for the mapping $g^{\circ} g$.

$$
\text { I }(g \circ g)(x)=g(g(x))=g\left(x^{2}-2\right)=\left(x^{2}-2\right)^{2}-2=x^{4}-4 x^{2}+2
$$

1 The composition $f \circ f$ is defined when the domain of $f$ is equal to the co-domain of $f$, i.e., when $A=B$.

Problems 9.112-9.118 refer to the mappings $f: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ and $g: \mathbf{R}^{2} \rightarrow \mathbf{R}$ defined by $f(x, y)=$ $\left(x^{2}+1, x+y\right)$ and $g(x, y)=2 x+3 y$.
9.112 Find: (a) $f(1,4),(b) g(1,4)$.

I (a) $f(1,4)=\left(1^{2}+1,1+4\right)=(2,5)$. (b) $g(1,4)=2 \cdot 1+3 \cdot 4=2+12=14$. [Note that the image of a vector under $f$ is a vector in $R^{2}$ whereas the image of a vector under $g$ is an element in R.]
9.113 Find $(g \circ f)(2,3)$ :

1 First compute $f(2,3)=\left(2^{2}+1,2+3\right)=(5,5)$. Then

$$
(g \circ f)(2,3)=g(f(2,3))=g(5,5)=2 \cdot 5+3 \cdot 5=25 .
$$

9.114 Find $(f \circ g)(2,3)$.

1 The composition $f \circ g$ is not defined since the co-domain $\mathbb{R}$ of $g$ is not the domain of $f$. Hence $(f \circ g)(2,3)$ does not exist.
9.115 Find $\cdot(f \circ f)(3,1)$.

I First compute $f(3,1)=\left(3^{2}+1,3+1\right)=(10,4)$. Then compute $f(f(3,1))=f(10,4)=\left(10^{2}+1,10+\right.$ $4)=(101,14)$. Thus $(f \circ f)(3,1)=(101,14)$.
9.116 Find $(g \circ g)(3,1)$.

1 The composition $g{ }^{\circ} g$ is not defined since the co-domain $R$ of $g$ is not the domain of $g$.
9.117 Find $(f \circ f \circ f)(v)$ [or $\left.f^{3}(v)\right]$ where $v=(2,5)$ -

1 First compute $f(v)=f(2,5)=\left(2^{2}+1,2+5\right)=(5,7)$. Then compute $f(f(v))=f(5,7)=\left(5^{2}+1,5+\right.$ $7)=(26,12)$. Last, compute $f(f(f(v)))=f(26,12)=\left(26^{2}+1,26+12\right)=(677,38)$. Thus $f^{3}(v)=$ $(677,38)$.
9.118 Find a formula for $f \circ f$.

I $(f \circ f)(x, y)=f\left(f(x, y)=f\left(x^{2}+1, x+y\right)=\left\{\left(x^{2}+1\right)^{2}+1,\left(x^{2}+i\right)+(x+y)\right\}\right.$

$$
=\left(x^{3}+2 x^{2}+2, x^{2}+x+1+y\right) .
$$

9.119 Show that $t_{B} \circ f=f$ for any map $f: A \rightarrow B$. Here $1_{B}: B \rightarrow B$. is the identity map on $B$, that is, $1_{B}(b)=b$ for every $b \in B$.]
$1\left(1_{B} \circ f\right)(a)=x_{B}(f(a))=f \dot{(a)}$, for every $a \in A$. Thus $1_{B} \circ f=f$.
9.120 Show that $\cdot f \circ 3_{A}=f$ for any map $f: A \rightarrow B$. [Here $]_{A}: A \rightarrow A$ is the identity map on $\left.A.\right\}$

I $\left(f \circ 1_{A}\right)(a)=f\left(1_{A}(a)\right)=f(a)_{h}$ for every $a \in A$. Thus $f \circ 1_{B}=f$.
Theorem 9.1: Let $f: A \rightarrow B, g: B \rightarrow C$, and $h: C \rightarrow B$. Then $h \circ(g \circ f)=(h \circ g) \circ f$.
9.121 Prove Theorem 9.1 which states that composition of mappings satisfes the associative law.

1 Consider any efement $a \in A$. Then

$$
\text { and } \quad \begin{aligned}
(h \circ(g \circ f))(a) & =h((g \circ f)(a))=h(g(f(a))) \\
\cdots \quad((h \circ g) \circ f)(a) & =(h \circ g)(f(a))=h(g(f(a)))
\end{aligned}
$$

Thus, $(h \circ(8 \circ f)(a)=((h \circ g) \circ f)(a)$ for every $a \in A$ and so $h \circ(g \circ f)=(h \circ g) \circ f$.
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9.128 Represent $h_{2} \circ f_{1}$ by a single map.

I The composition map $h_{2} \circ f_{2}$ goes from $A$ to $B$ to $X$. Since the diagram is commutative, $h_{2} \circ f_{1}=h_{1}$.
9.129 Represent $h_{3} \circ f_{2}$ in as many ways as possible.

IThe map $h_{3} \circ_{2}$ goes from $B$ to $C$ to $Y$. The only other path from $B$ to $Y$ is the map $g,{ }^{\circ} h_{2}$.
9.130 Represent the map $g_{2}{ }^{\circ} h_{3}$ by a single map.
$f$ The map $g_{2} \circ h_{3}$ goes from $C$ to $Y$ to $Z$. The map $h_{4}$ goes from $C$ to $Z$. Since the diagram is commutative, $g_{2} \circ h_{3}=h_{4}$.
9.131 Represent the map $g_{1} \circ h_{3}$ by a single map:
$\int$ The map $g_{1}{ }^{\circ} h_{3}$ is not defined since the co-domain $Y$ of $h_{3}$ is not the domain of $g_{1}$.
9.132 Represent the map $g_{2}{ }^{\circ} h_{3} \circ f_{2} \circ f_{1}$ in as many ways as possible.

I The map $g_{2} \circ h_{3} \circ f_{2} \circ f_{3}$ goes from $A$ to $B$ to $C$ to $Y$ to $Z$. There are three other paths from $A$ to $Z$ : (i) $g_{2} \circ g_{1} \circ h_{1}$, (ii) $g_{2}{ }^{\circ} g_{1} \circ h_{2} \circ f_{1}$, and (iii) $h_{4} \circ f_{2} \circ f_{1}$.

Figure 9-12 defines maps $f: A \rightarrow B, . g: B \rightarrow C$, and $h: C \rightarrow D$. Find the composition map $h . \circ g \circ f$.


Fig. 9-12

IFollow the arrows from $A$ to $B$ to $C$ to $D$ as follows:

$$
\begin{array}{lll}
1 \rightarrow y \rightarrow S \rightarrow c & \text { hence } & (h \circ g \circ f)(1)=c \\
2 \rightarrow w \rightarrow 6 \rightarrow a & \text { hence } & (h \circ g \circ f)(2)=a \\
3 \rightarrow x \rightarrow 4 \rightarrow b & \text { hence } & (h \circ g \circ f)(3)=b
\end{array}
$$

### 9.5 ONE-TO-ONE, ONTO, AND INVERTIBLE MAPPINGS

9.134 . Define a.one-to-one or injective mapping.

I A mapping $f: A \rightarrow B$ is said to be one-to-one (or 1-1) or injective if different elements of $A$ have distinct images; i.e., if $a \neq a^{\prime}$ implies $f(a) \neq f\left(a^{\prime}\right)$ or, equivalently, if $f(a)=f\left(a^{\prime}\right)$ implies $a=a^{\prime}$.
9. 135 Define an onto or surjective mapping.

I A mapping $f: A \rightarrow B$ is said to be onto (or $f$ maps $A$ onto $B$ ) or surjective if every $b \in B$ is the image of at least one $a \in A$.
9.136 Define a one-to-one correspondence or bijective mapping.

I A mapping $f: A \rightarrow B$ is called a one-to-one correspondence between $A$ and $B$ or a bijective mapping if $f$ is both one-to-one and onto.

Problems 9.137-9. 145 refer to the maps $f: A \rightarrow B, g: B \rightarrow C$, and $h: C \rightarrow D$ in Fig. 9-12:
9.137. Is fone-to-ane?

1 Yes. since 1, 2, and 3 have distinct images.
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9.138 Is $f$ an onto map?

1 No, since $z$ has no preimage under $f$.
9.139 Is $f$ a one-to-one correspondence?

I No. since $f$ is not an onto map.
9.210 is $g$ one-to-one?

No, since $x$ and $z$ have the same image 4 .
9. 1411 Is $g$ an onto map?

1 Yes, since every element of $C$ has a preimage.
9.142 Is $g$ a one-to-one correspondence?

1 No, since $g$ is not one-to-one.
9.143 Is $h$ one-to-one?

Yes, since 4,5 , and 6 have distinct images.
9.144 Is $h$ an onto map?

I Yes, since $a, b$, and $c$ have preimages.
9.145 Is $h$ a one-to-one correspondence?

I Yes, since $h$ is both one-to-one and onto.
9.146 State a geometrical condition for a function $f: \mathbf{R} \rightarrow \mathbf{R}$ to be one-to-one.

I A function $f: \mathbf{R} \rightarrow \mathbf{R}$ is one-to-one if no horizontal line contains more than one point of $f$.
9.147 State a geometrical condition for a function $\mathbf{g}: \mathbf{R} \rightarrow \mathbf{R}$ to be an onto function.

I A function $g: \mathbf{R} \rightarrow \mathbf{R}$ is an onto function if every horizontal line contains at least one point of $g$.
9.148 State a geometrical condition for a function $h: \mathbf{R} \rightarrow \mathbf{R}$ to be a one-to-one correspondence.

1 A function $\boldsymbol{h}: \mathbf{R} \rightarrow \mathbf{R}$ is a one-to-one correspondence if every horizontal line contains exacily one point of $h$.

Problems 9.149-9.157 refer to the functions $f(x)=2^{2} ; g(x)=x^{3}-x$, and $h(x)=x^{2}$ whose graphs appear in Fig. 9-13.

$f(x)=2^{x}$

$g(x)=x^{3}-x$

$h(x)=x^{2}$

Fig. 9-13
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9.149 Is $f$ one-to-one?

- Yes, since no horizontal line contains more than one point of $f$.
9.150 Is $f$ onto?

I No, since some horizontal lines (those below the $y$ dixis) contain no point of $f$.
9.151 Is $f$ bijective?

I No, since $f$ is not surjective, i.e., $f$ is not an onto function.
9.152 Is $g$ injective (i.e., one-to-one)?

I No, since some horizontal. lines contain more than one point of $g$, for example, $y=0$ contains three points of $g$. In other words, $g(1)=g(0)=g(-1)=0$, so $g$ is not one-to-one.
9.153 Is $g$ surjective (i.e., an onto function)?

I Yes, since every horizontal line contains at least one point of $g$.
9.154 Is $g$ bijective?
$\int$ No, since $g$ is not injective.
9.155 Is $h$ one-to-one?

I No, for example, $h(2)=h(-2)=4$. That is, the horizontal line $y=4$ contains two points of $h$.
9.156 Is $h$ an onto function?

No, for example, -16 has no preimage. That is, the horizontal line $y=-16$ contains no points of $h$.
9.157 Is $h$ bijective?

I No, as $h$ is neither one-to-one nor onto:
9.158 Suppose $f: A \rightarrow B$ and $g: B \rightarrow C$ are one-to-one. Show that $g \circ f: A \rightarrow C$ is one-to-one.
$\int$ Suppose $(g \circ f)(x)=(g \circ f)(y)$. Then $g(f(x))=g(f(y))$. Since $g$ is one-io-one, $f(x)=f(y)$. Since $f$ is one-to-one, $x=y-$ We have proven that $(g \circ f)(x)=(g \circ f)(y)$ implies $x=y$; hence $g \circ f$ is one-to-one.
9.159 Suppose $f: A \rightarrow B$ and $g: B \rightarrow C$ are onto mappings. Show that $g \circ f: A \rightarrow C$ is an onto mapping.

I Suppose $c \in C$. Since $g$ is onto, there exists $b \in \dot{B}$ for which $g(b)=c$. Since $f$ is onto, there exists $a \in A$ for which $f(a)=b$. Thus $\left(g^{\circ} f\right)(a)=g(f(a))=g(b)=c$; hence $g \circ f$ is ọnto.
9.160 Given $f: A \rightarrow B$ and $g: B \rightarrow C$, show that if $g \circ f$ is one-to-ane, then $f$ is one-to-one.

Suppose $f$ is not one-to-one. Then there exists distinct ekements $x, y \in A$ for which $f(x)=f(y)$ : Thus $(g \circ f)(x)=g(f(x))=g(f(y))=(g \circ f)(y)$; hence $g \circ f$ is not one-to-one. Therefore, if $g \circ f$ is one-to-one, then $f$ must be one-to-one.
9.161 Given $f: A \rightarrow B$ and $g: B \rightarrow C$, show that if $g \circ f$ is onta, then $g$ is onto.

If $a \in A$, then $(g \circ f)(a)=g(f(a))^{\prime} \in g(B)$; hence $(g \circ f)(A) \subset g(B)$. Suppose $g$ is not onto. Then $g(B)$ is properly contaimed in $C$ and so $(g \circ f)(A)$ is properly contained in $C$; thus $g \circ f$ is not onto. Accordingly if gof is onto, then $g$ must be onto.

## Linear Mappings


#### Abstract

All vector spaces are assumed to be over the same field $K$ unless otherwise stated or implied.


### 10.1 LINEAR MAPPINGS

### 10.1 Define a linear mapping.

I Let $V$ and $U$ be vector spaces over the same field $K$. A mapping $F: V \rightarrow U$ is called a linear mapping [or linear transformation or vector space homomorphism] if it satisfies the following two conditions:
(1) For any $v, w \in V, F(v+w)=F(v)+F(w)$.
(2) For any $k \in K$ and any $v \in V, F(k v)=k F(v)$.

In other words, $F: V \rightarrow U$ is linear if it "preserves" the two basic operations of a vector space, that of vector addition and that of scalar muliplication.
10.2 Suppose $F: V \rightarrow U$ is linear. Show that $F(0)=0$.

I Substitute $k=0$ into $F(k v)=k F(v)$ to get $F(0)=0$.
10.3 Suppose $F: V \rightarrow U$ is linear. Show that $F(-u)=-F(u)$.
\| Using $F(k u)=k F(u)$, we have $F(-u)=F[(-1) u]=(-1) F(u)=-F(u)$.
10.4 Show that $F: V \rightarrow \dot{U}$ is linear if and only if, for any scalars $a, b \in K$ and any vectors $v, w \in V$,

$$
\begin{equation*}
F(a v+b w)=F(a v)+F(b w)=a F(v)+b F(w) \tag{1}
\end{equation*}
$$

1 Suppose $F$ is linear, then $F(a v+b w)=F(a v)+F(b w)=a F(v)+b F(w)$. Conversely, suppose (1) holds. For $a=1$ and $b=1$ we get $F(v+w)=F(v)+F(w)$, and for $b=0$ we get $F(a v)=a F(v)$; hence $F$ is linear.

Remark: : The condition $F(a u+b w)=a F(v)+b F(w)$ completely characterizes linear . mappings and is sometimes used as its definition.
10.5 Suppose $F: V \rightarrow U$ is linear. Show that, for any $a_{i} \in K$ and any $v_{i} \in V$,

$$
F\left(a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}\right)=a_{1} F\left(v_{1}\right)+a_{2} F\left(v_{2}\right)+\cdots+a_{n} F\left(v_{n}\right)
$$

I Since $F$ is linear, the condition holds for $n=1$ and $n=2$. Suppose $n>2$. Then, by induction, $F\left(a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}\right)=F\left(a_{1} v_{1}\right)+F\left(a_{1} v_{2}+\cdots+a_{n} v_{n}\right)=a_{1} F\left(v_{1}\right)+a_{2} F\left(v_{2}\right)+\cdots+a_{n} F\left(v_{n}\right)$. [This condition will be used frequently throughous the text.].
10.6 Let $A$ be any $m \times n$ matrix over a field $K$. As noted previously, $A$ determines a mapping $T: K^{n} \rightarrow K^{m}$ by the assignment $u \mapsto A v$. [Here the vectors in $K^{n}$ in $K^{m}$ are writien as columns.] Show that $T$ is. linear.

1 By properties of matrices, $T(v+w)=A(v+w)=A v+A w=T(v)+T(w)$ and $T(k v)=A(k v)=$ $k A v=k T(v)$, where $v, w \in K^{\prime \prime}$ and $k \in K$. Thus $T$ is linear.

Remark: The above type of linear mapping shall occur again and again. In fact, in the next chapter we show that every linear mapping from one finite-dimensional vector space into another can be represented as a linear mapping of the above type.
10.7. Let $F: \mathrm{K}^{3} \rightarrow \mathrm{R}^{3}$ be the "projection" mapping into the $x y$ plane, i.e, $F(x, y, z)=(x, y, 0)$. Show that $F$ is linear.

1 Let $v=(a, b, c)$ and $w=\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$. Then
$F(v+w)=F\left(a+a^{\prime}, b+b^{\prime}, c+c^{\prime}\right)=\left(a+a^{\prime}, b+b^{\prime}, 0\right)=(a, b, 0)+\left(a^{\prime}, b^{\prime}, 0\right)=F(v)+F(w)$ and, for any $k \in \mathbf{R}, F(k v)=F(k a, k b, k c)=(k a, k b, 0)=k(a, b, 0)=k F(v)$. That is, $F$ is linear.
10.8 Let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the "translation" mapping defined by $F(x, y)=(x+1, y+2)$. Show that $F$ is not linear.
I Observe that $F(0)=F(0,0)=(1,2) \neq 0$. That is, the zero vector is not mapped onto the zero vector. Hence $F$ is not linear.
10.9 Let $F: V \rightarrow U$ be the mapping which assigns $0 \in U$ to every $v \in V$. Show that $F$ is linear.
(For any $v, w \in V$ and any $k \in K, F(v+w)=0=0+0=F(v)+F(w)$ and $F(k v)=0=k 0=k F(v)$. Thus $F$ is linear. We call $F$ the zero mapping and shall usually denote it by 0 .
10.10 Consider the identity mapping $I: V \rightarrow V$ which maps each $v \in V$ into itself. Show that $I$ is linear.
| For any $v, w \in V$ and any $a, b \in K$, we have $I(a v+b w)=a v+b w=a l(v)+b l(w)$. Thus I is linear.

Problems 10.11-10.12 refer to the vector space $V$ of polynomials in the variable $t$ over the real field $\mathbf{R}$.
10.11 Let $D: V \rightarrow V$ be the differential mapping $D(v)=d v / d t$. Show that $D$ is linear.

I 11 is proven in calculus that

$$
\frac{d(u+v)}{d t}=\frac{d u}{d t}+\frac{d v}{d t} \quad \cdots \text { and } \quad . \quad \frac{d(k u)}{d t}=k \frac{d u}{d t}
$$

i.e., $D(u+v)=D(u)+D(v)$ and $D(k u)=k D(u)$. Thus $D$ is linear.
10.12 Let $I: V \rightarrow \mathbf{R}$ be the integral mapping $I(v)=\int_{0}^{1} v(t) \mathrm{d} t$. Show that $I$ is linear.

I It is proven in calculus that
and

$$
\begin{gathered}
\int_{0}^{1}(u(t)+v(t)) d t=\int_{0}^{t} u(t) d t+\int_{0}^{1} v(t) d t \\
\int_{0}^{1} k u(t) d t=k \int_{0}^{1} u(t) d t
\end{gathered}
$$

i.e., $I(u+v)=I(u)+I(v)$ and $I(k u)=k l(u)$. Thus $l$ is linear.
10.13 Consider the mapping $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $F(x, y)=(x+y, x)$. Show that $F$ is linear.

ILet $v=(a, b)$ and $v=\left(a^{\prime}, b^{\prime}\right)$; hence $v+w=\left(a+a^{\prime}, b+b^{\prime}\right)$ and $k v=(k a, k b)$. We have $F(v)=(a+b, a)$ and $F(w)=\left(a^{\prime}+b^{\prime}, a^{\prime}\right)$. Thus

$$
F\left(v+w^{\prime}\right)=F\left(a+a^{\prime}, b+b^{\prime}\right)=\left(a+a^{\prime}+b+b^{\prime}, a+a^{\prime}\right)=(a+b, a)+\left(a^{\prime}+b^{\prime}, a^{\prime}\right)=F(v)+F(w)
$$

and $F(k v)=F(k a, k b)=(k a+k b, k a)=k(a+b, a)=k F(v)$. Since $v, w$, and $k$ were arbitrary, $F$ is linear.
10.14 Consider $F: \mathbf{R}^{3} \rightarrow \mathbf{R}$ defined by $F(x, y, z)=2 x-3 y+42$. Show that $F$ is linear.
(Lei $v=(a, b, c)$ and $w=\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$; hence
$v+w=\left(a+a^{\prime}, b+b^{\prime} ; c+c^{\prime}\right) \quad$ and $\quad k y=(k a, k b, k c) \quad k \in \mathbf{R}$
We have $F(v)=2 a-3 b+4 c$ and $F\left(w^{\prime}\right)=2 a^{\prime}-3 b^{\prime}+4 c^{\prime}$. Thus $F(v+w)=F\left(a+a^{\prime}, b+b^{\prime}, c+c^{\prime}\right)=$ $2\left(a+a^{\prime}\right)-3\left(b+b^{\prime}\right)+4\left(c+c^{\prime}\right)=(2 a-3 b+4 c)+\left(2 a^{\prime}-3 b^{\prime}+4 c^{\prime}\right)=F(v)+F(w)$ and $F(k v)=$ $F(k a, k b, k c)=2 k a-3 k b+4 k c=k(2 a-3 b+4 c)=k F(v)$. Accordingly. $F$ is linear.
10.15 Consider $F: \mathbf{R}^{2} \rightarrow \mathbf{R}$ defined by $F(x, y)=x y$. Show that $F$ is not linear.
$\Gamma$ Let $v=(1,2)$ and $w=(3,4)$; then $v+w=(4,6)$. We have. $F(v)=1 \cdot 2=2$ and $F(w)=3 \cdot 4=$ 12. Hence $F(v+w)=F(4,6)=4 \cdot 6=24 \neq F(v)+F(w)$. Accordingly, $F$ is not linear.
10.16 Consider $F: R^{2} \rightarrow R^{3}$ defined by $F(x, y)=(x+1,2 y, x+y)$. Show that $F$ is not linear.

Since $F(0,0)=(1,0,0) \neq(0,0,0), F$ cannot be linear.
10.17 Consider $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{2}$ defined by $F(x, y, z)=(|x|, 0)$. Show that $F$ is not linear.

ILet $v=(1,2,3)$ and $k=-3$; hence $k v=(-3,-6,-9)$. We have $F(v)=(1,0)$ and so $k F(v)=-3(1,0)=(-3,0)$. Then $F(k v)=F(-3,-6,-9)=(3,0) \neq k F(v)$ and hence $F$ is not linear.
10.18 Consider $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $F(x, y)=(2 x-y, x)$. Show that $F$ is linear.
$I$ Let $u=(a, b)$ and $v=\left(a^{\prime}, b^{\prime}\right)$. Then $u+v=\left(a+a^{\prime}, b+b^{\prime}\right)$ and $k(u)=(k a ; k b)$. We have $F(u)=(2 a-b, a)$ and $F(v)=\left(2 a^{\prime}-b^{\prime}, a^{\prime}\right)$. Thus
$F(u+v)=F\left(a+a^{\prime}, b+b^{\prime}\right)=\left[2\left(a+a^{\prime}\right)-\left(b+b^{\prime}\right), a+a^{\prime}\right]=(2 a-b, a)+\left(2 a^{\prime}-b^{\prime}, a^{\prime}\right\}=F(u)+F(v)$
and $\quad F(k u)=F(k a, k b)=(2 k a-k b, k a)=k(2 a-b, a)=k F(u)$. Thus $F$ is linear.
10.19 Consider $F: \mathbf{R}^{2} \rightarrow \mathbf{R}$ defined by $F(t)=(2 t, 3 t)$. Show that $F$ is linear.

I $\quad \dot{F}\left(t_{1}+t_{2}\right)=\left[2\left(t_{1}+t_{2}\right), 3\left(t_{1}+t_{2}\right)\right]=\left\{2 t_{1}+2 t_{2}, 3 t_{1}+3 t_{2}\right]=\left(2 t_{1}, 3 t_{1}\right)+\left(2 t_{2}, 3 t_{2}\right)=F\left(t_{1}\right)+F\left(t_{2}\right)$
and

$$
F(k t)=(2 k t, 3 k t)=k(2 t, 3 t)=k F(t)
$$

Thus $F$ is linear.
10.20 Consider $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $F(x, y)=\left(x^{2}, y^{2}\right)$. Show that $F$ is not linear.

Let $u=(1,2)$ and $k=3$. Then $k u=(3,6)$. We have $F(u)=(1,4)$ and so $k F(u)=(3,12)$. Hence $F(k u)=F(3,6)=(9,16) \neq k F(u)$. Thus $F$ is not linear.
10.21. Consider $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{2}$ defined by $F(x, y, z)=(x+1: y+z)$. Show that $F$ is not linear.

- $F(0)=F(0,0,0)=(0+1,0+0)=(1,0) \neq(0,0)$. Thus $F$ is not linear.
-10.22 Consider $F: \mathbf{R}^{2} \rightarrow \mathbf{R}$ defined by $\dot{F}(x, y)=|x+y|$. Show that $F$ is not linear.
I Let $u=(1,2)$ and $k=-3$; so $k u=(-3,-6)$. We have $F(u)=1+2=3$, hence $k F(u)=$ $(-3) \cdot 3=-9$. Thus $F(k u)=F(-3,-6)=-3-6=-9=9 \neq k F(u)$. Accordingly, $F$ is not linear.

Problems 10.23-10.25 refer to the vector space $V$ of $n$-square matrices over a field $K$ and an arbitrary matrix $M$ in $V$.
10.23. Let $T: V \rightarrow V$ be defined by $T(A)=A M+M A$, where $A \in V$. Show that $T$ is linear.

IFor any $A, B \in V$ and any $k \in K$, we have $T(A+B)=(A+B) M+M(A+B)=A M+B M+$ $M A+M B=(A M+M A)+(B M+M B)=T(A)+T(B) \quad$ and $\quad T(k A)=(k A) M+M(k A)=k(A M)+$ $k(M A)=k(A M+M A)=k T(A)$. Accordingly, $T$ is linear.
10.24 Let $F: V \rightarrow V^{\prime}$ be defined by $T(A)=M+A$ where $A \in V$. Show that $T$ is linear if and only if $M=0$.
If $M=0$. then $f(A)=A$, that is; $T$ is the identity map; hence $T$ is linear. On the other hand, suppose $M \neq 0$. Then $T(0)=M+0=M \neq 0$ and so $T$ is not linear.
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$\mathbf{1 0 . 2 5}$ Let $T: V \rightarrow V$ be defined by $T(A)=M A$ where $A \in V$. Show that $T$ is linear.
IF or any $A, B \in V$ and any $a, b \in K$, we have $T(a A+b B)=A(a A+b B)=a M A+b M B=$ $a T(A)+b T(B)$. Thus $T$ is linear.
10.26 Let $V$ be the vector space of polynomials in $t$ over $K$. Show that the mapping $T: V \rightarrow V$ is linear where $T\left(a_{11}+a_{1} t+\cdots+a_{n} t^{2}\right)=a_{0} t+a_{1} t^{2}+\cdots+a_{n} t^{n+1}$.

I Note $T$ multiplies a polynomial $f(t)$ by $t$, that is, $T(f(t))=t f(t)$. Hence $T(f(t)+g(t))=$ $t(f(t)+g(t))=t f(t)+t g(t)=T(f(t))+T(g(t))$ and, for any scalar $\quad k \in K, \quad T(k f(t))=t(k f(t))=k(t f(t))=$ $k T(f(t))$. Thus $T$ is linear.

Problems $10.27-10.28$ refer to the conjugate mapping $T: C \rightarrow C$ on the complex field $C$. That is, $T(z)=\bar{z}$ where $z \in \dot{C}$, or $T(a+b i)=a-b i$ where $a, b \in \mathbf{R}$.
10.27 Show that $T$ is not linear if $C$ is viewed as a vector space over itself.

1 Let $u=3+4 i$ and $k=2-i$. Then $k u=(2-i)(3+4 i)=10+5 i$ and $T(k u)=10-5 i$. However, $k T(u)=(2-i)(3-4 i)=2-11 i \neq T(k u)$. Thus $T$ is not linear.
10.28 Show that $T$ is linear if $C$ is viewed as a vector space over the real field $R$.
$\int$ Let $z=a+b i$ and $w=\dot{c}+d i$ where $a, b, c, d \in R$. Then $z+w=(a+\dot{c})+(b+d) i$. Then
$T(z+w)=(a+c)-(b+d) i=(a-b i)+(\dot{c}-d i)=T(z)+T(w)$. Also, for $k \in R$, we have $k z=$. $k a+k b i$. Hence $T(k z)=k a-k b i=k(a-b i)=k T(z)$. Thus $T$ is linear.

### 10.2 PROPERTIES OF LINEAR MAPPINGS

Theorem 10.1: Let $V$ and $U$ be vector spaces over a field $K$. Let $\left\{v_{1}, \ldots, v_{n}\right\}$ be a basis of $V$ and let. $u_{1}, \ldots, u_{n}$ be any arbitrary vectors in $U$. Then there exists a unique linear mapping $F: V \rightarrow U$ such that $F\left(v_{1}\right)=u_{1}, F\left(v_{2}\right)=u_{2}, \ldots, F\left(v_{n}\right)=u_{n}$.

This section uses the Theorem 10.1 whose proof appears in Problems 10.43-10.45.
10.29 Show that there is a unique linear map $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ for which $F(1,2)=(2,3)$ and $F(0,1):=(1,4)$.

- Since ( 1,2 ) and $(0,1)$ form a basis of $R^{2}$, such a linear map $F$ exists and is unique by Theorem 10.1 .
10.30 Find a formula for $F$, ie., find $F(a, b)$.

I Write $(a, b)$ as a linear combination of $(1,2)$ and $(0,1)$ using unknowns $x$ and $y$ :

$$
(a, b)=x(1,2)+y(0,1)=(x, 2 x+y) \text {. so } \quad a=x, b=2 x+y
$$

Solve for $x$ and $y$ in terms of $a$ and $b$ to get $x=a, y=-2 a+b$. Then $F(a, b)=x F(1,2)+y F(0,1)=$ $a(2,3)+(-2 a+b)(1,4)=(b,-5 a+4 b)$.

Find $F(5,6)$.
I Use the formula for $F$ to get $F(5,6)=(6 .-25+24)=(6 .-1)$.
10.32 Find $F^{-1}(-2.7)$.

1 Set $F(a, b)=(-2.7)$ and solve for $a$ and $b$. We get $(b-5 a+1 b)=(-2.7)$ so $b=-2$. and $-5 a+4 b=7$. Then $a=-3, b=-2$. Thus $F^{-1}(-2,7)=(-3,-2)$.

Show there is a unique linear map $T: R^{2} \rightarrow R^{2}$ for which $T(3,1)=(2,-4)$ and $T(1,1)=(0,2)$.
Since $(3,1)$ and $(1,1)$ are linearly independent, they form a basis for $R^{2}$; hence such a linear map $T$ exists and is unique by Theorem 10.1.

Problems 10.34-10.36 refer to the linear map $T$ in Problem 10.33.
10.34 Find a formula for $T$.
f First write $(a, b)$ as a linear combination of $(3,1)$ and $(1,1)$ using unknown scalars $x$ and $y$ :

$$
(a, b)=x(3,1)+y(1,1)
$$

Hence

$$
(a, b)=(3 x, x)+(y, y)=(3 x+y, x+y) \quad \text { and so } \quad\left\{\begin{array}{l}
3 x+y=a \\
x+y=b
\end{array}\right.
$$

Solving for $x$ and $y$ in terms of $a$ and $b, \quad x=\frac{1}{2} a-\frac{1}{2} b \quad$ and $\quad y=-\frac{1}{2} a+\frac{3}{2} b$. Therefore, $T(a, b)=$ $x T(3,1)+y T(1,1)=x(2,-4)+y(0,2)=(2 x,-4 x)+(0,2 y)=(2 x,-4 x+2 y)=(a-b, 5 b-3 a)$.
10.35 Find $T(7,4)$.
$\int$ Use the formula for $T$ to get $T(7,4)=(7-4,20-21)=(3,-1)$.
10.36 Find $T^{-1}(5,-3)$

Set $T(a, b)=(5,-3)$ and solve for $a$ and $b$. We get $(a-b,-3 a+5 b)=(5,-3)$ so $a-b=5$, $-3 a+5 b=-3$. Then $a=11, b=6$. Thus $F^{-1}(5,-3)=(11,6)$.
10.37 Show there is a unique linear map $T: R^{2} \rightarrow R$ for which $T(1,1)=3$ and $T(0,1)=-2$.

I Since $\{(1,1),(0,1)\}$ is a basis of $\mathbf{R}^{2}$, such a linear mapping exists and is unique by Theorem 10.1 .

Problems 10.38-10.41 refer to the linear map $T$ in Problem 10.37.

Find a formula for $T$.

1. First we write $(a, b)$ as a linear combination of $(1,1)$ and $(0,1)$ using unknown scalars $x$ and $y$ :

$$
(a, b)=x(1,1)+y(0,1)
$$

Then $(a, b)=(x, x)+(0, y)=(x, x+y)$ and so $x=a, x+y=b$. Solving for $x$ and $y$ in terms of $a$ and $b$, we obain $x=a$ and $y=b-a$. Therefore, $T(a, b)=T(x(1,1)+y(0,1))=x T(1,1)+y T(0,1)=$ $a(3)+(b-a)(-2)=5 a-2 b$.
10.39 Find $T(8,2)$ and $T(-4,6)$.

I Use the formula for $T$ to get $T(8,2)=40-4=36$ and $T(-4,6)=-20-12=-32$.
10.40 Find $T^{-1}(6)$

Set $T(a, b)=6$ to get $5 a-2 b=6$. Here $b$ is a free variable. Set $\dot{b}=1$ where $t$ is a parameter to get the solution $a=(2 t+6) / 5, \quad b=t$. Thus $T^{-1}(6)=\{((2 t+6) / 5 ; 1): t \in R\}$.
10.41 Is 7 one-to one?

- No, since $T^{-1}(6)$ has more than one element, e.g., $T\left(\frac{6}{5}, 0=6\right.$ and $T\left(\frac{9}{5}, 0\right)=6$
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10.42 Is there a linear map $T: \mathbf{R}^{\mathbf{2}} \rightarrow \mathbf{R}^{\mathbf{2}}$ for which $\boldsymbol{T}(2,2)=(8,-6)$ and $7(5,5)=(3,-2)$ ?

I Theorem 10.1 does not apply here since $(2,2)$ and $(5,5)$ are linearly dependent and hence do not form a basis of $R^{2}$. Note ( 5,5 ) $=\frac{5}{2}(2,2)$. If $T$ is linear then $T(5,5)=T\left(\frac{5}{2}(2,2)\right)=\frac{5}{2} T(2,2)=\frac{5}{2}(8,-6)=$ $(20,-15)$. But $T(5,5)=(3,-2)$ is given. Thus such a linear map $T$ does not exist.

Problems 10.43-10.45 refer to the proof of Theorem 10.1 which consists of three steps:
(1) Define the mapping $F: V \rightarrow U$ such that $F\left(v_{i}\right)=u_{1}, i=1, \ldots, n$.
(2) Show that $F$ is linear.
(3) Show that $F$ is unique.
10.43 Step (1): Define the required map $F: V \rightarrow U$ such that $F\left(v_{i}\right)=u_{i}$.

I Let $v \in V$. Since $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis of $\dot{V}$, there exist unique scalars $a_{1}, \ldots, a_{n} \in K$ for which $v=a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}$. We define $F: V \rightarrow U$ by $F(v)=a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{n} u_{n}$. [Since the $a_{i}$ are unique, the mapping $F$ is well-defined.] Now, for $i=1, \ldots, n, v_{i}=0 v_{1}+\cdots+1 v_{i}+\cdots+0 v_{n}$. Hence $F\left(v_{i}\right)=0 u_{1}+\cdots+1 u_{i}+\cdots+0 u_{n}=u_{i}$. Thus the first step of the proof is complete.
10.44 Step (2): Show $F$ is linear.

- Suppose $v=a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}$ and $w=b_{1} v_{1}+b_{2} v_{2}+\cdots+b_{n} v_{n}$. Then $v+w=$
$\left(a_{1}+b_{1}\right) v_{1}+\left(a_{2}+b_{2}\right) v_{2}+\cdots+\left(a_{n}+b_{n}\right) v_{n}$ and, for any $K \in K$, $k u=k a_{1} v_{1}+k a_{2} v_{2}+\cdots+k a_{n} v_{n}$. By definition of the mapping $F, \quad F(v)=a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{n} u_{n}$ and $F(w)=b_{1} u_{1}+b_{2} v_{2}+\cdots+b_{n} u_{n}$. Hence

$$
\begin{aligned}
F(v+w) & =\left(a_{1}+b_{1}\right) u_{1}+\left(a_{2}+b_{2}\right) u_{2}+\cdots+\left(a_{n}+b_{n}\right) u_{n} \\
& =\left(a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{n} u_{n}\right)+\left(b_{1} u_{1}+b_{2} u_{2}+\cdots+b_{n} u_{n}\right) \\
& =F(v)+F(w)
\end{aligned}
$$

and -

$$
F(k)=k\left(a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{n} u_{n}\right)=k F(v)
$$

. Thus $F$ is linear.
10.45 Step (3): Show $F$ is unique.

I Suppose $G: V \rightarrow U$ is linear and $G\left(v_{i}\right)=u_{i}, i=1, \ldots n$. If $v=a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{u}$, then

$$
\begin{aligned}
G(v) & =G\left(a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}\right)=a_{1} G\left(v_{1}\right)+a_{2} G\left(v_{2}\right)+\cdots+a_{n} G\left(v_{n}\right) \\
& =a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{n} u_{n}=F(v)
\end{aligned}
$$

Since $G(v)=F(v)$ for every $v \in V, G=F$. Thus $F$ is unique and the theorem is proved.

Suppose the linear mapping $F: V \rightarrow U$ is one-to-one and onto. Show that the inverse mapping $F^{-1}: U \rightarrow V$ is also linear.
I. Suppose $u, u^{\prime} \in U$. Since $F$ is one-to-one and onto, there exist unique vectors $v, v^{\prime} \in V$ for which $F(v)=u$ and $F\left(v^{\prime}\right)=u^{\prime}$. Since $F$ is linear, we also have $F\left(v+v^{\prime}\right)=F(v)+F\left(v^{\prime}\right)=u+u^{\prime}$ and $F(k v)=k F(v)=k u$. By definition of the inverse mapping. $\quad F^{-1}(u)=v \quad F^{-1}\left(u^{\prime}\right)=v^{\prime} \quad F^{-1}\left(u+u^{\prime}\right)=$ $v+v^{\prime}$, and $F^{-1}(k u)=k v$. Then $F^{-1}\left(u+u^{\prime}\right)=v+v^{\prime}=F^{-1}(u)+F^{-1}\left(u^{\prime}\right)$ and $F^{-1}(k u)=k v=k F^{-1}(u)$ and thus $F^{-1}$ is linear.
10.47 Suppose $F: V \rightarrow U$ and $G: U \rightarrow W$ are linear mappings. Show that the composition mapping $G \circ F: V \rightarrow W$ is linear. |Recall that $G \circ F$ is defined by $(G \circ F)(v)=G(F(v))$.]
IFor any vectors $u, w \in V$ and any scalars $a, b \in K .(G \circ F)(a v+b w)=G(F(a v+b w))=$ $G(a F(v)+b F(w))=a G(F(v))+b G(F(w))=a(G \circ F)(v)+b(G \circ F)(w)$. Thus $G \circ F$ is linear.
10.48 Let $\left\{e_{1}, e_{2}, e_{3}\right\}$ be a basis of $V$ and $\left\{f_{1}, f_{2}\right\}$ a basis of $U$. Let $T: V \rightarrow U$ be linear. Furthermore, suppose

$$
\begin{aligned}
& T\left(e_{1}\right)=a_{3} f_{1}+a_{2} f_{2} \\
& T\left(e_{2}\right)=b_{1} f_{1}+b_{2} f_{2} \\
& T\left(e_{3}\right)=c_{1} f_{1}+c_{2} f_{2}
\end{aligned} \quad \text { and } \quad A=\left(\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2}
\end{array}\right)
$$

$\div$
Show that, for any $v \in V, A[v]_{e}=[T(v)]_{J}$ where the vectors in $K^{2}$ and $K^{3}$ are written as column vectors.
Suppose $v=k_{1} e_{1}+k_{2} e_{2}+k_{3} e_{3}$; then $[p]_{e}=\left(\begin{array}{l}k_{1} \\ k_{2} \\ k_{3}\end{array}\right)$ Also,

$$
\begin{aligned}
T(v) & =k_{1} T\left(e_{1}\right)+k_{2} T\left(e_{2}\right)+k_{3} T\left(e_{3}\right) \\
& =k_{1}\left(a_{1} f_{1}+a_{2} f_{2}\right)+k_{2}\left(b_{1} f_{1}+b_{2} f_{2}\right)+k_{3}\left(c_{1} f_{3}+c_{2} f_{2}\right) \\
& =\left(a_{1} k_{1}+b_{1} k_{2}+c_{1} k_{3}\right) f_{1}+\left(a_{2} k_{1}+b_{2} k_{2}+c_{2} k_{3}\right) f_{2}
\end{aligned}
$$

Accordingly,

$$
[I(v)]_{f}=\binom{a_{1} k_{1}+b_{1} k_{2}+c_{2} k_{3}}{a_{2} k_{1}+b_{2} k_{2}+c_{2} k_{3}}
$$

Computing, we obtain

$$
A\left[v l_{e}=\left(\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2}
\end{array}\right)\left(\begin{array}{l}
k_{1} \\
k_{2} \\
k_{3}
\end{array}\right)=\binom{a_{1} k_{1}+b_{1} k_{2}+c_{1} k_{3}}{a_{2} k_{2}+b_{2} k_{2}+c_{2} k_{3}}=[T(v)]_{f}\right.
$$

10.49 Let $T: V_{\rightarrow} \rightarrow \boldsymbol{U}$ be linear, and suppose $v_{1}, \ldots, \delta_{n} \in V$ have the property that their images $T\left(v_{1}\right)_{,} \ldots, T\left(v_{n}\right)$ are linearly independent. Show that the vectors $v_{1}, \ldots, v_{n}$ are also linearly independent.

I Suppose that, for scalars $a_{1}, \ldots, a_{n}, a_{1} 0_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}=0$. Then

$$
0=T(0)=T\left(a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}\right)=a_{1} T\left(v_{1}\right)+a_{2} T\left(v_{2}\right)+\cdots+a_{n} T\left(v_{n}\right)
$$

Since the $T\left(v_{i}\right)$ are linearly independent, all the $a_{i}=0$. Thus $v_{1}, \ldots, v_{n}$ are linearly independent.

### 10.3 KERNEL AND IMAGE OF A LINEAR MAPPING

10.50 Let $F: V \rightarrow U$ be a linear mapping. Define the kernel of $F$.

I The kernel of $F$, written $\operatorname{Ker} F$, is the set of elements in $V$ which map into $0 \in U$ :

$$
\operatorname{Ker} F=\{v \in V: F(v)=0\}
$$

10.51 Let $F: V \rightarrow U$ be a linear mapping. Define the image of $F$.

IThe image of $F$, written $\operatorname{Im} F$, is the set of image points in $U$ :

$$
\operatorname{Im} F=\{u \in U: \exists v \in V \text { for which } F(v)=u\}
$$

10.52 Let $F: R^{3} \rightarrow R^{3}$ be the projection mapping into the $x y$ plane, i.e., defined by $F(x, y, z)=(x, y, 0)$. Find the kernet of $F$.
I The points on the $z$ axis, and only these points, map into the zero vector $0=(0,0,0)$. Thus
$\operatorname{Ker} F=\{(0,0, c): c \in \mathbf{R}\}$.
10.53

Find the image of the projection mapping $F(x, y, z)=(x, y, 0)$ in Problem 10.52.
T The image of $F$ consists precisely of those points in the $x y$ plane: $\operatorname{lm} F=\{(a, b, 0): a, b \in \mathbf{R}\}$.
10.54 Let $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be the linear mapping which rotates a vector about the $z$ axis through an angle $\theta$ :

$$
F(x, y, z)=(x \cos \theta-y \sin \theta, x \sin \theta+y \cos \theta, z)
$$

Find the kernel of $F$.
| Under a rotation, the length of a vector does not chiange. Thus only the zero vector is mapped into the zero vector; hence $\operatorname{Ker} F=\{0\}$. [In other words, setting $F(x, y, z)=(0,0,0)$ yields only $x=0, y=0$, $z=0$.]
10.55

Find the image of the rotation map $F$ in Problem 10.54.
1 Since one can always rotate back by an angle $-\theta$, every vector $v \in \mathbf{R}^{3}$ is in the image of $F$; that is, $\operatorname{lm} F=\mathbf{R}^{3}$.

Problems $10.56-10.60$ refer to the vector space $V$ of real polynomials in the variable $t$ and the third derivative map $D^{3}: V \rightarrow V$, that is, $D^{3}(f)=d^{3} f / d t^{3}$. [Frequently, one uses $D$ for the first derivative, $D^{2}$. for the second derivative, and so on.]
10.56 Find $D^{3}(f)$ where $f(t)=t^{4}-2 t^{3}+5 t^{2}-6 t+9$.

I Take the derivative three times:

$$
\frac{d f}{d t}=4 t^{3}-6 t^{2}+10 t-6 \quad \frac{d^{2} f}{d t^{2}}=12 t^{2}-12 t+10 . \quad D^{3}(f)=\frac{d^{3} f}{d t^{3}}=24 t-12
$$

10.57 Find $D^{3}(g)$ where $g(t)=a t^{2}+b t+c$.
1

$$
\frac{d g}{d t}=2 a t+b \quad \frac{d^{2} g}{d t^{2}}=2 a \quad D^{3}(g)=\frac{d^{3} g}{d t^{3}}=0
$$

10.58 Find the kemel of $D^{3}$.

I The third derivative of any polynomial of degree two or less equals zero and those of bigher degree are not zero. Thus Ker $D^{3}=\{f \in V: \operatorname{deg} f \leq 2\}$.
10.59 Find the preimage of $h(t)=t^{3}$ [denoted by $\left.D^{-3}(h)\right]$.
$I$ Integrate three times:
$D^{-i}(h)=\frac{t^{4}}{4}+C_{1} \quad D^{-2}(h)=\frac{t^{5}}{20}+C_{1} t+C_{2} \quad D^{-3}(h)=\frac{t^{6}}{120}+\frac{C_{1} t^{2}}{2}+C_{2} t+C_{3}=\frac{t^{6}}{120}+a t^{2}+b t+c$
10.60 Find the image of $D^{3}$.

Given any polynomial $f(t)$, one can integrate three times to obtain a polynomial $F(t)$ such that $d^{3} F / d t^{3}$ yields $f(t)$. Thus the image of $D^{3}$ contains every polynomial $f(t)$, that is, $\operatorname{lm} D^{3}=V$.
10.61 Suppose $F: V \rightarrow U$ is a linear mapping. Show that the kernel of $F$ is a subspace of $V$.

Since $F(0)=0,0 \in \operatorname{Ker} F$. Now suppose $v, w \in \operatorname{Ker} F$ and $a, b \in K$. Since $v$ and $w$ belong to the kernel of $F, F(v)=0$ and $F(w)=0$. Thus $F(a v+b w)=a F(v)+b F(w)=a 0+b 0=0$ and so $a v+b w \in \operatorname{Ker} F$. Thus the kernet of $F$ is a subspace of $V$.
10.62 Suppose $F: V \rightarrow U$ is a linear mapping. Show that the image of $F$ is a subspace of $U$.

I Since $F(0)=0,0 \in \operatorname{Im} F$. Now suppose $u, u^{\prime} \in \operatorname{Im} F$ and $a, b \in K$. Since $u$ and $u^{\prime}$ belong to the image of $F$, there exist vectors $v, v^{\prime} \in V$ such that $F(v)=u$ and $F\left(v^{\prime}\right)=u^{\prime}$. Then $F\left(a v+b v^{\prime}\right)=$ $a F(v)+b F\left(v^{\prime}\right)=a u+b u^{\prime} \in \operatorname{Im} F$. Thus the image of $F$ is a subspace of $U$.

I Suppose $u \in \operatorname{Im} F$; then $F(v)=u$ for some vector $v \in V$. Since $v_{1}, \ldots, v_{n}$ span $V$ and since $v \in V$, there exist scalars $a_{1}, \ldots, a_{n}$ for which $u \doteq a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}$. Accordingly,

$$
u=F(v)=F\left(a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}\right)=a_{1} F\left(v_{1}\right)+a_{2} F\left(v_{2}\right)+\cdots+a_{n} F\left(v_{n}\right)
$$

Thus the vectors $F\left(v_{1}\right), \ldots, F\left(v_{n}\right)$ span $\operatorname{Im} F$.
Let $A=\left(\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & -b_{3} \\ c_{1} & c_{2} & c_{3} \\ d_{1} & d_{2} & d_{3}\end{array}\right)$ be an arbitrary $4 \times 3$ matrix over a field $K$. [Recall that we view $A$ as a linear mapping $A: K^{3} \rightarrow K^{4}$.] Show that the image of $A$ is precisely the column space of $A$.
1 Let $e_{1}, e_{2}, e_{3}$ be the usual bassis vectors of $K^{3}$. Since $e_{1}, e_{2}, e_{3}$ span $K^{3}$, theieir values $A e_{1}, A e_{2}, A e_{3}$ under $A$ span the image of $A$. But the vectors $A e_{1}, A e_{2}$, and $A e_{3}$ are the columns of $A$ :

$$
A e_{1}=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3} \\
d_{1} & d_{2} & d_{3}
\end{array}\right)\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{l}
a_{1} \\
b_{1} \\
c_{1} \\
a_{1}
\end{array}\right) \quad A e_{2}=\left(\begin{array}{ll}
b_{1} & b_{2} \\
b_{3} \\
c_{1} & c_{2}
\end{array} c_{3}\right)\left(\begin{array}{l}
0 \\
d_{1} \\
d_{2}
\end{array} d_{3}\right)\left(\begin{array}{lll}
1
\end{array}\right)=\left(\begin{array}{lll}
a_{2} \\
b_{2} \\
0 \\
c_{2} \\
d_{2}
\end{array}\right) \quad A e_{3}=\left(\begin{array}{ll}
a_{3} & b_{2} \\
b_{3} \\
c_{1} & c_{2} \\
c_{3} & c_{3} \\
d_{2} & d_{3}
\end{array}\right)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)=\left(\begin{array}{l}
a_{3} \\
b_{3} \\
c_{3} \\
d_{3}
\end{array}\right)
$$

Thus the image of $A$ is precisely the column space of $A$.

Remark: We emphasize that if $A$ is any $m \times n$ matrix over a field $K$, then we view $A$ as a linear map $A: K^{n} \rightarrow K^{m}$ where vectors are written as columns. In such a case, the image of $A$ is the column space of $A$. On the other hand, some texts view the matrix $A$ as a linear map $A: K^{m} \rightarrow K^{n}$ where vectors are written as rows, and there the image of $A$ is the row space of $A$.

Suppose $V$ has finite dimension and $F: V \rightarrow U$ is linear. Show that $I m F$ has finite dimension, and $\operatorname{dim}(\operatorname{lm} F) \leq \operatorname{dim} V$.

I Suppose $\operatorname{dim} V=n$ and $\operatorname{dim}(\operatorname{lm} F)>\operatorname{dim} V$. Then there exist vectors $w_{1}, w_{2}, \ldots, w_{n+1} \in \operatorname{lm} F$ which are linearly independent. Let $v_{1}, v_{2}, \ldots, v_{n+1}$, be vectors in $V$ such that $F\left(v_{i}\right)=w_{i}$. Suppose $a_{1} v_{1}+\cdots+a_{n+1} v_{n+1}=0$. Then $0=F(0)=F\left(a_{1} v_{1}+\cdots+a_{n+1} v_{n+1}\right)=a_{3} F\left(v_{s}\right)+\cdots+a_{n+1} F\left(v_{n+1}\right)=$ $a_{1} w_{1}+\cdots+a_{n+1} w_{n+1}$. Since the $w_{1}$ are linearly independent, $a_{1}=0, \ldots, a_{n+1}=0$. Thus $v_{1}, v_{2}, \ldots, v_{n+1}$ are linearly independent. This contradicts the fact that $\operatorname{dim} V=n$. Thus $\operatorname{dim}(\operatorname{Im} F) \leq$ $\operatorname{dim} V$.

Theorem 10.2: Let $V$ be of finite dimension and let $F: V \rightarrow U$ be a linear mapping. Then

```
\operatorname{dim}V=\operatorname{dim}(\operatorname{Ker F})+\operatorname{dim}(\operatorname{lm}F)
```

[That is, the sum of the dimensions of the image and kernel of a linear mapping is equal to the dimension of its domain.)

Prove Theorem 10.2.
$\|$ Suppose $\operatorname{dim}\left(\operatorname{Ker}_{I} F\right)=r$ and $\left\{w_{1}, \ldots, w_{r}\right\}$ is a basis of $\operatorname{Ker} F$, and suppose $\operatorname{dim}(\operatorname{lm} \dot{F})=s$ and $\left\{u_{1}, \ldots, u_{3}\right\}$ is a basis of $\operatorname{lm} F$. [By Problem 10:65, $\mathrm{Im} F$ has finite dimension.] Since $u_{j} \in \operatorname{lm} F$, there exist vectors $v_{1}, \ldots, v_{j}$ in $V$ such that $F\left(v_{1}\right)=u_{1}, \ldots, F\left(v_{s}\right)=u_{3}$. We claim that the set $B=$ $\left\{w_{1}, \ldots, w_{r}, v_{s}, \ldots, v_{3}\right\rangle$ is a basis of $V$, i.e., (i) $B$ spans $V$ and (ii) $B$ is linearly independent. Once we prove (i) and (ii); then $\operatorname{dim} V=r+s=\operatorname{dim}(\operatorname{Ker} F)+\operatorname{dim}(\operatorname{lm} F)$.
(i): $B$ spans $V$. Let $v \in V$. Then $F(v) \in \operatorname{lm} F$. Since the $u_{i}$ span $\operatorname{lm} F$; there exist scalars $a_{1}, \ldots, a$, such that $F(v)=a_{1} u_{1}+\cdots+a_{s} u_{s}$. Set $\hat{v}=a_{1} v_{1}+\cdots+a_{s} v_{s}-v$. Then $F(\hat{v})=F\left(a_{1} v_{1}+\cdots+\right.$ $\left.a_{s} v_{s}-v\right)=a_{3} F\left(v_{1}\right)+\cdots+a_{s} F\left(v_{s}\right)-F(v)=a_{2} u_{3}+\cdots+a_{s} u_{s}-F(v)=0$. Thus $v \in \mathbb{K}$ er $F$. Since the $w_{i}$ span Ker $F$, there exist scalars $b_{1}, \ldots, b_{r}$ such that $\hat{v}=b_{1} w_{1}+\cdots+b_{r} w,=a_{1} v_{1}+\cdots+a_{2} v_{s}-v$. Accordingly, $v=a_{1} v_{1}+\cdots+a_{s} v_{s}-b, w_{1}-\cdots-b_{s} w_{r}$. Thus $B$ spans $V$.
(ii) $B$ is linearly independem. Suppose

$$
x_{1} n_{1}+\cdots+x_{1} w,+y_{1} v_{1}+\cdots+y_{s} v_{s}=0
$$



$$
\left(\begin{array}{rrr}
1 & 1 & 1 \\
-1 & 0 & 1 \\
1 & 2 & 3 \\
1 & -1 & -3
\end{array}\right) \quad \text { o } \quad\left(\begin{array}{rrr}
1 & 1 & 1 \\
0 & 1 & 2 \\
0 & 1 & 2 \\
0 & -2 & -4
\end{array}\right) \quad 10 \cdots\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 2 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Thas $\{(1,1,1),(0,1,2)\}$ is a basis of $U$; hence $\operatorname{dim} U=2$.
10.75. Find a basis and the dimension of the kernel $W$ of the map $F$ in Problem 10.74.

- Set $F(v)=0$ where $v=(x, y, x, 1)$ :

$$
F(x, y, s, t)=(x-y+s+t, x+2 s-t, x+y+3 s-3 t)=(0,0,0)
$$

Set corresponding components equal to each other to form the following homogeneous system whose solution space is the kemel $W$ of $F$ :

$$
\begin{array}{rlrlrl}
x-y+s+t & =0 \\
x+2 s-t & =0 & \text { or } & x-y+s+t & =0 \\
x+y+3 s-3 t & =0 & y+s-2 t & =0
\end{array} \quad \text { or } \quad \begin{aligned}
x-y+s+t & =0 \\
x+s-2 t & =0
\end{aligned}
$$

The free variables are $s$ and $t$; hence $\operatorname{dim} W=2$. Set
(a) $s=-1, \quad 1=0$ to obtain the solution $(2,1,-1,0)$.
(b) $s=0, t=1$, to obtain the solution $(1,2,0,1)$

Thus $\{(2,1,-1,0),(1,2,0,1)\}$ is a basis of $W$. [Observe that $\operatorname{dim} U+\operatorname{dim} W=2+2=4$, which is the dimension of the domain $\mathbf{R}^{4}$ of $\left.F.\right\rceil$
10.76 Let $T: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be the linear mapping defined by $T(x, y, z)=(x+2 y-z, y+z, x+y-2 z)$. Find a basis and the dimension of the image $U$ of $F$.

IFind the image of vectors which span the domain $\mathbf{R}^{3}$ :

$$
T(1,0,0)=(1,0,1) \quad T(0,1,0)=(2,1,1) \quad T(0,0,1)=(-1,1,-2)
$$

The images span the image $U$ of $T$; hence form the matrix whose rows are the image vectors and row reduce to echeion form:

$$
\left(\begin{array}{rrr}
1 & 0 & 1 \\
2 & 1 & 1 \\
-1 & 1 & -2
\end{array}\right) \quad 10 \quad\left(\begin{array}{rrr}
1 & 0 & 1 \\
0 & 1 & -1 \\
0 & 1 & -1
\end{array}\right) \quad 10 \quad\left(\begin{array}{rrr}
1 & 0 & 1 \\
0 & 1 & -1 \\
0 & 0 & 0
\end{array}\right)
$$

Thus $\{(1,0,1),(0,1,-1)\}$ is a basis of $u$, and so $\operatorname{dim} U=2$.
10.77 Find a basis and the dimension of the kernel $W$ of the map $T$ in Problem 10.76.
$\int$ Sel $T(v)=0$ where $v=(x, y, z): T(x, y, z)=(x+2 y-z, y+z, x+y-2 z)=(0,0,0)$. Set corresponding components equat to each other to form the homogeneous system whose solution space is the kernel $W$ of $T$ :

$$
\begin{array}{rlrlrl}
x+2 y-z & =0 & x+2 y-z & =0 & & x+2 y-z=0 \\
y+z & =0 & \text { or } & y+z=0 & \text { or } & y+z=0 \\
x+y-2 z & =0 & & -y-z=0 & &
\end{array}
$$

The only free variable is $x$; hence $\operatorname{dim} W=1$. Let $z=1$; then $y=-1$ and $x=3$. Thus $\{(3,-1,3)\}$ is a basis of $W$. LObserve that $\operatorname{dim} U+\operatorname{dim} W=2+1=3$. which is the dimension of the domain $\mathbf{R}^{3}$ of T. $\}$
10.78 Let $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be defined by $F(x, y, z)=(x+y+z, x+2 y-3 z, 2 x+3 y-2 z, 3 x+4 y-z)$. Find a basis and the dimension of the image of $F$.

I First find the image of vectors which span the domain $\mathbf{R}^{3}$ of $F$ :

$$
F(1.0 .0)=(1.1 .2,3) \quad F(0,1.0)=(1,2,3.4) \quad F(0,0.1)=(1,-3,-2,-1)
$$
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10.80 Find the dimension and a basis for the image of $A$.

1 The column space of $A$ is equal to $\operatorname{Im} A$. Thus reduce $A^{T}$ to echelon form:

$$
A^{T}=\left(\begin{array}{rrr}
1 & 1 & 3 \\
2 & 3 & 8 \\
3 & 5 & 13 \\
1 & -2 & -3
\end{array}\right) \quad \text { to }\left(\begin{array}{rrr}
1 & 1 & 3 \\
0 & 1 & 2 \\
0 & 2 & 4 \\
0 & -3 & -6
\end{array}\right) \text { to }\left(\begin{array}{rrr}
1 & 1 & 3 \\
0 & 1 & 2 \\
0 & 0 & -0 \\
0 & 0 & 0
\end{array}\right) .
$$

Thus $\{(1,1,3),(0,1,2)\}$ is a basis of $\operatorname{Im} A$ and $\operatorname{dim}(\operatorname{Im} A)=2$.
10.81 Find the dimension of the kernel of the matrix map $A$.

1 The domain of $A$ is $\mathbf{R}^{4}$; hence $\operatorname{dim}(\operatorname{Dom} A)=4$. By Theorem 10.2, $\operatorname{dim}(\operatorname{Ker} A)=\operatorname{dim}(\operatorname{Dom} A)-$ $\operatorname{dim}(\operatorname{Im} A)=4-2=2$.
10.82 Find a basis of the kernel of the matrix map $A$.

1 Set $0=A(v)$ where $v=(x, y, z, t)$, and solve the homogeneous system:

$$
\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{rrrr}
1 & 2 & 3 & 1 \\
1 & 3 & 5 & -2 \\
3 & 8 & 13 & -3
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z \\
t
\end{array}\right)=\left(\begin{array}{c}
x+2 y+3 z+t \\
x+3 y+5 z-2 t \\
3 x+8 y+13 z-3 t
\end{array}\right) \quad \text { or } \quad \begin{array}{r}
x+2 y+3 z+t=0 \\
x+3 y+5 z-2 t=0 \\
3 x+3 y+13 z-3 t=0
\end{array}
$$

The matrix of coefficients of the homogeneous system is the given matrix $A$. Reduce $A$ to echelon form:

$$
A \quad 10 \quad\left(\begin{array}{rrrr}
1 & 2 & 3 & 1 \\
0 & 1 & 2 & -3 \\
0 & 2 & 4 & -6
\end{array}\right) \text { to }\left(\begin{array}{rrrr}
1 & 2 & 3 & 1 \\
0 & 1 & 2 & -3 \\
0 & 0 & 0 & 0
\end{array}\right) \text { or } \begin{aligned}
x+2 y+3 z+t & =0 \\
y+2 z-3 i & =0
\end{aligned}
$$

The free variables are $z$ and $i$. Set (i) $, z=1, t=0$ to get the solution ( $1,-2,1,0$ ) and (ii) $z=0$. $t=1$ to get the sotution $(-7,3,0,1)$. Thus $(1,-2,1,0)$ and $(-7,3,0.1)$ form a basis for Ker $A$. |As expected, $\operatorname{dim}(\operatorname{Ker} A)=2$.]

Find the dimension and a basis of the kemel of the matrix map $B$.
I Reduce $B$ to echelon form to get the homogeneous system corresponding to Ker $B$ :

$$
B=\left(\begin{array}{rrr}
1 & 2 & 5 \\
3 & 5 & 13 \\
-2 & -1 & -4
\end{array}\right) \text { to }\left(\begin{array}{rrr}
1 & 2 & 5 \\
0 & -1 & -2 \\
0 & 3 & 6
\end{array}\right) \quad \text { lo }\left(\begin{array}{lll}
1 & 2 & 5 \\
0 & 1 & 2 \\
0 & 0 & 0
\end{array}\right) \quad \text { or } \quad \begin{array}{r}
x+2 y+5 z=0 \\
y+2 z=0
\end{array}
$$

There is one free variable $z$ so $\operatorname{dim}(\operatorname{Ker} B)=1$. Set $z=1$ to get the solution $(-1,-2,1)$ which forms a basis of Ker B.
10.84 Find the dimension of the image of the matrix map $B$.

IThe domain of $B$ is $\mathbf{R}^{3}$, so $\operatorname{dim}(\operatorname{Dam} B)=3$. Thus $\operatorname{dim}(\operatorname{lm} B)=3-1=2$.
10.85 Find a basis of the image of $B$.

- Reduce $B^{7}$ to echelon form:

$$
B^{T}=\left(\begin{array}{rrr}
1 & 3 & -2 \\
2 & 5 & -1 \\
5 & 13 & -4
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrr}
1 & 3 & -2 \\
0 & -1 & 3 \\
0 & -2 & 6
\end{array}\right) \quad \text { to } \quad\left(\begin{array}{rrr}
1 & 3 & -2 \\
0 & 1 & -3 \\
0 & 0 & 0
\end{array}\right)
$$

Thus ( $1,3,-2$ ) and ( $0,1,-3$ ) form a basis of Im B. [As expected, the basis consists of two vectors.]
10.86 Find a linear map $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{4}$ whose image is spanned by $(1,2,0,-4)$ and $(2,0,-1,-3)$.
$\|^{\prime}$ Consider the usual basis of $\mathbf{R}^{3}: \quad e_{1}=(1,0,0), \quad e_{2}=(0,1,0), \quad e_{3}=(0,0,1)$. Sel $F\left(e_{2}\right)=(1,2,0,-4)$, $F\left(e_{2}\right)=(2,0,-1,-3)$, and $F\left(e_{3}\right)=(0,0,0,0)$. By Theorem 10.1 , such a linear map $F$ exists and is unique. Furthermore, the image of $F$ is spanned by the $F\left(e_{i}\right)$; hence $F$ has the required property. We find a general formula for $F(x, y, z)$ :-

$$
\begin{aligned}
F(x, y, z) & =F\left(x e_{1}+y e_{2}+z e_{3}\right)=x F\left(e_{1}\right)+y F\left(e_{2}\right)+z F\left(e_{3}\right) \\
& =x(1,2,0,-4)+y(2,0,-1,-3)+z(0,0,0,0) \\
& =\left(x+2 y, 2 x_{2}-y,-4 x-3 y\right)
\end{aligned}
$$

10.87 Find a matrix map $A: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ whose image is spanned by the above vectors ( $1,2,0,-4$ ) and $(2,0,-1,-3)$.

IForm a $4 \times 3$ matrix $A$ whose columns consist only of the given vectors; say,

$$
A=\left(\begin{array}{rrr}
1 & 2 & 2 \\
2 & 0 & 0 \\
0 & -1 & -1 \\
-4 & -3 & -3
\end{array}\right)
$$

Recall that $A$ determines a linear map $A: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbb{R}^{*}$. whase image is spanned by the columns of $A$. Thus $A$ satisfies the required condition.

Problems 10.88-10.91 refer to the vector space $V$ of reat polynomials $f(t)$ of degree 10 or less and the linear map $D^{3}: V \rightarrow V$ defned by $d^{4} f f d^{3}$, i.e., the fourth derivative.
10.88 What is the dimension of $V$ ?

I Any polynomiat $f(t)$ in $V$ has degree 10 or less; hence the eleven polynomials $1, t, t^{2}, \ldots, t^{10}$ form a basis of $V$. Thus $\operatorname{dim} V=11$.

Find the dimension and a basis of Ker $D^{*}$.
I Ker $D^{4}$ consists of those polynomials of degree 3.or less. Thus $\left\{1,1, t^{2}, t^{3}\right\}$ is a basis of Ker $D^{4}$ and $\operatorname{dim}\left(\operatorname{Ker} D^{4}\right)=4$.
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10.90 What is the dimension of $\operatorname{Im} D^{*}$ ?

I By Theorem 10.2, $\operatorname{dim}\left(\operatorname{Im} D^{4}\right)=\operatorname{dim}\left(\operatorname{Dom} D^{3}\right)-\operatorname{dim}\left(\operatorname{Ker} D^{4}\right)=11-4=7$.

Find a basis of $\operatorname{lm} D^{4}$.
1 The fourth derivative of polynomials of degree 10 or less will yield precisely the polynomials of degree 6 or less. Thus $1, t, t^{2}, t^{3}, t^{4}, t^{5}, t^{6}$ form a basis of $\operatorname{Im} D^{4}$.

### 10.5 SINGULAR AND NONSINGULAR LINEAR MAPPINGS, ISOMORPHISMS

10.92 Define singular and nonsingular linear mappings.

I A linear mapping $F: V \rightarrow U$ is said to be singular if the image of some nonzero vector under $F$ is 0 , i.e., if there exists $v \in V$ for which $v \neq 0$ but $F(v)=0$ : Thus $F: V \rightarrow U$ is nonsingular if only $0 \in$ $V$ maps into $0 \in U$ or, equivalently, if its kernel consists only of the zero vector: $\operatorname{Ker} F=\{0\}$.
10.93. Let $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be the projection mapping into the $x y$ plane that is defined $\cdot f(x, y, z)=(x, y, 0)$. Is $F$ singular or nonsingular?
If is singular since nonzero vectors on the $z$ axis map into 0 .
10.94 Let $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be the linear mapping which rotates a vector about the $z$ axis through an angle $\theta$ :

$$
F(x, y, z)=(x \cos \theta-y \sin \theta, x \sin \theta+y \cos \theta, z)
$$

ls $F$ singular or nonsingular?
I Since the Jength of a vector does not change under a rotation, only the zero vector is mapped into the zero vector. Thus the rotation map $F$ is nonsingular.
10.95 Let $F: R^{2} \rightarrow R^{2}$ be defined by $F(x, y)=(x-y, x-2 y)$. Is $F$ nonsingular? If not, find $v \neq 0$ such that $F(v)=0$.

Find $\operatorname{Ker} F$ by setting $F(v)=0$ where $v=(x, y)$ :

$$
(x-y, x-2 y)=(0,0) \quad \text { or } \quad \begin{array}{rlr}
x-y=0 \\
x-2 y=0
\end{array} \quad \text { or } \quad \begin{aligned}
& x-y=0 \\
&-y=0
\end{aligned}
$$

The only solution is $x=0, y=0 ;$, hence $F$ is nonsingular.
10.96 Let $G: \mathrm{R}^{2} \rightarrow \mathrm{R}^{2}$ be defined by $G(x, y)=(2 x-4 y, 3 x-6 y)$. Is $G$ nonsingular? If not, find $v \neq 0$ such that $G(v)=0$.
1 Set $G(x, y)=(0,0) \quad 10$ find Ker $G$ :

$$
(2 x-4 y, 3 x-6 y)=(0,0) \quad \text { or } \quad \begin{aligned}
& 2 x-4 y=0 \\
& 3 x-6 y=0
\end{aligned} \quad \text { or } \quad x-2 y=0
$$

The system has nonzero solutions, i.e., $y$ is a free variable; hence $G$ is singular. Let $y=1$ to obtain the solution $v=(-2,1)$ which is a nonzero vector such that $G(v)=0$.
10.97 Let $H: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ te defined by $H(x, y, z)=(x+y-2 z, x+2 y+z, 2 x+2 y-3 \dot{i})$. Is $H$ nonsingular? If not, find $v \neq 0$ such that $H(v)=0$.
$\|$ Set $H(x, y, z)=(0,0,0)$ :

$$
(x+y-2 z, x+2 y+2.2 x+2 y-3 z)=(0,0,0) \quad \text { or } \quad \begin{aligned}
x+y-2 z & =0 \\
x+2 y+z & =0
\end{aligned} \quad \text { or } \quad \begin{aligned}
x+y-2 z & =0 \\
2 x+2 y-3 z & =0
\end{aligned} \quad \begin{aligned}
y+3 z & =0 \\
z & =0
\end{aligned}
$$

The echeton system is in triangular form so the only solution is $x=0, y=0, z=0$ : Thus $H$ is nonsingular.

Let $F: R^{3} \rightarrow \mathbf{R}^{3}$ be defined by $F(x, y, z)=(x+y+z, x+2 y-z, 3 x+5 y-z)$. Is $H$ nonsingular? If not, find $v \neq 0$ such that $F(v)=0$.

I Set $F(x, y, z)=(0,0,0)$ to get the homogeneous system:

$$
\begin{array}{rlrlrl}
x+y+z & =0 & & x+y+z & =0 \\
x+2 y-z & =0 & \text { or } & y-2 z & =0 & \text { or }
\end{array} \quad x+y z=0
$$

Since $z$ is a free variable, the system has a nonzero sohtion, so $F$ is singular. Set $z=1$ to obtain the nonzero solution $v=(-3,2,1)$ such that $F(v)=0$.

Problems $10.99-10.100$ refer to the vector space $V$ of real polynomials (in the variable $t$ ).
10.99 Let $D^{\prime \prime}: V \rightarrow V$ be the $n$ th-derivative mapping, i.e., $D^{n}(f)=d^{\prime \prime} f / d t^{n}$ (where $n>0$ ). Is $D^{n}$ singular or nonsingular?

- Since the derivative of a nonzero constant polynomial $f(t)=k$ (where $k \neq 0$ ) is zero, $D^{n}$ is singular for every $n$.
10.100 Let $G: V \rightarrow V$ be the linear mapping which multiplies a polynomial by $t$, that is, $G(f(t))=t f(i)$. Is $G$ singular or nonsingular?

If $f(t) \neq 0$, then $f(t) \neq 0$; hence $G$ is nonsingular.
10.101 Súppose a linear map $F: V \rightarrow U$ is one-to-one. Show that $F$ is nonsingular.
$I$ Since $F$ is linear, $F(0)=\{0\}$. Since $F$ is one-tome, only $\theta \in V$ can map into $\theta \in U$, that, is, Ker $F=\{0\}$. Thus $F$ is nonsingular.
10.102 Suppose $F: V \rightarrow U$ is nonsingular. Show that $F$ is one-to one.

1 Suppose $F(v)=F(w)$; then $F(v-w)=F(v)-F(w)=0$. Thus $v-w \in \operatorname{Ker} F$. But $F$ is nonsingular, i.e., Ker $F=0$; hence $v-w=0$ and so $v=w$. Thus $F(v)=F(w)$ implies. $v=w$, That is, $F$ is one-to-one.
10.103 Give an example of a nonlinear map $F: V \rightarrow U$ such that $F^{-1}(0)=\{0\}$ but $F$ is not one-to-one.

Let $F: R \rightarrow R$ be defined by $F(x)=x^{2}$. Then $F^{-1}(0)=\{0\}$, but $F(2)=F(-2)=4$, that is, $F$ is not one-to-one.
10.104 Suppose $F: V \rightarrow U$ is linear and that $V$ is of finite dimension. Show that $V$ and the image of $F$ have the same dimension if and only if $F$ is nonsingular.

I By Thearem 10.2, $\operatorname{dim} V=\operatorname{dim}(\operatorname{lm} F)+\operatorname{dim}(\operatorname{Ker} F)$. Hence $V$ and $\operatorname{Im} F$ have the same dimension il and only if $\operatorname{dim}(\operatorname{Ker} F)=0$ or Ker $F=\{0\}$, i.e., if and only if $F$ is nonsingular.
10.105 Determine all nonsingular linear mappings $T: R^{4} \rightarrow R^{3}$.

1 Since $\operatorname{dim} R^{3}$ is less than $\operatorname{dim} R^{3}$, we have $\operatorname{dim}(\operatorname{lm} T)$ is less than the dimension of the domain $R^{4}$ of $T$. Accordingly, no linear mapping $T: \mathbf{R}^{\mathbf{4}} \rightarrow \mathbf{R}^{\mathbf{3}}$ can be nonsingular.
10.106 Let $A$ be an $n$-squafe matrix over a field $K$ which defines a linear mapping $A: K^{\prime \prime} \rightarrow K^{n}$. The matrix $A$ is said to be nonsingular if det $A) \neq 0$. Show that both definitions of nonsingularity agree.

We have that $\operatorname{det}(A) \neq 0$ if and only if the honogeneous system $A x=0$ has only the zero solution if and only if Ker $A=\{0\}$. Thus both definitions agree.
10.147 Show that if $F: V \rightarrow U$ is linear and maps independent sets into independeat sets then $F$ is nonsingular.

Suppose $v \in V$ is nonzero, then $(v)$ is independent. Then $\{F(v)\}$ is independent and so $F(v) \neq 0$. Accordingly, $F$ in nonsingular.

Theorem 10.3: Suppose a linear mapping $F: V \rightarrow U$ is nonsingular. Then the image of any linearly - independent set is linearly independent.
10.108 Prove Theorem 10.3.

1 Suppose $v_{1}, v_{2}, \ldots, v_{n}$ are linearly independent vectors in $V$. We claim that the vectors $F\left(v_{1}\right), F\left(v_{2}\right), \ldots, F\left(v_{n}\right)$ are also linearly independent. Suppose $a_{1} F\left(v_{1}\right)+a_{2} F\left(v_{2}\right)+\cdots+a_{n} F\left(v_{n}\right)=0$, where $a_{i} \in K$. Since $F$ is linear, $F\left(a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}=0\right.$; hence $a_{1} v_{1}+a_{2} \dot{v}_{2}+\cdots+a_{n} v_{n}$ belongs to Ker $F$. But $F$ is nonsingular, i.e., $\operatorname{Ker} F=\{0\}$; hence $a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}=0$. Since the $v_{i}$ are linearly independent, all the $a_{i}$ are 0 . Accordingly, the $F\left(v_{i}\right)$ are linearly independent. Thus the theorem is proved.
10.109. Suppose $V$ has finite dimension and $\operatorname{dim} V=\operatorname{dim} U$. Show that a linear map $F: V \rightarrow U$ is nonsingular if and only if $F$ is surjective, i.e., maps $V$ onto $U$.

1 By Theorem 10.2, $\operatorname{dim}(V)=\operatorname{dim}(\operatorname{Ker} F)+\operatorname{dim}(\operatorname{Im} F)$. Thus $F$ is surjective iff $\operatorname{Im} F=U$ iff $\operatorname{dim}(\operatorname{Im} F)=\operatorname{dim} U=\operatorname{dim} V$ iff $\operatorname{dim}(\operatorname{Ker} F)=0$ iff $F$ is nonsingular.
10.110 Give an examplè of a linear map $F: V \rightarrow V$ which is onto but not nonsinguiar. [By Problem 10.109, $V$. cannot have finite dimension.]
$\|$ Let $V$ be the vector space of polynomials $f(t)$. Let $D: V \rightarrow V$ be the derivative mapping, i.e., $D(f)=d f / d t$. Then $D$ is onto; but not nonsingular.
10.111 Give an example of a linear map $G: V \rightarrow V$ which is nonsingular, but not onto. [By Problem 10.109, $V$ cannot have finite dimension.]
1 Let $V$ be the vector space of polynomials $f(I)$. Let $G: V \rightarrow V$. be the linear map which multiplies a polynomial by $t$, that is, $G(f(t))=t(t)$. Then $G$ is nonsingular but not onto.
10.112 Define a vector space isomorphism.

I A mapping $\bar{F}: V \rightarrow U$ is called an isomorphism if $F$ is linear and if $F$ is bijective, i.e., if $F$ is one-to-one and onto. [In such a case, $F$ has an inverse $F^{-1}: U \rightarrow V$ and so $F$ is said to be invertible.]
10.113 Define isomorphic vector spaces.

I A vector space $V$ is said to be isomorphic to a vector space $U$, written $V=U$, if there is an isomorphism $F: V \rightarrow U$.
10.114 Suppose $V$ is a vector space over a field $K$ and $\operatorname{dim} V=n$. Show that $V \simeq K^{\prime \prime}$.

1 Let $\left\{w_{1}, w_{2}, \ldots, w_{n}\right\}$ be a basis of $V$. Let $\{u\}$ denote the coordinates of $v \in V$ relative to the given basis. Then the map $F: V \rightarrow K^{n}$ defined by $F(v)=\{v\}$ is an isomorphism. Thus $V=K^{n}$.

Theorem 10.4: Suppose $V$ has finite dimension and $\operatorname{dim} V=\operatorname{dim} U$. Suppose $F: V \rightarrow U$ is linear. Then $F$ is an isomorphism if and only if $F$ is nonsingular.

### 10.115 <br> Prove Theorem 10.4.

II If $F$ is an isomorphism then only 0 maps to 0 so $F$ is nonsingular. Suppose $F$ is nonsingular. Then $\operatorname{dim}(\operatorname{Ker} F)=0$. By Theorem 10.2. $\operatorname{din} V=\operatorname{dim}(\operatorname{Ker} F)+\operatorname{dim}(\operatorname{lm} F)$. Thus $\operatorname{dim} U=\operatorname{dim} V=\operatorname{dim}(\operatorname{lm} F)$. Since $U$ has finite dimension. Im $F=U$ and so $F$ is surjective. Thus $F$ is both one-to-one and onto, i.e., $F$ is an isomorphism.
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10.116 The linear map $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $F(x, y)=(x-y, x-2 y)$ is nonsingular (Problen 10.95). Find a (ormula for $F^{-1}$.
$\int$ Set $F(x, y)=(a, b) \quad\left[\right.$ so $\cdot F^{\sim}!(a, b)=(x, y] \mid:$

$$
(x-y, x-2 y)=(a, b) \quad \text { or } \quad \begin{aligned}
& x-y=a \\
& x-2 y=b
\end{aligned} \quad \text { or } \quad \begin{aligned}
& x-y=a \\
&-y=b-a
\end{aligned}
$$

Solve for $x$ and $y$ in terms of $a$ and $b$ to get $x=2 a-b, y=a-b$. Thus $F^{-1}(a, b)=(2 a-b, a-b)$ [or, equivalemly, $\left.F^{-1}(x, y)=(2 x-y, x-y)\right]$.
10.117 The linear map $G: \mathbf{R}^{2} \rightarrow \mathbf{R}^{3}$ defined by $F(x, y)=(x+y, x-2 y, 3 x+y)$ is nonsingular. Find a formula - for $F^{-1}$.

I Although $G$ is nonsingular, it is not invertible since $\mathbf{R}^{2}$ and $\mathbf{R}^{3}$ have different dimensions. [Thus Théorem 10.4 does not apply.] Accordingly, $F^{-1}$ does not exist.
10.118 The linear map $H: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ defined by $H(x, y, z)=(x+y-2 z, x+2 y+z, 2 x+2 y-3 z)$ is nonsingular (Problem 10.97): Find a formula for $H^{-1}$.
ISet $H(x, y, z)=(a, b, c)$ and then solve for $\dot{x}, y, z$ in terms of $a, b, c$ :

$$
\begin{aligned}
x+y-2 z & =a & & x+y-2 z & =a \\
x+2 y+z & =b & \text { or } & y+3 z & =b-a \\
2 x+2 y-3 z & =c & & z & =c-2 a
\end{aligned}
$$

Solving for $x, y, z$ yiełds $x=-8 a-b+5 c, \quad y=5 a+b-3 c, \quad z=-2 a+c$. Thus $H^{-1}(a, b, c)=$ $(-8 a-b+5 c, \quad 5 a+b-3 c,-2 a+c)$ or, replacing $a, b, c$ by $x, y, z$, respectively, $H^{-1}(x, y, z)=$ $(-8 x-y+5 z, \quad 5 x+y-3 z, \quad-2 x+z)$

Problems 10.119-10.12t show that the relation $V=U$ of isomorphism of vector spaces is an equivalence relation, i.e., is reflexive, symmetric. and transitive.
10.119 Show that $\simeq$ is reflexive, i.e., $V=V$ for any vector space $V$.

IThe identity map $1_{V}: V \rightarrow V$ is linear and bijective, i.e., an isomorphism. Hence $V \approx V$ for any vector space $V$.
10.120 Show that $\approx$ is symmetric, i.e., if $V=U$ then $U=V$.
$I$ Suppose $V=U$ and $F: V \rightarrow U$ is an isomorphism. By Problem 10.30, $F^{-1}$ is also linear. Also $F^{-1}$ is bijective. Thus $F^{-1}: U \rightarrow V$ is an isomorphism, and so $U \approx V$.
10.121 Show that $\simeq$ is transitive, i.e., if $V \approx U$ and $U \simeq W$, then $V \simeq W$.

Suppose $V=\dot{U}$ and $U=W$, say $F: V \rightarrow U$ and $G: U \rightarrow W$ are isomorphisms. Since $F$ and $G$ are bijective; so is the composition $G \circ F$. By Problem 10.47, $G \circ F$. is linear since $F$ and $G$ are linear. Thus $G \circ F: V \rightarrow W$ is an isomorphism, and so. $V \simeq W$.

### 10.6 APPLICATYONS TO GEOMETRY, CONVEX SETS

This section assumes that all vector spaces are over the real field $\mathbf{R}$.
10.122 Let $v$ and $w^{2}$ be elements of $V$. The line segment $L$ from $v$ to $v+w$ is defined to be the set of vectors $u+\mathfrak{n}$ for $0 \leq i \leq 1$. [See Fig. 10.J.] Describe the point: (a) midway between $v$ and $u+w$. (b). one-third the way front $v$ to $v+n$ : (c) three-fourths the way from $v$ to $v+s$.
( (a) Set $1=\frac{1}{2}$ to get the point $v+\frac{1}{2} w$ which is midway between $v$ and $v+u$.
(b) Set $f=\frac{1}{3}$ toget the point $t+\frac{t}{3} n$ which is one-third the way from $v$ to $t+w$.
(c). Sel $r=\frac{\bar{y}}{3}$ to get the point $v+\frac{3}{3} w$ which is three-fourths the way from $u$ to $v+w$.
10.123 Show that $L$ consists of the points $(1-t) v+t u$ for $0 \leq 1 \leq 1$.

I Let $w=u-v$. Then $u=v+w$. By Problem 10.122, $L$ consists of the points $v+t w=$ $v+t(u-v)=v+t u-t v=(1-t) v+t u$ for $0 \leqq t \leq 1$.
10.124 Show that $L$ consists of the points so $+(1-s) u$ for $0 \leq s \leq 1$.

I Let $s=1-t$. Then $t=1-s$. Also, when $0 \leq t \leq 1$, we have $0 \leq s \leq 1$. Thus. $L$ consists of the points $(1-t) v+t u=s v=s v+(1-s) u$ for $\cdot 0 \leq s \leq 1$.
10.125 Show that $L$ consists of the points $t_{1} v+t_{2} u$ for $t_{1}+t_{2}=1, t_{1} \geq 0, t_{2} \geq 0$.

I Suppose $t_{1}+t_{2}=1, t_{1} \geq 0, t_{2} \geq 0$. Then $0 \leq t_{1} \leq 1$ and $t_{2}=1-t_{1}$. Thus $t_{1} v+t_{2} u=$ $t_{1} v+\left(1-i_{1}\right) u$. Hence $t_{1} v+t_{2} u$ belongs to $L$ (Problem 10.124). Conversely, consider any element $s v+(1-s) u$ in $L$. Set $t_{1}=s$ and $t_{2}=1-s$. Then $s v+(1-s) u=t_{1} v+t_{2} u$. Also $t_{1}+t_{2}=1$ and $t_{1} \leq 0, t_{2} \leq 0$.
10.126 Let $F: V \rightarrow U$ be linear. Show that the image $F(L)$ of a line segment $L$ in $V$ is a line segment in $U$.

I Suppose $L$ is a line segment between $v$ and $u$. Then $L$ consists of the points $t_{1} v+t_{2} u$ with $t_{1}, t_{2}$ nonnegative and $t_{1}+t_{2}=1$. Then $F(L)$ consists of the points $F\left(t_{1} v+t_{2} u\right)=t_{1} F(v)+t_{2} F(u)$ which is the line segment between $F(v)$ and $F(u)$ in $U$.
10.127 Define a convex set.

I A subset $X$ of a vector space $V$ is said to be convex if the line segment $L$ between any two points (vectors) $P, Q \in X$ is contained in $X$.
10.128 Is the rectangular area $X$ in Fig. 10-2(a) convex?

I Yes, since the line segment between any two points $P, Q \in X$ is contained in $X$.
10.129 Is the elliptical area $Y$ in Fig. 10-2(b) convex?
$I$ Yes, since the line segment between any two points $P, Q \in Y$ is contained in $Y$.
10.130 Is the $U$-shaped area area $Z$ in Fig. 10-2(c) convex?

I No, since. as shown, the line segmeni between two points $P, Q \in Z$ need not be contained in $Z$.


Fig. 10-2
10.131 Prove that the intersection of any number of convex sets is convex.

1 Let $\left\{X_{i}: i \in I\right\}$ be a collection of convex sets and let $Y=n_{i} X_{i}$. We need to show that $Y$ is convex. Let $P, Q \in Y$. Then $P, Q \in X_{i}$, for every $i \in I$. Let $L$ be the line segment between $P$ and $Q$. Since each $X_{i}$ is convex, $L \subset X_{i}$ for every $i \in I$. Thus $L \subseteq Y$, and so $Y$ is convex.
10.132 Suppose $W$ is a subspace of $V$. Show that $W$ is convex.

I Let $u, v \in W$. Then $t_{1} u+t_{2} v \in W$ for any $t_{1}, t_{2} \in \dot{R}$. Hence $t_{1} u+t_{2} v \in W$ for $t_{1}, t_{2} \geq 0$ and $t_{1}+t_{2}=1$. Thus $W$ is convex.
10.133 Define the convex hull of a subset of a vector space $V$.

1 The convex hull $H(X)$ of a subset $X$ of $V$ is the intersection of all convex sets which contain $X$. [By Problem 10.131, $H(X)$ is convex.] Alternatively, $H(X)$ is the smallest convex set containing $X$.
10.134 Describe the convex hull $H$ of three vectors $u, v, w$ in $V$.
$1 H$ consists of all vectors $t_{1} \mu+t_{2} v+t_{3} w$ where $t_{;} \geq 0$ and $t_{1}+t_{2}+t_{3}=1$. [Geometrically, $H$ is the triangle with vertices $u, v, w$ as pictured in Fig. 10-3.]


Fig. 10-3
10.135 Describe the convex hull $H$ of vectors $v_{1}, v_{2}, \ldots, v_{n}$ in $V$.

1 I $H$ consists of all vectors $t_{1} v_{1}+t_{2} v_{2}+\cdots+t_{n} v_{n}$ where each $t_{i} \geq 0$, and the sum $t_{1}+\cdots+t_{n}=1$.
10.136 Suppose $F: V \rightarrow U$ is a linear map and $X$ is a convex subset of $V$. Show that the image $F(X)$ is a convex subset of $U$.
1 Let $u_{1}, u_{2} \in F(X)$. Then there exist vectors $v_{2}, v_{2} \in X$ such that $F\left(v_{1}\right)=u_{1}$ and $F\left(v_{2}\right)=u_{2}$. Since $X$ is convex, all the vectors $t_{1} v_{1}+t_{2} v_{2}$, where $t_{1}, t_{2} \geq 0$ and $t_{1}+t_{2}=1$, belong to $X$. Hence the vectors $F\left(t_{1} v_{1}+t_{2} v_{2}\right)=t_{1} F\left(v_{1}\right)+t_{2} F\left(v_{2}\right)=t_{1} u_{1}+t_{2} u_{2}$ belong to $F(X)$. Thus $F(X)$ is convex.
10.137 Let $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ be defined by $F(x, y)=(3 x+5 y, 2 x+3 y)$. Find the image $F(S)$ of the unit circte $S$ in $R^{2}$. [ $S$ consisis of all points satisfying. $x^{2}+y^{2}=1$.]
1 Set $F(x, y)=(s, 1)$ :

$$
(3 x+5 y, 2 x+3 y)=(5,1) \quad \text { or } \quad\left\{\begin{array}{l}
3 x+5 y=s \\
2 x+3 y=1
\end{array}\right.
$$
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Solve for $x$ and $y$ in terms of $s$ and $t$ to get $x=-3 s+5 t, y=2 s-3 t$. Substitute into $x^{2}+y^{2}=1$ to obtain $13 s^{2}-42 s t+34 t^{2}=1$ or $13 x^{2}-42 x y+34 y^{2}=1$ which is the image of $S$ under $F$. [Note $F(S)$ is an ellipse.|
10.138 Find the preimage $F^{-1}(S)$ for the map $F$ in Problem 10.137 and the unit circle $S$.

Set $F(x, y)=(s, t)$ where $(s, t) \in S$, i.e., where $s^{2}+t^{2}=1$. We get $3 x+5 y=s, 2 x+3 y=t$. Substituting in $s^{2}+t^{2}=1$ yields $13 x^{2}+42 x y+24 y^{2}=1$ which is $F^{-1}(S)$ : [Note $F^{-1}(S)$ is an ellipse.]

Problems $10.139-10.141$ refer to the linear map $G: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{\mathbf{3}}$ defined by

$$
G(x, y, z)=(x+y+z, y-2 z, y-3 z)
$$

and the unit sphere $S_{2}$ in $\boldsymbol{R}^{3}$ which consists of the points satisfying $x^{2}+y^{2}+z^{2}=1$.
10.139 Find the image $G\left(S_{2}\right)$ of the unit sphere $S_{2}$.

I Set $G(x, y, z)=(r, s, l)$ :

$$
(x+y+z, y-2 z, y-3 z)=(r, s, t) \quad \text { or } \quad y-2 z=s
$$

Soive for $x, y, z$ in terms of $r, s, t$ to get $x=r-4 s+3 t, y=3 s-2 t, z=s-t$. Substitute in $x^{2}+y^{2}+$ $z^{2}=1$ to get $(r-4 s+3 i)^{2}+(3 s-2 i)^{2}+(s-t)^{2}=1, r^{2}-8 r s+16 s^{2}+6 r t-38 s t+14 t^{2}=1$, or $x^{2}$ $8 x y+26 y^{2}+6 x z-38 y z+14 z^{2}=1$ which is $G\left(S_{2}\right)$.
10.140 Find the preimage $G^{-1}\left(S_{2}\right)$ of the unit sphere $S_{2}$.

I Set $G(x, y, z)=(r, s, t)$ where $(r, s, t) \in S_{2}$, i.e., where $r^{2}+s^{2}+t^{2}=1$. We get $x+y+z=r$, $y-2 z=s, \quad y-3 z=t$. Substitute in $r^{2}+s^{2}+t^{2}=1$ to get $(x+y+z)^{2}+(y-2 z)^{2}+(y-3 z)^{2}=1$ or $x^{2}+2 x y+3 y^{2}+2 x z-8 y z+14 z^{2}=1$ which is the preimage $\cdot G^{-1}\left(S_{2}\right)$.
10.141

Find the preimage $G^{-1}(H)$ where $H$ is the plane $x+2 y-3 z=4$.
Set $G(x, y, z)=(r, s, t)$ where $r+2 s-3 t=4$. We get $x+y+z=r, y-2 z=s, y-3 z=t$.
Substitute in $r+2 s-3 t=4$ to get $(x+y+z)+2(y-2 z)-3(y-3 z)=4$ or $x-12 z=4$ which is $G^{-1}(H)$. [Note $G^{-1}(H)$ is also a plane.]

## CHAPTER 11 <br> Spaces of Linear Mappings

### 11.1 OPERATIONS WITH LINEAR MAPPINGS

11. 1 Define the addition of linear mappings.

Suppose $F: V \rightarrow U$ and $G: V \rightarrow U$ are linear mappings of vector spaces $V$ and $U$ over a field $K$. The sum $F+G$ is defined to be the mapping from $V$ into $U$ which assigns $F(v)+G(v)$ to $v \in V$; that is, $\quad(F+G)(v)=F(v)+G(v)$ :
11.2 Show that if $F: V \rightarrow U$ and $G: V \rightarrow U$ are linear, then $F+G$ is linear.
\| For any vectors, $u, w \in V$ and any scalars $a, b \in K$,

$$
\begin{aligned}
(F+G)(a v+b w) & =F(a v+b w)+G(a v+b w) \\
& =a F(v)+b F(w)+a G(v)+b G(w) \\
& =a(F(v)+G(v))+b(F(w)+G(w)) \\
& =a(F+G)(v)+b(F+G)(w)
\end{aligned}
$$

Thus $F+\boldsymbol{G}$ is linear.
11.3 Define the product of a scalar and a linear mapping-

I Suppose $: \mathcal{F}: V \rightarrow U$. is a linear mapping of vector spaces $V$ and $U$ over a field $K$. For any scalar $k \in$ $K$, the product $k F$ is defined to be the mapping from $V$ into $U$ which assigns $k F(v)$ to $v \in V$; that is, $(k F)(v)=k F(v)$.
11.4 Show that if $F: V \rightarrow U$ is linear, then $k F$ is linear.

IFor any vectors $v, w \in V$ and any scalars $a, b \in K$.
$(k F)(a v+b w)=k F(a v+b w)=k(a F(v)+b F(w))=a k F(v)+b k F(w)=a(k F)(v)+b(k F)(w)$
Thus $k F$ is linear.

Problems 11.S-11. 18 refer to the linear maps $F: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{2}, \quad G: \mathbf{R}^{3} \rightarrow \mathbf{R}^{2}$, and $H: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $F(x, y, z)=(2 x, y+z) . \quad G(x, y, z)=(x-z, y)$, and $H(x, y)=(y, x)$.
11.5. Find $(F+G)(v)$ where $v=(2,3 ; 4)$.

$$
\text { I }(F+G)(v)=F(v)+G(v)=F(2,3,4)+G(2,3,4)=(4,7)+(-2,3)=(2,10) .
$$

11.6 Find $(3 F)(v)$ where $v=(2,3,4)$.

* $(3 F)(v)=3 F(v)=3 F(2,3.4)=3(4,7)=(12,21)$.
11.7 Find $(2 F-5 G)(w)$ where $w=(5,1,3)$.

$$
\text { I }(2 F-5 G)(w)=2 F(w)-5 G(w)=2 F(5,1,3)-5 G(5,1,3)=2(10,4)-5(2,1)=(20,8)+(-10,-5)
$$

$$
=(10,3) .
$$

-11.8. Find a formula for $F+G$.
I $(F+G)(x, y-z)=F(x, y, z)+G(x, y, z)=(2 x, y+z)+(x-z, y)=(3 x-2,2 y+z)$
11.9. Find a formula for $3 F$.
( $(3 F)(x, y-z)=3 F(x, y, z)=3(2 x, y+z)=(6 x, 3 y+3 z)$.
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11.19 Find $(F+G)(v)$.

$$
\text { I }(F+G)(v)=F(v)+G(v)=F(4,-1,5)+G(4,-1,5)=(-1,9)+(10,5)=(9,14) .
$$

11.20 Find $(F+G)(w)$.

I $(F+G)(w)=F(w)+G(w)=F(3,4,1)+G(3,4,1)=(4,4)+(2,-1)=(6,3)$.
11.21 Find a formula for $F+G$.

I $(F+G)(x, y, z)=F(x, y, z)+G(x, y, z)=(y, x+z)+(2 z, x-y)=(y+2 z, 2 x-y+z)$.
11.22 Find $(H \circ F)(v)$.

I $(H \circ F)(v)=H(F(v))=H(F(4,-1,5)=H(-1,9)=(9,-2)$.
11.23 Find a formula for $H \circ F$.
\| $(H \circ F)(x, y, z)=H(F(x, y, z))=H(y, x+z)=(x+z, 2 y)$.

Find $(H \cdot G)(w)$.
\| $(H \circ G)(w)=H(G(w))=H(G(3,4,1))=H(2,1)=(-1,4)$.
Find a formulà for $H \circ G$.
I $(H \circ G)(x, y, z)=H(G(x, y, z))=H(2 z, x-y)=(x-y, 4 z)$.

Find a formuła for $H \circ(F+G)$.
1 Using Problem 11.21, $H \circ(F+G)(x, y, z)=H((F+G)(x, y, z))=H(y+2 z, 2 x-y+z)=$ $(2 x-y+z, 2 y+4 z)$.

Find a formula for $\dot{H} \circ F+H \circ G$. Compare with Problem 11.26.
1 Using Problems 11.23 and 11.25, $(H \circ F+H \circ G)(x, y, z)=(H \circ F)(x, y, z)+(H \circ G)(x, y, z)=(x+$ $z, 2 y)+(x-y, 4 z)=(2 x-y+z, 2 y+4 z)$. By Problem 11.26, $H \circ(F+G)=H \circ F+H \circ G$.

Find a formula for $H^{2}=H \circ H$.
I $H^{2}(x, y)=H(H(x, y))=H(y, 2 x)=(2 x, 2 y)$.
Theorem 11.1: Let $V, U$, and $W$ be vector spaces over $K$. Let $F, F^{\prime}$ be linear mappings from $V$ into $U$ and let $G, G^{\prime}$ be linear mappings from $U$ into $W$; let $k \in K$. Then (i) $G \circ\left(F+F^{\prime}\right)=$ $G \circ F+G \circ F^{\prime}$; (ii) $\left(G+G^{\prime}\right) \circ \dot{F}=G \circ F+G^{\circ} \circ F$; (iii) $k(G \circ F)=(k G) \circ F=G \circ(k F)$.

Prove (i) of Theorem 11:1: $\quad G \circ\left(F+F^{\prime}\right)=G \circ F+G \circ F^{\prime}$.
1 For every $v \in V,\left(G \circ\left(F+F^{\prime}\right)\right)(v)=G\left(\left(F+F^{\prime}\right)(v)\right)=G\left(F(v)+F^{\prime}(v)\right)=G(F(v))+G\left(F^{\prime}(v)\right)=$ $(G \circ F)(v)+\left(G \circ F^{\prime}\right)(v)=\left(G \circ F+G^{\circ} \circ F^{\prime}\right)(v)$. Since $\left(G^{\circ}\left(\bar{F}+F^{\prime}\right)(v)=\left\{G \circ F+G \circ F^{\prime}\right)(v)\right.$. for every $v \in V, \quad G^{\circ}\left(F+F^{\prime}\right)=G \circ \dot{F}+G \circ F^{\prime}$.

Prove (ii) of Theörem-11.1: $\left(G+G^{\prime}\right) \circ F=G \circ F+G^{\prime} \circ F$.
1 For every $v \in V, \quad\left(\left(G+G^{\prime}\right) \circ F\right)(v)=\left(G+G^{\prime}\right)(F(v))=G(F(v))+G^{\prime}(F(v))=(G \circ F)(v)+\left(G^{\prime} \circ F\right)(v)=$ $\left(G \circ F+G^{\prime} \circ F\right)(v)$. Since $\left(\left(G+G^{\prime}\right) \circ F\right)(v)=\left(G \circ F+G^{\circ} F^{\prime}\right)(v)$ for every $v \in V,\left(G+G^{\prime}\right) \circ F=$ $G \circ F+G^{\prime} \circ F$.

Prove (iii) of Theorem 11.1: $k(G \circ F)=(k G \circ F)=G \circ(k F)$ :
1 For every $v \in V,(k(\dot{G} \circ F))(v)=k(G \circ F)(v)=k(G(f(v)))=(k G)(v(v))=(k G \circ F)(v)$ and $(k(G \circ F))(v)=k(G \circ F)(v)=k(G(F(v)))=G(k F(v))=G((k F)(v))=(G \circ k F)(v)$. Accordingly, $\quad k(G \circ F)=$ $(k G) \circ F=G \circ(k F)$. (We emphasize that two mappings are shown to be equal by showing that they assign the same image to each point in the domain.)
11.32 Suppose $F_{1}, F_{2}, \ldots, F_{n}$ are linear maps from $V$ into $U$. Show that, for any scalars $a_{1}, a_{2}, \ldots, a_{n}$ and for any. $v \in V, \quad\left(a_{1} F_{1}+a_{2} F_{2}+\cdots+a_{n} F_{n}\right)(v)=a_{1} F_{1}(v)+a_{2} F_{2}(v)+\cdots+a_{n} F_{n}(v)$.
1 Since $a_{1} F_{1},\left(a_{1} F_{1}\right)(v)=a_{1} F_{1}(v) ;$ the resuth holds for $n=1$. Thus by induction,

$$
\left(a_{1} F_{1}+a_{2} F_{2}+\cdots+a_{n} F_{n}\right)(v)=\left(a_{1} F_{1}\right)(v)+\left(a_{2} F_{2}+\cdots+a_{n} F_{n}\right)(v)=a_{2} F_{1}(v)+a_{2} F_{2}(v)+\cdots+a_{n} F_{n}(v)
$$

### 11.2. VECTOR SPACE OF LINEAR MAPPINGS

Theorem 11.2: Let $V$ and $U$ be vector spaces over a feeld $K$. Then the collection of af linear mappings from $V$ into $U$ with the above operations of addition and scatar multiplication form a vector space over $k$.
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Remark: The space in Theorem 11.2 is usually denoted by $\operatorname{Hom}(V, U)$. [Here Hom comies from the word homomorphism.] The proof of the theorem reduces to showing that $\operatorname{Hom}(V, U)$ satisfies the eight axioms of a vector space [Section 7.1]. In the proof [Problems 11.33-11.40] $F, G, H$ denote elements of $\operatorname{Hom}(V, U)$ and $k, a, b$ denote scalars in $K$.
11.33 Prove $\operatorname{Hom}(\overline{\bar{V}}, U)$ satisfies $\left[A_{i}\right]:(F+G)+H=F+(G+H)$.

IFor any vector $v \in V,((F+G)+H)(v)=(F+G)(v)+H(v)=(F(v)+G(v))+H(v)=F(v)+(G(v)+$ $H(v))=F(v)+(G+H)(v)=(F+(G+H))(v)$. Thus $(F+G)+H=F+(G+H)$ and $\left[A_{1}\right]$ holds in $\operatorname{Hom}(V, U)$.
11.34 Prove $\operatorname{Hom}(V, U)$ satisfies $\left[A_{2}\right]$ : There exists a zero element 0 such that $F+0=F$.

Let 0 denote the zero mapping defined by $0(v)=0$ for every $v \in V$. Then, for every $v \in V,(F+$ $0)(v)=F(v)+0(v)=F(v)+0=F(v)$. Since $(F+0)(v)=F(v)$ for every $v \in V, F+0=F$.
11.35 Prove $\operatorname{Hom}(V, U)$ satisfies $\left[A_{3}\right\}$ : For each $F \in \operatorname{Hom}(V, U)$, there exists an element $-F \in \operatorname{Hom}(V, U)$ such that $F+(-F)=0$.

I Let $-F$ be the map $(-1) F$. Then, for every $v \in V$,

$$
(F+(-F))(v)=(F+(-1) F)(v)=F(v)+(-1) F(v)=F(v)-F(v)=0=0(v)
$$

11.36 Prove $\operatorname{Hom}(V, U)$ satisfies $\left[A_{4}\right]: \quad F+G=G+F$.

1 For every $v \in V,(F+G)(v)=F(v)+G(v)=G(v)+F(v)=(G+F)(v)$. Hence $F+G=G+F$.
11.37. Prove $\operatorname{Hom}(V, U)$ satisfies $\left[M_{1}\right]: \quad k(F+G)=k F+k G$.

1 For every $v \in V, \quad(k(\dot{F}+G))(v)=k[(F+G)(v)]=k[F(v)+G(v)]=k F(v)+k G(v)=(k F)(v)+$ $(k G)(v)=(k F+k G)(v)$. Thus $k(F+G)=k F+k G$.
11.38 Prove $\operatorname{Hom}(V, U)$ satisfies $\left[M_{2}\right]:(a+b) F=a F+b F$.

1 For every $v \in V,((a+b) F)(v)=(a+b)[F(v)]=a F(v)+b F(v)=(a F)(v)+(b F)(v)=(a \dot{F}+b F)(v)$. Thus $(a+b) F=a F+b F$.
11.39 Prove $\operatorname{Hom}(V, U)$ satisfies $\left[M_{3}\right]: \quad(a b) F=a(b F)$.
! For every $v \in V,((a b) F)(v)=(a b)[F(v)]=a(b F(v))=a \mid(b F)(v)]=(a(b F))(v)$. Thus $(a b) F=a(b F)$.
11.40 Prove $\operatorname{Hom}(V, U)$ satisties $\left[M_{4}\right]: \quad 1 F=F$.

1 For every $v \in V,(1 F)(v)=1 \mid F(v)]=F(v)$. Thus $1 F=F$.
Problems 11.41-11.46 refer to the linear mappings $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{2}, G: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{2} ; H: \mathbf{R}^{3} \rightarrow \mathbf{R}^{2}$. defined by $F(x, y, z)=(x+y+z, x+y), \quad G(x, y, z)=(2 x+z, x+y), \quad H(x, y, z)=(2 y, x)$.
11.41 Which vector space, if any, do $F, G$, and $H$ belong to?

I $F, G$, and $H$ belong to $\operatorname{Hom}\left(\mathbf{R}^{3}, \mathbf{R}^{2}\right)$ since they are linear maps from $\mathbf{R}^{3}$ to $\mathbf{R}^{2}$.
11.42 Find a formula for $F+G$.

I $(F+G)(x, y, z)=F(x, y, z)+G(x, y, z)=(x+y+z, x+y)+(2 x+z, x+y)=(3 x+y+2 z, 2 x+2 y)$.
11.43 Find a formula for $F+H$ :

I $(F+H)(x, y, z)=F(x, y, z)+H(x, y, z)=(x+y+z, x+y)+(2 y, x)=(x+3 y+z, 2 x+y)$.
11.44 Find a formula for $G \circ F$.

I $G \circ F$ is not defined since the co-domain of $F$ is not the domain of $G$.
14.45 Find a formula for $3 G+2 H$.

I $(3 G+2 H)(x, y, z)=3 G(x, y, z)+2 H(x, y, z)=3(2 x+z, x+y)+2(2 y, x)=(6 x+4 y+3 z, 5 x+3 y)$.
11.46 Show that $F, G, H$ are linearly independent $\{$ as etements in the vector space Hom $(V, U)\}$.

I Suppose, for scalars $a, b, c \in K$,

$$
\begin{equation*}
a F+b G+c H=0 \tag{1}
\end{equation*}
$$

[Here 0 is the zero mapping.] For $e_{1}=(1,0,0) \in R^{3}$, we have $(a F+b G+c H)\left(e_{1}\right)=a F(1,0,0)+$ $b G(1,0,0)+c H(1,0,0)=a(1,1)+b(2,1)+c(0,1)=(a+2 b, a+b+c)$ and $0\left(e_{1}\right)=(0,0)$. Thus by (1), $(a+2 b, a+b+c)=(0,0)$ and so

$$
\begin{equation*}
a+2 b=0 \quad \text { and } \quad a+b+c=0 \tag{2}
\end{equation*}
$$

Similariy for $e_{2}=(0,1,0) \in \mathbf{R}^{2}$, we have. $(a F+b G+c H)\left(e_{2}\right)=a F(0,1,0)+b G(0,1,0)+c H(0,1,0)=$ $a(1,1)+b(0,1)+c(2,0)=(a+2 c, a+b)=0\left(e_{2}\right)=(0,0)$. Thus

$$
\begin{equation*}
a+2 c=0 \quad \text { and } \quad a+b=0 \tag{3}
\end{equation*}
$$

Using (2) and (3), we obtain

$$
\begin{equation*}
a=0 \quad b=0 \quad c=0 \tag{4}
\end{equation*}
$$

Since (1) implies (4), the mappings $F, G$, and $H$ are linearly independent.

Theorem 11.3: Suppose $\operatorname{dim} V=m$ and $\operatorname{dim} U=n$. Then $\operatorname{dim} \operatorname{Hom}(V, U)=m n$.
11.47 Prove Theorem 11.3.

I Suppose $\left\{v_{1}, \ldots, v_{m}\right\}$ is a basis of $V$ and $\left\{u_{1}, \ldots, u_{n}\right\}$ is a basis of $U$. By Theorem 10.1, a linear mapping in $\operatorname{Hom}(V, U)$ is uniquely determined by arbitrarily assigning elements of $U$ to the basis elements $v_{i}$ of $V$. We define

$$
F_{i j} \in \operatorname{Hom}(V, U) \quad i=1, \ldots, m, j=1, \ldots, n
$$

to be the linear mapping for which $F_{i j}\left(v_{i}\right)=u_{i}$ and $F_{i j}\left(v_{k}\right)=0$ for $k \neq i$. That is, $F_{i j}$ maps $v_{i}$ into $u_{j}$ and the other $v$ 's inte 0 . Observe that $\left\{F_{i j}\right\}$ contains exactly $m n$ elements; hence the theorem is proved if we show that it is a basis of $\operatorname{Ham}(V, U)$ )

Proof that $\left\{F_{i j}\right\}$ generates $\operatorname{Hom}(V, U)$. Let $F \in \operatorname{Hom}(V, U)$. Suppose $F\left(v_{1}\right)=w_{1}, F\left(v_{2}\right)=v_{2}, \ldots$, $F\left(v_{m}\right)=w_{n}$. Since $w_{k} \in U$, it is a linear combination of the $u$ 's; say,

$$
\begin{equation*}
w_{k}=a_{k 1} u_{3}+a_{k 2} u_{2}+\cdots+a_{k n} u_{n} \quad k=1, \ldots, m_{r}, a_{i j} \in K \tag{1}
\end{equation*}
$$

Consider the linear mapping $G=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j} F_{i j}$. Since $G$ is a linear combination of the $F_{i j}$, the proof that $\left\{F_{i j}\right\}$ generates $\operatorname{Hom}(V, U)$ is complete if we show that $F=G$.
We now compute $G\left(v_{k}\right), k=1, \ldots, m$. Since $F_{i j}\left(v_{k}\right)=0$ for $k \neq i$ and $F_{k j}\left(v_{k}\right)=u_{i}$,

$$
G\left(v_{k}\right)=\sum_{i=1}^{m} \sum_{i=1}^{n} a_{i j} F_{i j}\left(v_{k}\right)=\sum_{i=1}^{n} a_{k i} F_{k i}\left(v_{k}\right)=\sum_{j=1}^{n} a_{k j} u_{j}=a_{k i} u_{i}+a_{k 2} u_{2}+\cdots+a_{k n} u_{n}
$$

Thus by (I). $G\left(v_{k}\right)=w_{k}$ for each $k$. But $F\left(v_{k}\right)=w_{k}$ for eactik. Accordingly, by Theorem 10.1. $F=G$; bence $\left\{F_{i i}\right\}$ generates $\operatorname{Hom}(V, U)$.

Proof that $\left\{F_{i j}\right\}$ is linearly independent. Suppose, for scalars $a_{i j} \in K$,

$$
\sum_{i=1}^{m} \sum_{i=1}^{n} a_{i j} F_{i j}=0
$$

Eor $v_{k}, k=1, \ldots, m$,

$$
0=0\left(v_{k}\right)=\sum_{i=1}^{m} \sum_{i=1}^{n} a_{i j} F_{i j}\left(v_{k}\right)=\sum_{i=1}^{n} a_{k j} F_{k j}\left(v_{k}\right)=\sum_{j=1}^{n} a_{k j} u_{j}=a_{k i} u_{k}+a_{k z} u_{2}+\cdots+a_{k n} u_{n}
$$

But the $u_{i}$ are linearly independent; hence for $k=1, \ldots, m$, we have $a_{k 1}=0, a_{k 2}=0, \ldots, a_{k n}=0$. In other words, all the $a_{i j}=0$ and so $\left\{F_{i j}\right\}$ is linearly independent.
Thus $\left\{F_{i j}\right\}$ is a basis of $\operatorname{Hom}(V, U)$; hence $\operatorname{dim} \operatorname{Hom}(V, U)=m n$.
11.48 Find the dimension of $\operatorname{Hom}\left(R^{3}, R^{2}\right)$.

1 Since $\operatorname{dim} R^{3}=3$ and $\operatorname{dim} R^{2}=2$, we have $\{$ Theorem 11.3$] \quad \operatorname{dim}\left(\operatorname{Hom}\left(R^{3}, R^{2}\right)\right)=3 \cdot 2=6$.
11.49 Find the dimension of $\operatorname{Hom}\left(\mathrm{C}^{3}, \mathrm{R}^{2}\right)$.

I $\mathbf{C}^{3}$ is a vector space over $\mathbf{C}$, and $\mathbf{R}^{2}$ is a vector space over $\mathbf{R}$; hence Hom $\left(\mathbf{C}^{3}, \mathbf{R}^{2}\right)$ does not exist.
11.50 Let $V=C^{3}$ be viewed as a vector space over $R$. Find the dimension of $\operatorname{Hom}\left(V, R^{2}\right)$.

1 As a vector space over $\mathbf{R}, \boldsymbol{V}=\mathbf{C}^{3}$ has dimension 6. Hence [Theorem 11.3] $\operatorname{dim}\left(\operatorname{Hom}\left(V, \mathbf{R}^{2}\right)\right)=$ $6 \cdot 2=12$.

### 11.3 AlGEBRA OF LINEAR MAPPIŃGS

This section considers the special case of tinear mappings $T: V \rightarrow V$. They are also called linear operators or linear transformations on $V$. We will write $A(V)$, instead of $H o m(V, V)$, for the space of all such mappings.
11.51 Define an algebra and an associate algebra over a field $K$.

1 An algebra A over a field $K$ is a vector space over $K$ in which an operation of multiplication is defined satisfying, for every $F, G, H \in A$ and every $k \in K$. Distributive laws

$$
\begin{gather*}
F(G+H)=F G+F H \quad \text { and }(G+H) F=G F+H F  \tag{1}\\
K(G F)=(k G) F=G(k F) \tag{2}
\end{gather*}
$$

If the associative law also holds for the multiplication, i.e., if for every $\mathcal{F}, G, H \in A$,

$$
\begin{equation*}
(F G) H=F(G H) \tag{3}
\end{equation*}
$$

then the algebra $A$ is said to be associarive. [If the commutative law also holds for multiplication, i.e., if for every $F, G \in A$

$$
\begin{equation*}
F G=G F \tag{4}
\end{equation*}
$$

then the algebra is said to be commuraive.]
11.52 Show how $A(V)$ may be viewed as an algebra over the base field $K$.

IThe composition $G \subset F$ of two linear maps $F, G \in A(V)$ is defined and linear, and belongs to $A(V)$. By Theorem 11.1, the composition operation satisfies the properties in Problem 11.51. Thus $A(V)$ is an associative algebra over $K$ with respect to composition of mappings; hence it is frequently called the algebra of linear operators on $V$. |We shall write $G F$ for $G \circ F$ in the space $A(V)$.]
11.53 An algebra $A$ is said to have an identity element 1 if $1 \cdot a=a \cdot 1=a$ for every $a \in A$. Show that $A(V)$ has an identily element.
$\int$ The identity mapping $I: V \rightarrow V$ belongs to $A(V)$. Also, for any $T \in A(V)$, we have $T I=I T=T$. Thus the identity mapping $l$ is an identity element for the algebra $A(V)$.
11.54 Which of the following integers can be the dimension of an algebra $A(V)$ of linear maps: $5,9,18,25,31$, $36,44,64,88,100$ ?

I Suppose $\operatorname{dim} V=n$. Then $\operatorname{dim}(A(V))=n^{2}$. Thus only the square integers can be the dimension of $A(V)$, that is, $9,25,36,64$, and 100
11.55 Let $T$ be an element of $A(V)$. Define the powers $T^{2}, T^{3}, \ldots$ of the linear map $T$.

I Since composition is the multiplication operation in $A(V)$, we have $T^{2}=T \circ T, T^{3}=T \circ T \circ T, \ldots$

Problems 11.56-11.61 refer to the linear operators $S, T \in A\left(\mathbb{R}^{2}\right)$ defined by $S(x, y)=(y, x)$ and $T(x, y)=(0, x)$.
11.56 Find a formula for $S+T$.

I $(S+T)(x, y)=S(x, y)+F(x, y)=(y, x)+(0, x)=(y, 2 x)$.
11.57 Find a formula for $2 S-3 T$.

I $(2 S-3 \dot{T})(x, y)=2 S(x, y)-3 T(x, y)=2(y, x)-3(0, x)=(2 y,-x)$.
11.58 Find a formula for $S T$.
( $(S T)(x, y)=S(T(x, y))=S(0, x)=(x, 0)$.
11.59 . Find a formula for TS.

I $(T S)(x, y)=T(S(x, y))=T(y, x)=(0, y)$.
11.60 Find a formula for $S^{2}$.
$\int S^{2}(x, y)=S(S(x, y))=S(y, x)=(x, y)$. Note $S^{2}=I$, the identity mapping.
11.61 Find a formula for $T^{2}$.
$7 T^{2}(x, y)=T(T(x, y))=T(0, x)=(0,0)$. Note $T^{2}=0$, the zero mapping.

Probtems 11.62-1\}.64 refer to the linear operators $S, T \in A\left(\mathbf{R}^{2}\right)$ defined by $S(x, y)=(0, x)$ and $T(x, y)=(x, 0)$ :
11.62 Show that $T S=0$.
$(T S)(x, y)=T(S(x, y))=T(0, x)=(0,0)$. Since $T S$ assigns $0=(0,0)$ to every $(x, y) \in \mathbf{R}^{2}$, it is the zero mapping: $T S=0$.
11.63 Show that $S T \neq 0$ :

I $(S F)(x, y)=S(T(x, y))=S(x, 0)=(0, x)$. For example. $(S T)(4,2)=(0,4)$. Thus $S F \neq 0$, since it does not assign $0=(0,0)$ to every etement of $\boldsymbol{R}^{\text {? }}$.
11.64 Show that $F^{2}=T$.
( $T^{2}(x, y)=T(T(x, y))=T(x, 0)=(x, 0)=T(x, y)$ Hence $T^{2}=T$.
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Problems $11.65-11.70$ refer to linear operators $S, T \in A\left(R^{2}\right)$ defined by $S(x, y)=(x+y, 0)$ and $T(x, y)=(-y, x)$.
11.65 Find a formula for $S+T$.

I $(S+T)(x, y)=S(x, y)+T(x, y)=(x+y, 0)+(-y, x)=(x, x) . \quad$ :
11.66 Find a formula for $5 S-3 T$.

I $(5 S-3 T)(x, y)=5 S(x, y)-3 T(x, y)=5(x+y, 0)-3(-y, x)=(5 x+5 y, 0)+(3 y,-3 x)=(5 x+8 y,-3 x)$
11.67 Find a formula for $S T$.
$\|(S T)(x, y)=S(T(x, y))=S(-y, x)=(x-y, 0)$.
11.68 Find a formula for $T S$.

I $(T S)(x, y)=T(S(x ; y))=T(x+y, 0)=(0, x+y)$.
11.69 Show that $S^{2}=S$.

I $S^{2}(x, y)=S(S(x, y))=S(x+y, 0)=(x+y, 0)=S(x, y)$. Thus $S^{2}=S$.
11.70 Show that $T^{2}=-I$, where $I$ is the identity operator.
\| $T^{2}(x, y)=T(T(x, y))=T(-y, x)=(-x,-y)=-(x, y)=-I(x, y)$. Thus $T^{2}=-I$.
11.71 Consider a polynomial $p(\dot{x})=a_{0}+a_{n} x^{k}+a_{2} x^{2}+\cdots+a_{n} x^{n}$ over $K$, that is, $a_{i} \in K$. Define the operator $p(T)$ where $T \in A(V)$.

The operator $p(T)$ is defined by $p(T)=a_{0} I+a_{1} T+a_{2} T^{2}+\cdots+a_{n} T^{n}$. [For a scalar $k \in K$, the operator $k J$ is frequently denoted by simply $k$.\} In particular, if $p(T)=0$, the zero mapping, then $T$ is said to be a zero of the polynomial $p(x)$.

Problems 11.72-11.77 refer to the linear operatoi $T$ on $\mathbf{R}^{2}$ defined by $T(x, y)=(x+2 y, 3 x+4 y)$.

### 11.72 Find a formula for $T^{2}$.

$$
\text { I } \begin{aligned}
T^{2}(x, y) & =T(T(x, y))=T(x+2 y, 3 x+4 y) \\
& =[(x+2 y)+2(3 x+4 y), 3(x+2 y)+4(3 x+4 y)]=(7 \dot{x}+10 y, 15 x+22 y) .
\end{aligned}
$$

11.73 Find a formula for $T^{3}$ :

$$
\begin{aligned}
T^{3}(x, y) & =T\left(T^{2}(x, y)\right)=T(7 x+10 y, 15 x+22 y) \\
& =[(7 x+10 y)+2(15 x+22 y), 3(7 x+10 y)+4(15 x+22 y)]=(37 x+54 y, 81 x+118 y) .
\end{aligned}
$$

11.74 Find $f(T)$ where $f(x)=x^{2}-3 x+4$.
(By definition, $f(T)=T^{2}-3 T+41$. Thus

$$
\begin{aligned}
f(T)(x, y) & =\left(T^{2}-3 T+4 I\right)(x, y)=T^{2}(x, y)-3 T(x, y)+4 /(x, y) \\
& =(7 x+10 y, 15 x+22 y)+(-3 x-6 y,-9 x-12 y)+(4 x, 4 y) \\
& =(8 x+4 y, 6 x+14 y)
\end{aligned}
$$

11.75 Is $T$ a root of $f(x)=x^{2}-3 x+4$ ?
( No, since $f(T)$ is not the zero map.
11.76 Find $g(T)$ where $g(x)=x^{2}-5 x-2$.
\| $g(T)(x, y)=\left(T^{2}-5 T-2 I\right)(x, y)=T^{2}(x, y)-5 T(x, y)-2 I(x, y)$

$$
=(7 x+10 y, 15 x+22 y)+(-5 x-10 y,-15 x-20 y)+(-2 x,-2 y)=(0,0)
$$

11.77. Is $T$ a root of $g(x)=x^{2}-5 x-2 ?$
| Yes, since $g(T)=0$, the zero map.
11.78 Let $T: R^{3} \rightarrow R^{3}$ be defined by $T(x, y, z)=(0, x, y)$. Find $f(T)$ where $f(x)=x+1$.

If $f(T)(x, y, z)=(T+I)(x, y, z)=(0, x, y)+(x, y, z)=(x, x+y, y+z)$.
11.79 Show that $T$ in Problem 11.78 is a root of $P(x)=x^{3}$.

I $T^{3}(x, y, z)=T^{2}(0, x, y)=T(0,0, x)=(0,0,0)$. Since $T^{3}=0, \quad T$ is a root of $p(x)=x^{3}$.

Problems $11.80-11.82$ refer to a linear operator $E$ in $A(V)$ for which $E^{2}=E$. [Such an operator is termed a projection.]
11.80 Let $U$ be the image of $E$. Show that if $u \in U$, then $E(u)=u$, that is, $E$ is the identity map on $U$. 1 If $u \in U$, the image of $E$, then $E(v)=u$ for some $v \in V$. Hence using $E^{2}=E$, we have $u=E(v)=E^{2}(v)=E(E(v))=E(u)$.
11.81 Show that if $E \neq 1$, then $E$ is singular, i.e., $E(v)=0$ for some $v \neq 0$.
4. If $E \neq I$ then, for some $v \in V, E(v)=a$ where $u \neq u$. Hence $u \in U$, the image of $E$, and so $E(u)=u$. Thus $E(v-u)=E(v)-E(u)=u-u=0$ where $v-u \neq 0$.

Show that $V=U \oplus W$. where $U$ is the image of $E$ and $W$ is the kennel of $E$.
I We first show that $V=U+W$. Let $v \in V$. Set $u=E(v)$. and $w=v-E(v)$. Then $v=$. $E(u)+v-E(v)=u+w$. By definition; $u=E(v) \in U$, the image of $E$. We now show that $w \in W$, the kernel of $E$ :

$$
E(w)=E(v-E(v))=E(v)-E^{2}(v)=E(v)-E(v)=0
$$

and thus $w \in W$. Hence $V=\dot{U}+W$.
We next show that $U \cap W=\{0\}$. Let $v \in U \cap W$. Since $v \in U, E(v\}=v$. Since $v \in W, E(v)=$ 0 . Thus $v=E(v)=0$ and so $U \cap W=\{0\}$.

The above two properties imply that $V=U \oplus, W$.

Problems 11.83-11.87 refer to linear operators $E_{1}$ and $E_{2}$ on a vector space $V=U \oplus W$ defined by $E_{1}(v)=u_{2} \quad E_{2}(v)=w, \quad$ where $\quad v=u+w, \quad u \in U, \quad w \in W$.
11.83 Show that $E_{1}^{2}=E_{1}$.

1 For ciery $v=u+w$ in $V, E_{1}^{2}(v)=E_{1}\left(E_{1}(v)\right)=E_{1}(u)=E_{1}(u+0)=u=E_{1}(v)$. Hence $E_{1}^{2}=E_{1}$.
11.84 Show that $E_{2}^{2}=E_{2}$.

1 For every $v=u+w$ in $V: E_{2}^{2}(v)=E_{2}\left(E_{2}(v)\right)=E_{2}(w)=E_{2}(0+w)+w=E_{2}(v)$. Hence $E_{2}^{2}=E_{2}$.
11.85 Show that $E_{1} E_{2}=0$.

I For every $v=n+w$ in $\left.V, \quad E_{2} E_{1}(v)=E_{p}(w)=E_{3}(a+n)=0=0 f v\right)$. Heace $E_{1} E_{2}=0$.
11.86 Show that $E_{2} E_{1}=0$.

I For every $v=u+w$. in $V, E_{2} E_{1}(v)=E_{2}(u)=E_{2}(u+0)=0=0(v)$. Hence $E_{2} E_{1}=0$
11.87 Show that $E_{1}+E_{2}=I$.

I For every $v=u+w$ in $V,\left(E_{1}+E_{2}\right)(v)=E_{1}(v)+E_{2}(v)=u+w=v=I(v)$. "Hence $E_{1}+E_{2}=I$.

Problems 11.88-11.91 refer to the vector space $V$ of all real polynomials (in $t$ ).
11.88 Is $\boldsymbol{V}$ an algebra over $\boldsymbol{R}$ ?

I Under ordinary multiplication of polynomials, $V$ is an algebra.
11.89 Is $V$ an associative algebra?

I Since multiplication of polynomials is associative, $V$ is associative as an algebra.
11.90 Is $v$ a commutative algebra?

I Since multiplication of polynomials is commutative, i.e., $f(t) g(t)=g(t) f(t), \quad V$ is commutative.
11.91 Does $V$ hàve an identity element?

I Yes; the constant polynomial $f(t)=1$ is an identity element for $V$.

Problems 11.92-11.95 refer to the vector space $M$ of all real $\boldsymbol{n}$-square matrices:
11.92 Is $M$ an algebra over $R$ ?

I Under multiplication of matrices, $M$ is an algebra.
11.93 Is $M$ an associative algebra?
! Yes, since multiplication of matrices is associative.
11.94 Is $M$ a commutative algebra?

I For $n>1, M$ is not commutative since there are matrices $A, B \in M$ such that $A B \neq B A$.
11.95 Does $M$ have an identity element?

I The identity matrix $I$ is an identity element for $M$ since $A I=I A=A$ for every $A \in M$.
11.96 Show how any vector space $V$ may be made into an algebra.

I Define $u v=0$ for any $u, v \in V$. Then $V$ is an aigebra.

### 11.4 INVERTIBLE OPERATORS

11.97 Define an invertible operator in $A(V)$, the collection of all linear mappings front $V$ into $V$.

I A linear operator $T: V \rightarrow V$ is said to be inverible if it has an inverse, i.e.. if there exists $T^{-1} \in$ $A(V)$ such that $T T^{-1}=T^{-} T=I$.

Theorem 11.4: A linear operator $T: V \rightarrow V$ on a vector space of finite dimension is inventible if and only if it is nonsingular.
11.98 Prove Theorem 11.4.
$\int T$ is invertible iff $T$ is one-one and onto. Thus in particular, if $T$ is invertible then only $O \in V$ can map into itself, i.e., $T$ is nonsingular. On the other hand, suppose $T$ is nonsingular, i.e., $\operatorname{Ker} T=\{0\}$. By Problem 10.102, $T$ is also one-to-one. Moreover, assuming $V$ has finite dimension, we have, by Theorem 10.2, $\quad \operatorname{dim} V=\operatorname{dim}(\operatorname{Im} T)+\operatorname{dim}(\operatorname{Ker} T)=\operatorname{dim}(\operatorname{Im} T)+\operatorname{dim}(\{0\})=\operatorname{dim}(\operatorname{Im} T)+0=\operatorname{dim}(\operatorname{Im} T)$. Then $\operatorname{Im} T=V$, i.e., the image of $T$ is $V$; thus $T$ is onto. Hence $T$ is bothone-one and onto and so is invertible.
11.99 Show that the finiteness of the dimensionality of $V$ is necessary in Theorem 11.4.

Let $V$ be the vector space of polynomials over $K$, and let $T$ be the operator on $V$ defined by $T\left(a_{0}+\right.$ $\left.a_{1} t+\cdots+a_{n} t^{n}\right)=a_{0} t+a_{1} t^{2}+\cdots+a_{n} t^{n+1}$, that is, $T$ increases the exponent of $t$ in each term by 1 . Now $T$ is a linear mapping and is nonsingular. However, $T$ is not onto and so is not invertible.

Problems 11.100-11.104 refer to the linear operator $T$ on $\mathbf{R}^{\mathbf{2}}$ defined by $T(x, y)=(y, 2 x-y)$.
11.100 Show that $T$ is invertible.

1 By Theorem 11.4, we need only show that $T$ is nonsingular, i.e., that $T^{-1}(0,0)=(0,0)$. Set $T(x, y)=(0,0)$ and solve for $x$ and $y$. We have $T(x, y)=(y, 2 x-y)=(0,0)$ or $2 x-y=0, \quad y=0$.
The only solution is $x=0, y=0$. Thus $\operatorname{Ker} T=\{0\}$ and so $T$ is nonsingular; hence $T$ is invertible.
11.101 Find a formula for $T^{-1}$.

Set $T(x, y)=(s, t)$ [and hence $\left.T^{-1}(s, t)=(x, y)\right]$. We have $T(x, y)=(y, 2 x-y)=(s, t)$ and so $y=s, \quad 2 x-y=1$. Solving for $x$ and $y$ in terms of $s$ and $t$, we obtain $x=\frac{1}{2} s+\frac{1}{2} t, y=5$. Thus $T^{-1}$ is given by the formula $T^{-1}(s, 1)=\left(\frac{1}{2} s+\frac{1}{2} t, s\right)$.
11.102 Find $T(6,2)$.

- Use the formula for $T$ to get $T(6,2)=(2,12-2)=(2,10)$.
11.103 Find $T^{-1}(6,2)$.

I Use the formula for $T^{-1}$ to get $T^{-1}(6,2)=(3+1,6)=(4,6)$.
11.104 Find $T^{-1}(L)$ where $L$ is the line $y=x$.

Set $s=t$ in the formula for $T^{-1}$ to get $T^{-1}(s, s)=(s, s)$. Thus $T^{-1}(L)=L$.

Problems 11.105-11.108 refer to the linear operator $T$ on $\mathbf{R}^{3}$ defined by

$$
T(x, y, z)=(2 x, 4 x-y, 2 x+3 y-z)
$$

11.105. Show that $T$ is invertible.
$I$ Let $W=$ Ker $T$. We need only show that $T$ is nonsingular, i.e., that $W=\{0\}$. Set $T(x, y, z)=$ $(0,0,0)$, that is; $T(x, y, z)=(2 x, 4 x-y, 2 x+3 y-z)=(0,0,0)$. Thus $W$ is the solution space of the homogeneous system $2 x=0,4 x-y=0 ; 2 x+3 y-z=0$ which has only the trivial solution $(0,0,0)$. Thus $W=\{0\}$; hence $T$ is nonsingular and so $T$ is invertible.
11.106 Find a formula for $T^{-1}$.
$\int$ Set $T(x, y, z)=(r, s, i)$ fand so $\left.T^{-1}(r, s, r)=(x, y, z)\right\}$. We have $(2 x, 4 x-y, 2 x+3 y-z)=(r, s, r)$ or $2 x=r, \quad 4 x-y=s, \quad 2 x+3 y-z=t$. Solve for $x, y, z$ in terms of $r, s, t$ to get $x=\frac{1}{2} r, \quad y=2 r-s$, $z=7 r-3 s-r$. Thus $T^{-1}(r, s, r)=\left(\frac{1}{2} r, 2 r-s, 7 r-3 s-t\right)$ :
11.107 Find $T^{-1}(2,4,6)$

1 Use tie formula for $T^{-1}$ to get $T^{-1}(2,4,6)=(1,7-4,14-12-6)=(1,0,-4)$
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11.108 Find a formula for $T^{-2}$.

1 Apply $T^{-1}$ twice to get

$$
\begin{aligned}
T^{-2}(r, s, t) & =T^{-1}\left(\frac{1}{2} r ; 2 r-s, 7 r-3 s-t\right) \\
& =\left(\frac{1}{4} r, r-(2 r-s), \frac{7}{2} r-3(2 r-s)-(7 r-3 s-t)\right) \\
& =\left(\frac{1}{4} r,-r+s,-\frac{19}{2} r+6 s+t\right)
\end{aligned}
$$

Problems 11.109-11.111 refer to the linear operator $T$ on $\mathbf{R}^{3}$ defined by

$$
T(x, y, z)=(x-3 y-2 z, y-4 z, z) .
$$

11.109 Show that $T$ is invertible.

I Show that $T$ is nonsingular. Set $T(x, y, z)=(0,0,0)$ to get the triangular homogeneous system $x$ $3 y-2 z=0, y-4 z=0, z=0$. The only solution is $x=0, y=0, z=0$. Hence $T$ is nonsingular and so $T$ is invertible.
11.110 Find a formula for $T^{-1}$.

1 Sel $T(x, y, z)=(r, s, t)$ to get $x-3 y-2 z=r, y-4 z=s, z=t$. Solve for $x, y, z$ in terms of $\gamma, s$, $t$ to get $x=r+3 s+14 t, \quad y=s+4 t, \quad z=t$. Thus $T^{-1}(r, s, t)=(r+3 s+14 t, s+4 t, t)$ or $T^{-1}(x, y, z)=(x+3 y+14 z, y+4 z, z)$.
11.111 Find $T^{-1}(1,2,3)$.

I Use the formula for $T^{-1}$ to get $T^{-1}(1,2,3)=(1+6+42,2+12,3)=(49,14,3)$.
Problems 11.112-11.114 refer to the linear operator $T$ on $\mathbf{R}^{3}$ defined by $T(\dot{x}, y, z)=(x+z, x-z, y)$.
11.112 Show that $T$ is invertible.

1 Set $T(x, y, z)=(0,0,0)$ to get the homogeneous system $x+z=0, x-z=0, y=0$ whose only solution is $x=0, y=0, z=0$. Thus $T$ is nonsingular, and so $T$ is invertible.
11.113 Find a formula for $T^{-1}$.

1 Set $T(x, y, z)=(r, s, t)$ to get $x+z=r, x-z=s, y=t$. Solve for $x, y, z$ to get $x=\frac{1}{2} r+\frac{1}{2} s$, $y=t, \quad z=\frac{1}{2} r-\frac{1}{2} s$. Thus $T^{-1}(r, s, t)=\left(\frac{1}{2} r+\frac{1}{2} s, i, \frac{1}{2} r-\frac{1}{2} s\right)$ or $T^{-1}(x, y, z)=\left(\frac{1}{2} x+\frac{1}{2} y, z, \frac{1}{2} x-\frac{1}{2} y\right)$.
11.114 Find $T^{-1}(2,4,6)$.
$I$ Use the formula for $T^{-1}$ to get $T^{-1}(2,4,6)=(1+2,6,1-2)=(3,6,-1)$.

Problems 11.115-11.118 refer to the linear operator $T$ on $R^{2}$ defined by $T(x, y)=(2 x+4 y, 3 x+6 y)$.
11.115 Find a formula for $T^{-1}$.

IT is singular, e.g., $T(2,-1)=(0,0)$; hence the linear operator $T^{-1}: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ does not exist.
11.116 Find $T^{-1}(8,12)$.
! $T^{-1}(8,12)$ meañ the preimage of $(8,12)$ under $T$. Set $T(x, y)=(8 ; 12)$ to get the system

$$
\begin{aligned}
& 2 x+4 y=8 \\
& 3 x+6 y=12
\end{aligned} \quad \text { or } \quad x+2 y=4
$$

Here $y$ is a free variable. Set $y=a$, where $a$ is a parameter, to get the solution $x=-2 a+4, y=a$. Thus $T^{-1}(8,12)=\{(-2 a+4, a): a \in \mathbf{R}\}$.
11.117 Find $T^{-1}(1,2)$.

I Set $T(x, y)=(1,2) \cdot$ to get the system $2 x+4 y=1,3 x+6 y=2$. The system has no solution. Thus $T^{-1}(1,2)=\varnothing$, the emply set.
11.118 Is $T$ an onto function?

I No, since, e.g., ( 1,2 ) has no preimage.
11.119 Let $V$ be of finite dimension and let $T$ be a linear operator on $V$. Recall that $T$ is invertible if and only if $T$ is nonsingular or one-to-one. Show that $T$ is invertible if and only if $T$ is onto.
1 By Theorem 10.2, $\operatorname{dim} V=\operatorname{dim}(\operatorname{Im} T)+\operatorname{dim}(\operatorname{Ker} T)$. Hence the following statements are equivalent: (i) $T$ is into, (ii) $\operatorname{lm} T=V$, (iii) $\operatorname{dim}(\boldsymbol{l m} T)=\operatorname{dim} V$, (iv) $\operatorname{dim}(\operatorname{Ker} T)=0$, (v) $\operatorname{Ker} T=\{0\}$, (vi) $T$ is nonsingular, (vii) $T$ is invertible.
11.120 Let $V$ be of finite dimension and $T$ be a linear operator on $V$ for which $T S=I$, for some operator $S$ on $v$. [We call $S$ a right inverse of $T$.] Show that $T$ is invertible.

1 Let $\operatorname{dim} V=n$. By the preceding problem, $T$ is invertible if and only if $T$ is onto; hence $T$ is invertible if and only if $\operatorname{rank} T=n$. We have $n=\operatorname{rank} I=\operatorname{rank} T S \leq \operatorname{rank} T \leq n$. Hence rank $T=n$ and $T$ is invertible.
11.121 Show that $S=T^{-1}$ in Problem 11.120.

I $T T^{-1}=T^{-1} T=I$. Then $S=I S=\left(T^{-1} T\right) S=T^{-1}(T S)=T^{-1} I=T^{-1}$.
11.122 Give an example showing that the result in Problem 11.120 need not hold if $V$ is of infinite dimension.

1 Let $V$ be the space of polynomials over $K$; say, $p(t)=a_{n}+a_{1} t+a_{2} t^{2}+\cdots+a_{n} t^{n}$. Let $T$ and $S$ be the linear maps defined by $T(p(t))=0+a_{1}+a_{2} t+\cdots+a_{n} t^{n-1}$ and $S(p(t))=a_{0} t+a_{1} t^{2}+\cdots+a_{n} t^{n+1}$. We have $(T S)(p(t))=T(S(p(t)))=T\left(a_{0} t+a_{1} I^{I^{2}}+\cdots+a_{n} n^{\prime \prime+1}\right)=a_{0}+a_{1} t+\cdots+a_{n} t^{\prime \prime}=p(t)$ and so $T S=I$, the identity mapping. On the other hand, if $k \in K$ and $k \neq 0$, then $(S T)(k)=S(T(k))=S(0) \doteq 0 \neq$ k. Accordingly, $S T \neq I$.
11.123 Show that a square matrix $A$ is inverible if and only if it is nonsingular.

I Recall that $A$ is invertible if and only if $A$ is row equivalent to the identity matrix $I$. Thus the following statements are equivalent: (i) $A$ is invertible. (ii) $A$ and $I$ are row equivalent. (iii) The equations $A X=0$ and $I X=0$ have the same satution space. (iv) $A X=0$ has only the zero solution. (v) $A$ is nonsingular.
11.124 Suppose $S$ and $T$ are invertible elements in $A(V)$ : Shoiv that $S F$ is invertible and $(S T)^{-1}=T^{-1} S^{-1}$.
$1(S T)\left(T^{-1} S^{-1}\right)=S\left(T T^{-1}\right) S^{-1}=S I S^{-1}=S S^{-1}=1$ and $\left(T^{-1} S^{-1}\right)(S T)=T^{-1}\left(S^{-1} S\right) T=T^{-1} T T=T^{-1} T=$ I. Hence $S T$ is invertible with inverse $T^{-1} S^{-1}$.
11.125. Suppose $S \in A(V)$ is invertiole. Show that $S^{-1}$ is invertible and $\left(S^{-1}\right)^{-1}=S$.

1 We have $S S^{-1}=S^{-1} S=1$. Hence $S^{-1}$ is invertible and $\left(S^{-1}\right)^{-1}=S$.
11.126 Define similanity of operators in $A(V)$.

ITwo operators $S, T \in A(V)$ are said to be similar. whiten $S \sim T$. if there exists an invertible operator $P \in A(V)$ for which $S=P^{-5} T P$.

Problems 11.12T-11.129 show that the retation $S \sim T$ of similarity of linear operators in $A(V)$ is an equivalence relation. ie., is reflexive, symmetric, and transitive.
11.127 Show that $\sim$ is reflexive, i.e., $S \sim S$ for every $S \in A(V)$.

I The identity operator $I \in A(V)$ is invertible and $S=I^{-1} S I$. Hence $S \sim S$.
11.128 Show that $\sim$ is symmetric, i.e., if $S \sim T$, then $T \sim S$.

I Suppose $S \sim T$, say $\dot{S}=P^{-1} T P$ where $P$ is invertible. Then $P^{-1}$ is invertible and $T=P S P^{-1}=$ $\left(P^{-1}\right)^{-1} S P^{-1}$. Hence $T \sim S$.
11.129 Show that $\sim$ is transitive, i.e., is $F \sim G$ and $G \sim H$, then $F \sim H$.

- Suppose $F \sim \dot{G}$ and $G \sim H_{r}$ say $F=P^{-1} G P$ and $G=Q^{-i} H Q$ where $P$ and $Q$ are invertiblé. Then $Q P$ is invertible and $F=P^{-1} G P=P^{-1}\left(Q^{-1} H Q\right) P=\left(P^{-1} Q^{-1}\right) H(Q P)=(Q P)^{-1} H(Q P)$. Hence $F \sim H$.
11.130 Let $\mathbf{A}$ be an associative algebra over a field $K$ with an identity element $1 \in A$. Define an invertible element in $\mathbf{A}$.
I An element $a \in \mathbb{A}$ is invertible if there exists an inverse $a^{-1} \in \mathbf{A}$ such that $a a^{-1}=a^{-1} a=1$.
11.131 Let A be the algebra of polynomials (in $t$ ) over a field $K$. Which, if any, are the invertible elements in $A$ ?

T The nonzero constant polynomials $f(t)=k$, where $k \in K$, are the invertible elements in $\mathbf{A}$.
11.132 Let $A$ be the algebra of $n$-square matrices over a field $K$. Which, if any, are the invertible elements in $A$ ?

I The nonsingular matrices in $\mathbf{A}$ are the invertible elements in $\mathbf{A}$.
11.5 LINEAR MAPPINGS AND SYSTEMS OF LINEAR EQUATIONS
11.133 Show how a system of linear equations is related to a linear mapping.

I Consider a system of $m$ linear equations in $n$ unknowns over a field $K$ :

$$
\begin{aligned}
& a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{2 n} x_{n}=b_{1} \\
& a_{21} x_{1}+a_{22} x_{2}+\cdots+\cdots+a_{2 n} x_{n}=b_{2} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n}=b_{m}
\end{aligned}
$$

The system is equivalent to the matrix equation $A x=b$ where $A=\left(a_{i j}\right)$ is the coefficient matrix and $x=\left(x_{i}\right)$ and $b=\left(b_{i}\right)$ are the column vectors of the unknowns and of the constants, respectively. Now the matrix $A$ may also be viewed as the linear mapping. $A: K^{n} \rightarrow K^{m}$. Thus the solution of the equation $A x=b$ may be viewed as the preimage of $b \in K^{m}$ under the linear mapping $A: K^{n} \rightarrow K^{m}$. Furthermore, the solution of the associated homogeneous equation $A x=0$ may be viewed as the kernet of the linear mapping $A: K^{n} \rightarrow K^{m}$.

Theorem 11.5: The dimension of the solution space $W$ of the homogeneous system of linear equations $A x=0$ is. $n-r$ where $n$ is the number of unknowns and $r$ is the rank of the coefficient matrix $A$.
11.134 Prove Theorem 11.5.

1 Here $A$ is viewed as a linear map, so $r=\operatorname{rank}(A)=\operatorname{dim}(\operatorname{lm} A)$ and $n=\operatorname{dim} K^{n}=\operatorname{dim}($ Domain of $A)$ Thus, by. Theorem 10.2, $\operatorname{dim} W=\operatorname{dim}(\operatorname{Ker} A)=\operatorname{dim}(\operatorname{Domain}$ of $A)-\operatorname{dim}(\ln A)=n-r$.
11.135 Suppose the homogeneous. system $A x=0$ has only the zero solution. Show that the nonhomogeneous. system $A x=b$ has at most one solution.

1. If $A x=0$ has only the zero solution, then $A$ is nonsingular. Hence $A$ is one-to-one and so $A x=b$ has at most one solution.
11.136 Suppose the homogeneous system $A x=0$ has nonzero solutions. Show that if $A x=b$ has a solution, then it is not unique.

I Let $W=\operatorname{Ker} A$, and suppose $v$ is a solution of $A x=b$. Then the preimage of $b$ under the map $A$, that is, $A^{-1}(b)$, is the coset $u+W$. Since $A x=0$ has nonzero solutions, $W$ contains more than one element. Hence $u+W$ contains more than one element.

Theorem 11.6: Consider a system with the same number of equations as unknowns, i.e., consider the following system of linear equations:

$$
\begin{aligned}
& a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=b_{1} \\
& a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=b_{2} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& a_{n 1} x_{1}+a_{n 2} x_{2}+\cdots a_{n n} x_{n}=b_{n}
\end{aligned}
$$

(i) Suppose the corresponding homogeneous system has only the zero solution. Then the above system has a unique solution for any values of the $b_{i}$.
(ii) Suppose the corresponding homogeneous system has a nonzero solution. Then there are values for the $b_{i}$ for which the above system does not have a solution:

Remark: Since the above system has the same number of equations as unknowns, we can represent this. system by the matrix equation $A x=b$ where $A$ is an $n$-square matrix over $K$ which we view as a linear operator on $K^{n}$.
11.137 Prove (i) of Theorem 11.6: If $A x=0$ has only the zero solution, then $A x=b$ has a unique solution for any $b$.

I Here $A$ is nonsingular since $A x=0$ fias only the zero solution. Thus $A$ is one-to-one and onto, i.e.; $A$ is invertible. $\because$ Accordingly, $A x=b$ has the unique solution $x=A^{-i} b$.
11.138 Prove (ii) of Theorem 11.6: If $A x=0$ has nonzero solutions, then there are vectors $b$ such that $A x=b$ has no solution.

1 Here $A$ is singular since $A x=b$ has nonzero solutions. Hence $A: K^{n} \rightarrow K^{n}$ is not an onto mapping. Thus there exist $-b \in K^{n}$ which do not belong to $\operatorname{Im} A$, i.e., for which $A x=b$ has no solution.

## CHAPTER 12

12.2 Find $F\left(u_{1}\right)$, the image of the first basis vector.
12.3 Write $F\left(u_{1}\right)$ as a linear combination of the basis vectors $u_{8}$ and $u_{2}$.

I

$$
\binom{-1}{7}=x\binom{2}{1}+y\binom{3}{2} \quad \text { or } \quad \begin{array}{r}
2 x+3 y=-1 \\
x+2 y=7
\end{array}
$$

The solution is $x=-23, y=15$. Thus $F\left(u_{1}\right)=-23 u_{1}+15 u_{2}$.
Theorem 12.1:. Let $B=\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis of $V$ and $T$ be any operator on $V$. Then, for any vector
$v \in V$, we have $\left.[T]_{B} \mid v\right]_{B}=[T(v)]_{B}$. That is, if we multiply the coordinate vector of $v$
Theorem 12.1: Let $B=\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis of $V$ and $T$ be any operator on $V$. Then, for any vector
$v \in V$, we have $\left.[T]_{B} \mid v\right]_{B}=\left[T(v)_{B}\right.$. $[$ That is, if we multiply the coordinate vector of $v$ by the matrix representation of $T$, then we obtain the coordinate vector of $T(v)$.]

Problems 12.2-12.6 find the matrix representation of the linear map $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $F(x, y)=$ $(2 x-5 y, 3 x+y)$ relative to the basis $\left\{u_{1}=(2,1), u_{2}=(3,2)\right\}$ of $R^{2}$.
[where the subscript $B$ may be omitted if the basis $B$ is understood]. Using this notation, $m(T)=\left\{\left[T\left(e_{1}\right)\right] .\left[T\left(e_{2}\right)\right], \ldots,\left[T\left(e_{\mu}\right)\right]\right)$. We emphasize that all coordinate vectors are assumed to be column vectors unless otherwise stated or implied.

Theorem 12.1, whose proof appears in Problem 12.50, is used throughout this section.
The transpose of the above matrix of coefficients, denoted by $m_{B}(T)$ or $[T]_{B}$, is called the matrix representation of $T$ relative to the basis $\left\{e_{i}\right\}$ or simply the matrix of $T$ in the basis $\left\{e_{i}\right\}$; that is,

$$
|T|_{n}=\left(\begin{array}{cccc}
a_{11} & a_{21} & \cdots & a_{n 1} \\
a_{12} & a_{22} & \cdots & a_{n 2} \\
\hdashline \cdots & \cdots & \cdots & \cdots \\
a_{12} & a_{2 n} & \cdots & a_{n n}
\end{array}\right)
$$

[The subscript $B$ may be omitted if the basis $B$ is understood.]
Remark: Suppose $B=\left\{e_{1}, \ldots, e_{n}\right\}$ is a basis of a vector space $V$ over a field $K$. Recall [Section 8.9] that any $v \in V$ can be written uniquely in the form $v=a_{1} e_{1}+a_{2} e_{2}+\cdots+a_{n} e_{n}$ and the coordinate vector of $v$ relative to the basis $B$ is denoted and defined by

$$
[v]_{B}=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)=\left[a_{1}: a_{2}, \ldots, a_{n}\right]^{T}
$$

Let $T$ be a linear operator on a vector space $V$ over a field $K$ and suppose $B=\left\{e_{1}, \ldots, e_{n}\right\}$ is a basis basis $\{e$

$$
\begin{aligned}
& T\left(e_{1}\right)=a_{11} e_{1}+a_{12} e_{2}+\cdots+a_{1 n} e_{n} e_{n} \\
& T\left(e_{2}\right)=a_{21} e_{1}+a_{22} e_{2}+\cdots+a_{2 n} e_{n} \\
& \cdots \cdots \cdots \cdots+\cdots \cdots+a_{n n} e_{n} \\
& T\left(e_{n}\right)=a_{n 1} e_{1}+a_{n 2} e_{2}+\cdots+
\end{aligned}
$$

$$
\text { I } F\left(u_{1}\right)=F(2,1)=(4-5,6+1)=(-1,7) .
$$

## Find $F\left(u_{2}\right)$.

f $F\left(u_{2}\right)=F(3,2)=(6-10,9+2)=(-4,11)$.
Write $F\left(u_{2}\right)$ as a linear combination of $u_{1}$ and $u_{2}$.
I

$$
\binom{-4}{1 t}=x\binom{2}{1}+y\binom{3}{2} \quad \text { or } \quad \begin{array}{r}
2 x+3 y=-4 \\
x+2 y=-7
\end{array}
$$

The solution is $x=-29, y=18$. Thus $F\left(u_{2}\right)=-29 u_{3}+18 u_{2}$.
Find [ $F$ ], the matrix representation of $F$ in the given basis.
| Write the coordinates of $F\left(u_{1}\right)$ and $F\left(u_{2}\right)$ as columns to get

$$
[F]=\left(\begin{array}{rr}
-23 & -29 \\
15 & 18
\end{array}\right)
$$

Remark: Observe that the matrix of coefficients of the systems of linear equations in Problems 12.3 and 12.5 are the same. Hence it is usually advantageous to first find the coordinates of an arbitrary vector $(a, b) \in \mathbf{R}^{2}$ in the given basis; i.e., to first solve $(a, b)=x u_{1}+y u_{2}=x(2,1)+y(3,2)$ to obtain $x$ and $y$ in terms of $a$ and $b$. This will be done in subsequent problems.

Problems 12.7-12.12 find the matrix of the linear map $G: \boldsymbol{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $G(x, y)=$ $(2 x-3 y, 4 x+y)$ in the basis $\left\{u_{1}=(1,-2), u_{2}=(2,-5)\right\}$ of $R^{2}$.

Find the coordinates of an arbitrary vector $(a, b) \in \mathbf{R}^{2}$ with respect to the given basis.
I We have

$$
\binom{\dot{a}}{b}=x\binom{1}{-2}+y\binom{2}{-5} . \quad \text { or } \quad \begin{array}{r}
x+2 y=a \\
-2 x-5 y=b
\end{array}
$$

Solve for $x$ and $y$ in terms of $a$ and $b$ to get $x=5 a+2 b, y=-2 a-b$. Thus

$$
\text { . }(a, b)=(5 a+2 b) u_{1}+(-2 a-b) u_{2} \quad \text { or, equivalently, } \quad[(a, b)]=[5 a+2 b,-2 a-b]^{T}
$$

[Remark: This formula for $(a, b)$ will be used repeatedly below.]
Find $G\left(u_{1}\right)$, the image of the first basis vector.
I $G\left(u_{1}\right)=G(1 ;-2)=(2+6,4-2)=(8,2)$.
Write $G\left(u_{1}\right)$ as a linear combination of the basis vectors $u_{1}$ and $u_{2}$.

- By Problem 12.7, $G\left(u_{1}\right)=(8,2)=(40+4) u_{1}+(-16-2) u_{2}=44 u_{1}-18 u_{2}$.

Find $G\left(u_{z}\right)$.

$$
1 G\left(u_{2}\right)=G(2,-5)=(4+15,8-5)=(19,3) .
$$

Write $G\left(u_{2}\right)$ as a linear combination of $u_{3}$ and $u_{2}$.

1. By Problem 12.7: $G\left(u_{2}\right)=(19,3)=(95+6) u_{1}+(-38-3) u_{2}=101 u_{1}-41 u_{2}$.

Find $\{G]$. the matrix representation of $G$ in the given basis.

1. Write the coordinates of $G\left(u_{1}\right)$ and $G\left(u_{2}\right)$ as columns:

$$
[G]=\left(\begin{array}{rr}
44 & 101 \\
-18 & -41
\end{array}\right)
$$

Problems 12.13-12.16 refer to the vector $v=(4,-3)$ and the above linear map $G$ and the above basis $\left\{u_{1}=(1,-2), u_{2}=(2,-5)\right\}$.
12.13 Find $[v]$, the coordinate vector of $u$ relative to the given basis.

I: By Problem 12.7, $[v]=[(4 ;-3)]=[20-6,-8+3]^{T}=[14,-5]^{T}$.
12.14 Find $G(v)$.

I $G(v)=G(4,-3)=(8+9,16-3)=(17,13)$
12.15 Find $[G(v)]$, the coordinate vector of $G(v)$ in the given basis.
| By Problem 12.7, $[G(v)]=[(17,13)]=[85+26,-34-13]^{T}=[111,-47]^{T}$.
12.16 Verify Theorem 12.1 that $[G][\nu]=[G(v)]$.

I

$$
[G][v]=\left(\begin{array}{rr}
44 & 101 \\
-18 & -41
\end{array}\right)\binom{14}{-5}=\binom{616-505}{-252+205}=\binom{111}{-47}=[G(v)]
$$

Problems 12.17-12.20 refer to the vector space $\boldsymbol{P}_{3}$ of real polynomials $p(t)$ of degree $\leq 3$.
12.17 Let $D: P_{3} \rightarrow P_{3}$ be the differential operator defined by $D(p(t))=d p / d t$. Find the matrix of $D$ in the basis $\left\{1, t, t^{2}, t^{3}\right\}$ of $P_{3}$.

1 Find $D(1), D(t), \dot{D}\left(t^{2}\right)$, and $D\left(t^{3}\right)$ and write them as linear combinations of $t, t, t^{2}$, and $t^{3}$ :

$$
\begin{aligned}
& D(1)=0=0-0 t+0 t^{2}+0 r^{3} \\
& D(t)=1=1+0 t+0 t^{2}+0 t^{3} \\
& D\left(t^{2}\right)=2 t=0+2 t+0 t^{2}+0 t^{3} \\
& D\left(t^{3}\right)=3 t^{2}=0+0 t+3 t^{2}+0 t^{3}
\end{aligned} \quad \text { and } \quad[D]=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

[Note the coordinate vectors of $D(1), D(t), D\left(r^{2}\right)$, and $D\left(t^{3}\right)$ are the columns, not rows, in [D].]
12.18 Let $p(t)=a+b t+c t^{2}+d t^{3}$. Find $D(p(t))$.

- Take the derivative to get $D(p(t))=b+2 a+3 d t^{2}$.
12.19 Find $[p(t)]$ and $[D(p(t))]$, the coordinate vectors relative to the usual basis $\left\{1, t, t^{2}, t^{3}\right\}$ of $P_{3}$.

1. Write down the coefficicats of $p(t)$ and $D(p(t))$ to get

$$
[p(t)]=[a, b, c, d]^{T} \quad \text { and } \quad[D(p(t))]=[b, 2 c, 3 d, 0]^{T}
$$

12.20 Verify that Theorem 12.1 does hold here.

$$
[D][p(t)]=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c \\
d
\end{array}\right)=\left(\begin{array}{c}
b \\
2 c \\
3 d \\
0
\end{array}\right)=[D(p(t))]
$$

Problems 12.21-12:26 find the matrix representation of the linear operator $S: \mathbf{R}^{\mathbf{2}} \rightarrow \mathbf{R}^{\mathbf{2}}$ defined by $S(x, y)=(2 y, 3 x-y)$ relative to the following basis:

$$
B=\left\{v_{1}=(1,3), v_{2}=(2,5)\right\}
$$

12.21 Find the coordinates of an arbitrary vector $(a, b) \in \mathbf{R}^{2}$ with respect to the basis $B$.

I We have

$$
\binom{a}{b}=x\binom{1}{3}+y\binom{2}{5} \quad \text { or } \quad \begin{array}{r}
x+2 y=a \\
3 x+5 y=b
\end{array}
$$

Solve for $x$ and $y$ in terms of $a$ and $b$ to get $x=2 b-5 a$ and $y=3 a-b$. Thus

$$
(a, b)=(-5 a+2 b) v_{1}+(3 a-b) v_{2}
$$

[Remark: This formula for ( $a, b$ ) will be used repeatedly below.|
12.22 Find $S(v$,$) .$

- $S\left(v_{1}\right)=S(1,3)=(6,3-3)=(6,0)$.
12.23 Write $S\left(v_{1}\right)$ as a linear combination of $v_{1}$ and $v_{2}$.
- Use the formula in Problem 12.21 to get $S\left(v_{1}\right)=(6,0)=-30 v_{1}+18 v_{2}$.
12.24 Find $S\left(v_{2}\right)$.
- $S\left(v_{2}\right)=S(2,5)=(10,6-5)=(10,1)$.
12.25 Write $S\left(v_{2}\right)$ as a linear combination of $v_{1}$ and $v_{2}$.

I By Problem 12.21, $S\left(u_{2}\right)=S(10,1)=(-50+2) v_{1}+(30-1) v_{2}=-48 v_{1} \mp 29 v_{2}$.
12.26 Find $[S\}_{B}$, the matrix of $S$ in the above basis $B$.

Write the coordinates of $\dot{S}\left(v_{1}\right)$ and $S\left(v_{2}\right)$ as columns to obtain.

$$
\llbracket S\}_{B}=\left(\begin{array}{rr}
-30 & -48 \\
18 & 29
\end{array}\right)
$$

12.27 Find $\{S\}_{E}$, the matrix representation of $S$ relative to the usual basis $E=\left\{e_{1}=(1,0), e_{2}=(0,1)\right\}$.

1 Recall that if $(a, b) \in \mathbf{R}^{2}$ then $(\dot{a}, b)=a e_{1} \mp b e_{2}$. Thus

Probiems 12.28-12.32 find the matrix representation of the linear map $T: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $T(x, y)=(3 x-4 y, x+5 y)$. relative to the above basis $B$.
12.28 Find $T\left(v_{1}\right)$.

I $T\left(v_{3}\right)=T(1,3)=(3-12,1+15)=(-9,16)$.
12.29 Write $T\left(v_{1}\right)$ as a linear combination of $v_{1}$ and $v_{2}$.

- By Problem 12.21, $T\left(v_{1}\right)=(-9,16)=(45+32) v_{1}+(-27-16) v_{2}=77 v_{1}-43 v_{2}$.
12.30 Find $T\left(\dot{U}_{2}\right)$.
- $T\left(v_{2}\right)=T(2,5)=(6-20,2+25)=(-14,27)$.
12.31 Write $T\left(v_{2}\right)$ as a linear combination of $v_{1}$ and $v_{2}$.

I By Problem 12:21, $T\left(v_{2}\right)=(-14,27)=(70+54) v_{1}+(-42-27) v_{2}=124 v_{1}-69 v_{2}$.
12.32 Find $\{T\}_{Q}$, the matrix representation of $T$ in the basis; $B$.
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1 Write the coordinates of $T\left(v_{1}\right)$ and $T\left(v_{2}\right)$ as columns:

$$
[T]_{B}=\left(\begin{array}{rr}
-30 & -48 \\
18 & -29
\end{array}\right)
$$

12.33 Find $[T]_{E}$, the matrix representation of $T$ in the usual basis $E$.

$$
\begin{aligned}
& T\left(e_{1}\right)=T(1,0)=(3,1)=3 e_{1}+e_{2} \\
& T\left(e_{2}\right)=T(0,1)=(-4,5)=-4 e_{1}+5 e_{2} \quad \text { and thus } \quad[T]_{E}=\left(\begin{array}{rr}
3 & -4 \\
1 & 5
\end{array}\right)
\end{aligned}
$$

12.34 Let $A=\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)$ and $T$ be the linear operator on $R^{2}$ defined by $T(v)=A v$ [where $v$ is written as a column vector]. Find the matix representation of $T$ relative to the above basis $B$.
1 By Problem 12.21, $(a, b)=(-5 a+2 b) u_{1}+(3 a-b) v_{2}$; hence

$$
\begin{aligned}
& T\left(v_{1}\right)=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\binom{1}{3}=\binom{7}{15}=-5 v_{1}+6 v_{2} \\
& T\left(v_{2}\right)=\left(\begin{array}{ll}
1 & 2 \\
5 & 4
\end{array}\right)\binom{2}{5}=\binom{12}{26}=-8 v_{1}+10 v_{2}
\end{aligned}
$$

12.35 Find the matrix representation of the linear operator $T$ in Problem 12.34 relative to the usual basis $E$.

$$
\begin{aligned}
& T\left(e_{1}\right)=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\binom{1}{0}=\binom{1}{3}=1 e_{1}+3 e_{2} . \quad \text { and thus } \quad[T]_{E}=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right) \\
& T\left(e_{2}\right)=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\binom{0}{1}=\binom{2}{4}=2 e_{1}+4 e_{2} .
\end{aligned}
$$

Remark: Observe that the matrix of $T$ in the usual basis is precisely the original matrix $A$ which defined $T$ This is not unusual. In fact, we show in the next problem that this is true for any matrix $A$ when using the usual basis.
12.36 Recall that any $n$-square matrix $A=\left(a_{i j}\right)$ may be viewed as the linear operator $T$ on $K^{n}$ defined by $T(v)=A v$, where $v$ is written is a column vector. Show that the matrix representation of $T$ relative to the usual basis $\left\{e_{i}\right\}$ of $K^{n}$ is the matrix $A$, that is, $[T]_{c}=A$.

$$
\left.\begin{array}{l}
T\left(e_{1}\right)=A e_{1}=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right) \cdot\left(\begin{array}{l}
1 \\
a_{n 1}
\end{array} a_{n 2}\right. \\
\cdots
\end{array}\right) \cdot\left(\begin{array}{l}
a_{n n}
\end{array}\right)=\left(\begin{array}{c}
a_{11} \\
a_{21} \\
\cdots \\
\cdots
\end{array}\right)=a_{11} e_{1}+a_{21} e_{2}+\cdots+a_{n 1} e_{n} .
$$

That is, $T\left(e_{i}\right)=A e_{i}$ is the ith column of $\left.A.\right]$. Accordingly,

$$
[T]_{e}=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\hdashline & \cdots & \cdots & \cdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right)=A
$$

12.37 The set $\left\{1, t, e^{t}, t e^{\prime}\right\}$ is a basis of a vector space $V$ of functions $f: R \rightarrow \mathbf{R}$. Let $D$ be the differential operator on $V$, that is, $D(f)=d f / d t$. Find the matrix of $D$ in the given basis.
$\begin{array}{ll}D(1)=0 & =0(1)+0(t)+0\left(e^{t}\right)+0\left(t e^{t}\right) \\ D(t)=1 & =1(1)+0(t)+0\left(e^{t}\right)+0\left(t e^{\prime}\right) \\ D\left(e^{\prime}\right)=e^{t} & =0(1)+0(t)+1\left(e^{t}\right)+0\left(t e^{\prime}\right) \\ D\left(t e^{\prime}\right)=e^{t}+t e^{t} & =0(1)+0(t)+1\left(e^{t}\right)+1\left(t e^{\prime}\right)\end{array}$
and thus.
$[D]=\left(\begin{array}{llll}0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1\end{array}\right)$
12.38 The set $\left\{e^{3 t}, t e^{3 t}, t^{2} e^{3 t}\right\}$ is a basis of a vector space $V$ of functions $f: R \rightarrow R$. Let $D$ be the differential operator on $V$, that is; $D(f)=d f / d t$. Find the matrix of $D$ in the given basis.

- $D\left(t e^{3 t}\right)=e^{3 t}+3 t e^{3 t}=1\left(e^{3 t}\right)+3\left(t e^{3 t}\right)+0\left(t^{2} e^{3 t}\right)$
$D\left(t^{2} e^{3 t}\right)=2 t e^{3 t}+3 t^{2} e^{3 t}=0\left(e^{3 t}\right)+2\left(t e^{3 t}\right)+3\left(t^{2} e^{3 t}\right)$
and thus $[D]=\left(\begin{array}{lll}3 & 1 & 0 \\ 0 & 3 & 2 \\ 0 & 0 & 3\end{array}\right)$
12.39 Consider the basis $S=\{(1,0),(1,1)\}$ of $R^{2}$. Let $L: R^{2} \rightarrow R^{2}$ be defined by $L(1,0)=(6,4)$ and $L(1,1)=(1,5)$. [Recall that a linear map is completely defined by its action on a basis.] Find the inatrix representation of $L$ with respect to the basis $S$.
- Write $(6,4)$ and then $(1,5)$ each as a linear combination of the basis vectors to get

$$
\begin{aligned}
& L(1,0)=(6,4)=2(1,0)+4(1,1) \\
& L(1,1)=(1,5)=-4(1,0)+5(1,1) \quad \text { and } \quad[L]=\left(\begin{array}{rr}
2 & -4 \\
4 & 5
\end{array}\right)
\end{aligned}
$$

12.40 Consider the usual basis $E=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ of $K^{n}$. Let $L: K^{n} \rightarrow K^{n}$ be defined by $L\left(e_{j}\right)=v_{i}$. Show that the matrix $A$ representing $L$ refative to the usual basis $E$ is obtained by writing the image vectors $u_{1}, v_{2}, \ldots, u_{n}$ as columns.

Suppose $v_{i}=\left(a_{i 1}, a_{i 2}, \ldots, a_{i n}\right)$. Then $L\left(e_{i}\right)=v_{i}=a_{i 1} e_{1}+a_{i 2} e_{2}+\cdots+a_{i n} e_{n}$. Thus

$$
[L]=\left(\begin{array}{cccc}
a_{11} & a_{21} & \cdots & a_{n 1} \\
a_{12} & a_{22} & \cdots & a_{n 2} \\
\cdots & -\cdots & \cdots & \cdots \\
a_{1 n} & a_{2 n} & \cdots & a_{n n}
\end{array}\right)
$$

as claimed.
12.41 Let $F: R^{2} \rightarrow \mathbf{R}^{2}$ be defined by $F(1,0)=(2,4)$ and $F(0,1)=(5,8)$. Find the matrix $A$ representing $\dot{F}$ with respect to the usual basis of $\mathbf{R}^{2}$.

Since ( 1,0 ) and ( 0,1 ) do form the usual basis of $R^{2}$, write their images under $F$ as columns to get $A=\left(\begin{array}{ll}2 & 5 \\ 4 & 8\end{array}\right)$.
12.42 Let $L$ be the rotation in $\mathbf{R}^{2}$ counterclockwise by $90^{\circ}$. Find the matrix $A$ which represents $L$ with respect to the usual basis of $\mathbf{R}^{2}$.

- Under the rotation $L$, we have $L(1,0)=(0,1)$ and $L(0,1)=(-1,0)$. Thus $A=\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right)$ :
12.43. Let $T$ denate the relection in $R^{2}$ about the line $y=-x$. Find the matrix of $T$ with respect to the usual basis of $\mathbf{R}^{2}$.
(Under the refiection $\dot{T}$, we have $T(1,0)=(0,-1)$ and $T(0,1)=(-1,0)$. Thus $\mid T)=\left(\begin{array}{rr}0 & -1 \\ -1 & 0\end{array}\right)$.
Problems 12.44-12.45 refer to the complex field $C$ as a vector space over the real field $R$ and the conjugation operator $T$ on $C$, i.e., defined by $T(z),=\bar{z}$.
12.44 Find the matrix of $T$ relative to the usual basis $\{1$, ix.

$$
\text { : } \quad \begin{aligned}
& T(1)=j=1=1(1)+0(i) \\
& T(i)=i=-i=0(1)-1(i)
\end{aligned} \text { and thus } \quad\left\{T=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\right.
$$
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12.45 Find the matrix of $T$ relative to the basis $(1+i, 1+2 i\}$.

$$
\begin{aligned}
T(1+i) & =1-i=3(1+i)-2(1+2 i) \\
T(1+2 i) & =1-2 i=4(1+i)-3(1+2 i) \quad \text { and thus. } \quad[T]=\left(\begin{array}{rr}
3 & 4 \\
-2 & -3
\end{array}\right)
\end{aligned}
$$

12.46 Let $1_{v}$ denote the identity operator of a vector space $V$, that is, $l_{v}(v)=v$ for any $v \in V$. Show that, for any basis $B=\left\{v_{i}\right\}$ of $V,\left[I_{V}\right]_{B}=I$, ihe ideñity matrix.

IFor $i=1,2, \ldots, n, 1_{v}\left(v_{i}\right)=v_{i}=0 \cdot v_{i}+\cdots+1 \cdot v_{i}+\cdots+0 \cdot v_{n}$. Thus $\left\|1_{v}\right\|_{B}=1$.
12.47 Let $0_{v}$ denote the zero operator on $V$, i.e., defined by $0_{v}(v)=0$, for any $v \in V$. Show that, for any basis $B=\left\{u_{i}\right\}$ of $V,\left[0_{v}\right]_{B}=0$, the zero matrix.

- For any basis vector $v_{i}$, we have $0_{v}\left(v_{i}\right)=0=0 v_{1}+0 v_{2}+\cdots+0 v_{n}$. Hence $\left\{0_{v}\right\}_{B}=0$.

Problems 12.48-12.49 refer to the vector space $V$ of $2 \times 2$ matrices over $R$ and the following usual basis $E$ of $\boldsymbol{V}$ :

$$
E=\left\{E_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), E_{2}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), E_{3}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), E_{4}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\right\}
$$

12.48 Let $M=\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)$ and $T$ be the linear operator on $V$ defined by $T(A)=M A$. Find the matrix representation of $T$ relative to the above usual basis of $V$.
I. We have

$$
\begin{aligned}
& T\left(E_{1}\right)=M E_{1}=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
3 & 0
\end{array}\right)=1 E_{1}+0 E_{2}+3 E_{3}+0 E_{4} \\
& T\left(E_{2}\right)=M E_{2}=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & 1 \\
0 & 3
\end{array}\right)=0 E_{1}+1 E_{2}+0 E_{3}+3 E_{4} \\
& T\left(E_{3}\right)=M E_{3}=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
2 & 0 \\
4 & 0
\end{array}\right)=2 E_{1}+0 E_{2}+4 E_{3}+0 E_{4} \\
& T\left(E_{4}\right)=M E_{4}=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
0 & 2 \\
0 & 4
\end{array}\right)=0 E_{3}+2 E_{2}+0 E_{3}+4 E_{4}
\end{aligned}
$$

Hence

$$
\{T\}_{E}=\left(\begin{array}{llll}
1 & 0 & 2 & 0 \\
0 & 1 & 0 & 2 \\
3 & 0 & 4 & 0 \\
0 & 3 & 0 & 4
\end{array}\right)
$$

[Since $\operatorname{dim} V=4$, any matrix representation of a linear operator on $V$ muse be a 4 -square matrix.]
12.49 Let $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and $S: V \rightarrow V$ be the linear map defined by $S(A)=A M$. Find the matrix representation of $S$ in the above usual basis of $V$.
1 We have

$$
\begin{aligned}
& S\left(E_{1}\right)=E_{1} M=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
a & b \\
0 & 0
\end{array}\right)=a E_{1}+b E_{2}+0 E_{3}+0 E_{4} \\
& S\left(E_{2}\right)=E_{2} M=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
c & d \\
0 & 0
\end{array}\right)=c E_{1}+d E_{2}+0 E_{3}+0 E_{4} \\
& S\left(E_{3}\right)=E_{3} M=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
a & b
\end{array}\right)=0 E_{1}+0 E_{2}+a E_{3}+b E_{4} \\
& S\left(E_{3}\right)=E_{2} M=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
c & d
\end{array}\right)=0 E_{1}+0 E_{2}+c E_{3}+d E_{4}
\end{aligned}
$$

Thus

$$
[S]_{E}=\left(\begin{array}{llll}
a & b & 0 & 0 \\
c & d & 0 & 0 \\
0 & 0 & a & b \\
0 & 0 & c & d
\end{array}\right)=\left(\begin{array}{cc}
M & 0 \\
0 & M
\end{array}\right)
$$

12.50 Prove Theorem 12.1

I Suppose, for $i=1, \ldots, n$,

$$
T\left(e_{i}\right)=a_{i 1} e_{1}+a_{i 2} e_{2}+\cdots+a_{i n} e_{n}=\sum_{j=1}^{n} a_{i j} e_{i}
$$

Then $[T]_{c}$ is the $n$-square matrix whose jth row is

$$
\begin{equation*}
\left(a_{1 j}, a_{2 ;}, \ldots, a_{n j}\right) \tag{1}
\end{equation*}
$$

Now suppose

$$
v=k_{1} e_{1}+k_{2} e_{2}+\cdots+k_{n} e_{n}=\sum_{i=1}^{n} k_{i} e_{i}
$$

Writing a column vector as the transpose of a row vector,

$$
\begin{equation*}
\{u\}_{c}=\left(k_{1}, k_{2}, \ldots, k_{n}\right)^{7} \tag{2}
\end{equation*}
$$

Furthermore, using the linearity of $T$,

$$
\begin{aligned}
T(v) & =T\left(\sum_{i=1}^{n} k_{i} e_{i}\right)=\sum_{i=1}^{n} k_{i} T\left(e_{i}\right)=\sum_{i=1}^{n} k_{i}\left(\sum_{i=1}^{n} a_{i j} e_{i}\right) \\
& =\sum_{j=1}^{n}\left(\sum_{i=1}^{n} a_{i j} k_{i}\right) e_{j}=\sum_{j=1}^{n}\left(a_{1 i} k_{1}+\dot{a}_{2 i} \dot{k}_{3}+\cdots+a_{n j} k_{n}\right) e_{j}
\end{aligned}
$$

Thus $[T(v)]_{e}$ is the column vector whose $j$ th entry is

$$
\begin{equation*}
a_{1 i} k_{1}+a_{2 j} k_{2}+\cdots+a_{n i j} k_{n} \tag{3}
\end{equation*}
$$

On the other hand, the jth entry of $\{T\}_{c}\{v\}_{\text {, }}$ is obtained by multiplying the jth row of $\{T\}_{c}$ by $\{v\}_{c}$, i.e., multiply (1) by (2). But the product of (1) and (2) is (3); hence $[T]_{r}[v]_{r}$ and $[T(v)]_{c}$, have the same entries. Thus $[T]_{e}[v]_{e}=[T(v))_{c}$.

### 12.2 MATRICES AND LINEAR OPERATORS ON R ${ }^{3}$

This section restricts itself to linear operators on $\mathbf{R}^{3}$. By the usual basis of $\mathbf{R}^{3}$ we mean

$$
\dot{E}=\left\{\ddot{e}_{1}=(1,0,0) ; e_{2}=(0, r, 0), e_{3}=(0,0,1)\right\}
$$

12.51 Suppose that $T$ is the linear operator on $\mathbb{R}^{3}$ defined by $\mathcal{F}(x, y, z)=\left(a_{1} x+a_{2} y+a_{3} x, b_{1} x+b_{2} y+b_{3} z\right.$, $\left.c_{1} x+c_{2} y+c_{3} z\right)$. Show that the matrix of $T$ in the usual basis $\left\{e_{i}\right\}$ is given by

$$
[T]_{c}=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

That is, the rows of $[T]_{r}$ are obtained from the coefficients of $x, y$, and $z$ in the components of $\mathcal{F}(x, y, z)$, \| We have

$$
\begin{aligned}
& T\left(e_{1}\right)=T(1,0 ; 0)=\left(a_{1}, b_{1}, c_{3}\right)=a_{2} e_{1}+b_{2} e_{2}+c_{1} e_{2} \\
& T\left(e_{2}\right)=T(0,1,0)=\left(a_{2}, b_{2}, c_{2}\right)=a_{2} e_{1}+b_{3} e_{2}+c_{2} e_{3} \\
& \left.T\left(e_{3}\right)=T(0.01)\right)=\left(a_{3}, b_{3}, c_{3}\right)=a_{3} e_{2}+b_{3} e_{2}+c_{2} e_{3}
\end{aligned}
$$
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Accordingly,

Let $G: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be defined by $G(x, y, z)=(2 y+z, x-4 y, 3 x)$. Find the matix representation of $G$ in the usual basis of $\mathbf{R}^{3}$.
| By Problem 12.51,

$$
[G]=\left(\begin{array}{rrr}
0 & 2 & 1 \\
1 & -4 & 0 \\
3 & 0 & 0
\end{array}\right)
$$

Problems 12.54-12.61 find the matrix representation of $S: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ defined by $S(x, y, z)=$ $(x+2 y-3 z, 2 x+y+z, 5 x-y+z)$ relative to the following basis of $\mathbf{R}^{3}$ :

$$
B=\left\{u_{i}=(1,1, \dot{0}), u_{2}=(1,2,3), u_{3}=(1,3,5)\right\}
$$

12.54 Find the coordinates of an arbitrary vector $(a, b, c) \in \mathbf{R}^{3}$ with respect to the above basis $B$.

I Wite ( $a, b, c$ ) as a linear combination of $u_{1}, u_{2}, u_{3}$ using unknowns $x, y, z$ :

$$
(a, b, c)=x(1,1,0)+y(1,2,3)+z(1,3,5)=(x+y+z, x+2 y+3 z, 3 y+5 z)
$$

$$
\begin{aligned}
& \text { or } \begin{aligned}
x+y+z=a \\
x+2 y+3 z=b
\end{aligned} \quad \text { or } \quad x+y+z=a \quad \text { or } \quad x+y+z=a \\
& x+2 y+3 z=b \quad \text { or } \quad y+2 z=-a+b \quad \text { or } \quad y+2 z=-a+b \\
& 3 y+5 z=c \quad 3 y+5 z=c \quad \therefore \quad z=-3 a+3 b-c
\end{aligned}
$$

Solving for $x, y, z$ in terms of $a, b, c$ yields. $x=-a+2 b-c, y=5 a-5 b+2 c, z=-3 a+3 b-c$. Thus
or, equivalently,

$$
\begin{gathered}
(a, b, c)=(-a+2 b-c) u_{1}+(5 a-5 b+2 c) u_{2}+(-3 a+3 b-c) u_{3} \\
{[(a, b, c)]=[-a+2 b-c, 5 a-5 b+2 c,-3 a+3 b-c]^{T}}
\end{gathered}
$$

[Remark: This formula for $(a, b, c)$ will be used repeatedy below.]
12.55 Find $S\left(u_{1}\right)$.

I $S\left(u_{1}\right)=S(1,1,0)=(1+2-0,2+1+0,5-1+0)=(3,3,4)$.
12.56 Write $S\left(u_{1}\right)$ as a linear combination of $u_{1}, u_{2}$, and $u_{3}$.

I Use Problem 12.54, to get

$$
S\left(u_{1}\right)=(3,3,4)=(-3+6-4) u_{1}+(\text { is }-15+8) u_{2}+(-9+9-4) u_{3}=-u_{1}+8 u_{2}-4 u_{3}
$$

12.57 Find $S\left(\mu_{2}\right)$.

I $S\left(u_{2}\right)=S(1,2,3)=(1+4-9,2+2+3,5-2+3)=(-4,7,6)$.
12.58 Write $S\left(u_{2}\right)$ as a linear combination of $u_{1}, u_{2}$, and $u_{3}$.

I $S\left(u_{2}\right)=(-4,7,6)=(4+14-6) u_{1}+(-20-35+12) u_{2}+(12+21-6) u_{3}=12 u_{1}-43 u_{2}+27 u_{3}$.
12.59 Find $S\left(u_{3}\right)$.

I $S\left(u_{3}\right)=S(1,3,5)=(1+6-15,2+3+5,5-3+5)=(-8,10,7)$.
12.60 Write $S\left(u_{3}\right)$ as a linear combination of $u_{1}, u_{2}$, and $u_{3}$.

I $S\left(u_{3}\right)=(-8,10,7)=(8+20-7) u_{1}+(-40-50+14) u_{2}+(24+30-7) u_{3}=21 u_{1}-76 u_{2}+47 u_{3}$ -
12.61 Find $[S]$, the matrix of $S$ in the above basis $B$.

I Write the coordinales of $S\left(u_{1}\right), S\left(u_{2}\right)$, and $S\left(u_{3}\right)$ as columns to get

$$
[S]=\left(\begin{array}{rrr}
-1 & 12 & 21 \\
8 & -43 & -76 \\
-4 & 27 & 47
\end{array}\right)
$$

Problems 12.62-12.65 refer to the vector $v=(1,1,1)$ and the above linear map $S: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{\mathbf{3}}$ and basis B.
12.62 Find [ $v$ ].

I By Problem $12.54, \quad[v]=[(1,1,1)]=\{-1+2-1,5-5+2,-3+3-1]^{T}=[0,2,-1]^{T}$.
12:63 Find $S(v)$.

- $S(1,1,1)=(1+2-3,2+1+1,5-1+1)=(0,4,5)$.
12.64 Find $\{S(v)\}$
- By Problem 12.54, $[S(v)]=[(0,4,5)]=[0+8-5,0-20+10,0+12-5]^{T}=[3,-10,7]^{T}$.
12.65 Verify Theorem 12.1 that $[S][v]=[S(v)]$.

1

$$
[S][v]=\left(\begin{array}{rrr}
-1 & 12 & 21 \\
8 & -43 & -76 \\
-4 & 27 & 47
\end{array}\right)\left(\begin{array}{r}
0 \\
2 \\
-1
\end{array}\right)=\left(\begin{array}{l}
0+24-21 \\
0-86+76 \\
0+54-47
\end{array}\right)=\left(\begin{array}{r}
3 \\
-10 \\
7
\end{array}\right)=[S(v)]
$$

Problems 12.66-12.73 find the matrix representation of $\quad T: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$. defined by $T(x, y, z)=$
$(2 y+z, x-4 y, 3 x)$ relative to the basis $B=\left\{w_{1}=(1,1,1), \quad w_{2}=(1,1,0), \quad w_{3}=(1,0,0).\right\}$
12.66 Find the coordinates of an arbitrary vector $(a, b, c) \in \mathbf{R}^{3}$ with respect to the above basis $B$.

I Write ( $a, b, c$ ) as a linear combination of $w_{1}, w_{2}, w_{j}$ using unknown scalars $x, y$, and $z$ :
$(a, b, c)=x(1,1,1)+y(1,1,0)+z(1,0,0)=(x+y+z, x+y, x) \cdots$ or $x+y+z=a, x+y=b, \quad x=c$
Solve the system of $x, y$, and $z$ in terms of $a, b$, and $c$ to find $x=c, y=b-c, z=a-b$. Thus

$$
(a, b, c)=c w_{1}+(b-c) w_{2}+(a-b) w_{3} \quad \text { or, equivalently, } \quad\{(a, b, c)\}=\{c, b-c, a-b]^{T}
$$

[This formula for ( $a, b, c$ ) will be used repeatedly below.\}
12.67 Find $T\left(w_{1}\right)$.

I $T\left(w_{1}\right)=T(1,1,1)=(2+1,1-4,3)=(3,-3,3)$
12.68 Write $T\left(w_{1}\right)$ as a linear combination of $w_{1}, w_{2}, w_{3}$.

I By Problem 12.66; $\mathcal{F}\left(w_{1}\right)=(3,-3,3)=3 w_{1}+(-3-3) w_{2}+(3+3) w_{3}=3 \cdot w_{1}-6 w_{2}+6 w_{3}$.
12.69. Find $T\left(w_{2}\right)$ -
$T\left(w_{2}\right)=T(1,1,0)=(2+0,1-4,3)=(2,-3,3)$.
12.70 Write $T\left(w_{2}\right)$ as a linear combination of $w_{1}: w_{2}, w_{3}$
$\int T\left(w_{2}\right)=T(2,-3,3)=3 w_{1}+(-3-3) w_{2}+(2+3) w_{3}=3 w_{1}-6 w_{2}+5 w_{3}$.
12.71 Find $T\left(w_{3}\right)$.

- $T\left(w_{3}\right)=T(1,0,0)=(0+0,1-0,3)=(0,1,3)$.
12.72 Write $T\left(w_{3}\right)$ as a linear combination of $w_{1}, w_{2}, w_{3}$.

$$
\div
$$

I $I\left(w_{3}\right)=(0,1,3)=3 w_{1}+(1-3) w_{2}+(0-1) w_{3}=3 w_{1}-2 w_{2}-w_{3}$.
12.73. Find $[T]$, the matrix of $T$ relative to the basis $B$.

I Write the coordinates of $T\left(w_{1}\right), T\left(w_{2}\right), T\left(w_{3}\right)$ as columns to obtain

$$
[T]=\left(\begin{array}{rrr}
3 & 3 & 3 \\
-6 & -6 & -2 \\
6 & 5 & -1
\end{array}\right)
$$

12.74 Write $T(v)$ as a linear combination of $w_{1}, w_{2}, w_{3}$ where $v=(a, b, c)$ is an arbitrary vector in $R^{3}$.
$\int$ By Problem 12.66, $T(v)=T(a, b, c)=(2 b+c, a-4 b, 3 a)=3 a w_{1}+(-2 a-4 b) w_{2}+(-a+6 b+c) w_{3}$ or, equivalently, $[T(v)]=[3 a,-2 a-4 b,-a+6 b+c]^{\top}$.
12.75 Venify Theorem 12.1 that $[T][v]=[T(v)]$ where $v=(a, b, c)$.

I Using Problems 12.66 and 12.74,

$$
[T][v]=\left(\begin{array}{rrr}
3 & 3 & 3 \\
-6 & -6 & -2 \\
6 & 5 & -1
\end{array}\right)\left(\begin{array}{c}
c \\
b-c \\
a-b
\end{array}\right)=\left(\begin{array}{c}
3 a \\
-2 a-4 b \\
-a+6 b+c
\end{array}\right)=[T(v)\}
$$

### 12.3 MATRICES AND LINEAR MAPPING OPERATIONS

Theorem 12.2, whose proof appears in Problems 12.104-12.107, is used throughout this section.

Theorem 12.2: Let $B=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a basis of $V$ over $K$ and $M$ be the algebra of $n$-square matrices over $K$. Then the mapping $m: A(V) \rightarrow \mathcal{M}$ defined by $m(T)=[T]_{A}$ is an algebra isomorphism from $A(V)$ onto $\mathcal{H}$. That is, for any $S, T \in A(V)$ and any $k \in K$, we have
(i) $m(T+S)=m(T)+\dot{m}(S)$, that is, $[T+S]=[T]+[S]$.
(ii) $m(k T)=k m(T)$, that is, $[k T]=k\lceil T]$.
(iii) $m(S \circ T)=m(S) m(T)$, that is, $[S \circ T]=[S][T]$.
(iv) The mapping $m$ is one-to-one and onto.

Problems 12.76-12.90 illustrate Theorem 12.2 using the basis $B=\left\{u_{1}=(1,1), u_{\mathrm{z}}=(1,2)\right\} \quad$ of $\mathbf{R}^{2}$ and the linear maps $S$ and $T$ defined by $S(x, y)=(x+2 y, 4 x)$ and $T(x, y)=(y, x+3 y)$.
12.76 Find the coordinates of an arbitrary vector $(a, b) \in R^{\mathbf{2}}$ with respect to the above basis $B$.

1 Write $(a, b)$ as a linear combination of $u_{1}$ and $u_{2}$ using unknowns $x$ and $y:(a, b)=x(1,1) \neq y(1,2)$ of $x+y=a, \quad x+2 y=b$. Solve for $x$ and $y$ to get $x=2 a-b, \quad y=-a+b$. Thus

$$
(a, b)==^{\prime}(2 a-b) u_{1}+(-a+b) u_{2} \quad \text { or, equivalently, } \quad[(a, b)]=[2 a-b,-a+b]^{T}
$$

[This formula for ( $a, b$ ) will be used repeatedly
12.77 Find [S]: the matrix representation of $S$ in the basis $B$.
I

$$
\begin{aligned}
& S\left(u_{1}\right)=S(1,1)=(3,4)=2 u_{1}+u_{2} \\
& S\left(u_{2}\right)=S(1,2)=(5,4)=6 u_{1}-u_{2}
\end{aligned}
$$

and thus.
$[S]=\left(\begin{array}{rr}2 & 6 \\ 1 & -1\end{array}\right)$
i 12.78 . Find $[T]$, the matrix of $T$ relative to the basis $B$.

$$
\begin{aligned}
& T\left(u_{1}\right)=T(1,1)=(1,4)=-2 u_{1}+3 u_{2} \\
& T\left(u_{2}\right)=T(1,2)=(2,7)=-3 u_{1}+5 u_{2}
\end{aligned} \quad \text { and thus } \quad[T]=\left(\begin{array}{rr}
-2 & -3 \\
-3 & 5
\end{array}\right)
$$

12.79 Write $(S+T)\left(u_{1}\right)$ as a linear combination of $u_{1}$ and $u_{2}$.

I $(S+T)\left(u_{1}\right)=S\left(u_{1}\right)+T\left(u_{1}\right)=\left(2 u_{1}+u_{2}\right)+\left(-2 u_{1}+3 u_{2}\right)=0 u_{1}+4 u_{2}$.
12.80 -Write $(S+T)\left(u_{2}\right)$ as a finear combinaion of $u_{1}$ and $u_{2}$.

$$
I(S+T)\left(u_{2}\right)=S\left(u_{2}\right)+T\left(u_{2}\right)=\left(6 u_{1}-u_{2}\right)+\left(-3 u_{1}+5 u_{2}\right)=3 u_{1}+4 u_{2} .
$$

12.81 Find $[S+T\}$.

- Write the coordinates of $(S+T)\left(u_{1}\right)$ and $(S+T)\left(u_{2}\right)$ as columns:

$$
[S+T]=\left(\begin{array}{ll}
0 & 3 \\
4 & 4
\end{array}\right)
$$

12.82 Verify Theorem $12.2(\mathrm{i}):[S]+[T]=[S+T]$.
I

$$
\{S\}+[T\}=\left(\begin{array}{rr}
2 & 6 \\
1 & -1
\end{array}\right)+\left(\begin{array}{rr}
-2 & -3 \\
3 & 5
\end{array}\right)=\left(\begin{array}{ll}
0 & 3 \\
4 & 4
\end{array}\right)=[S+T]
$$

12.83 Write $(3 T)\left(u_{1}\right)$ as a linear combination of $u_{1}$ and $u_{2}$.

$$
\text { I }(3 T)\left(u_{1}\right)=3 T\left(u_{1}\right)=3\left(-2 u_{1}+3 u_{2}\right)=-6 u_{1}+9 u_{2} .
$$

12.84 Write $(3 T)\left(u_{z}\right)$ as a linear combination of $u_{1}$ and $u_{2}$.

I $(3 T)\left(u_{7}\right)=3 T\left(u_{2}\right)=3\left(-3 u_{1}+5 u_{2}\right)=-9 u_{1}+35 u_{2}$.
12.85 Find [3T].

I Write the coardinates of $(3 T)\left(u_{1}\right)$ and ( $\left.3 T\right)\left(u_{2}\right)$ as columns:

$$
[3 T]=\left(\begin{array}{rr}
-6 & -9 \\
9 & 15
\end{array}\right)
$$

12.86 Verify that $3[T]=\{3 T\}$.

1

$$
3\{T\rfloor=3\left(\begin{array}{rr}
-2 & -3 \\
3 & 5
\end{array}\right)=\left(\begin{array}{rr}
-6 & -9 \\
9 & 15
\end{array}\right)=[3 T]
$$

12.87 Write $(S \circ T)\left(u_{1}\right)$ as a linear combination of $u_{1}$ and $u_{2}$.

I $(S \circ T)\left(u_{1}\right)=S\left(T\left(u_{1}\right)\right)=S(T(1,1))=S(1,4)=(9,4)=(18-4) u_{1}+(-9+4) u_{2}=14 u_{2}-S u_{2}$.
12.88 Write $(S \circ T)\left(u_{2}\right)$ as a finear combination of $u_{1}$ and $u_{2}$.
$I^{\cdot}(S \circ T)\left(u_{2}\right)=S\left(T\left(u_{2}\right)\right)=S(T(1,2))=S(2,7)=(16,8)=(32-8) u_{1}+(-16+8) u_{2}=24 u_{1}-8 u_{2}$.
12.89 Find $\{S \circ T\}$.
f Write the coordinates of $(S \circ T)\left(u_{1}\right)$ and $(S \circ T)\left(u_{2}\right)$ as columns:

$$
\mid S \circ T]=\left(\begin{array}{cc}
14 & 24 \\
-5 & -8
\end{array}\right)
$$

12.90 Venify Theorem 12.2(iii): $\{S\} T\}=\{S \circ T\}$
$t$

$$
[S \| T]=\left(\begin{array}{rr}
2 & 6 \\
1 & -1
\end{array}\right)\left(\begin{array}{rr}
-2 & -3 \\
3 & 5
\end{array}\right)=\left(\begin{array}{cc}
-4+18 & -6+30 \\
-2-3 & -3-5
\end{array}\right)=\left(\begin{array}{cc}
14 & 24 \\
-5 & -8
\end{array}\right)=[S \circ T]
$$
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Problems 12.91-12.103 illustrate Theorem 12.2 for $\operatorname{dim} V=2$, i.e., for a basis $B=\left\{e_{1}, e_{2}\right\}$ of $V$ and linear operators $T$ and $S$ on $V$ defined by

$$
\begin{array}{ll}
T\left(e_{1}\right)=a_{1} e_{1}+a_{2} e_{2} & S\left(e_{1}\right)=c_{1} e_{1}+c_{2} e_{2} \\
T\left(e_{2}\right)=b_{1} e_{1}+b_{2} e_{2} & S\left(e_{2}\right)=d_{1} e_{1}+d_{2} e_{2}
\end{array}
$$

12.91 Find $[T]$ and $[S]$.

I Write the coordinates of $T\left(e_{1}\right), T\left(e_{2}\right)$ and of $S\left(e_{1}\right), S\left(e_{2}\right)$ as columns to get

$$
[T]=\left(\begin{array}{ll}
a_{1} & b_{1} \\
a_{2} & b_{2}
\end{array}\right) \quad \text { and } \quad[S]=\left(\begin{array}{ll}
c_{1} & d_{1} \\
c_{2} & d_{2}
\end{array}\right)
$$

12.92 Write $(T+S)\left(e_{1}\right)$ as a linear combination of $e_{1}$ and $e_{2}$.

I $(T+S)\left(e_{1}\right)=T\left(e_{1}\right)+S\left(e_{1}\right)=a_{1} e_{1}+a_{2} e_{2}+c_{1} e_{1}+c_{2} e_{2}=\left(a_{1}+c_{1}\right) e_{1}+\left(a_{2}+c_{2}\right) e_{2}$.
12.93 Write $(T+S)\left(e_{2}\right)$ as a linear combination of $e_{1}$ and $e_{2}$.

I $(T+S)\left(e_{2}\right)=T\left(e_{2}\right)+S\left(e_{2}\right)=b_{1} e_{1}+b_{2} e_{2}+d_{1} e_{1}+d_{2} e_{2}=\left(b_{1}+d_{1}\right) e_{1}+\left(b_{2}+d_{2}\right) e_{2}$.
12.94 Find $[T+S]$.
I. Write the coordinates of $(T+S)\left(e_{1}\right)$ and $(T+S)\left(e_{2}\right)$ as columns:

$$
[T+S]=\left(\begin{array}{ll}
a_{1}+c_{1} & b_{1}+d_{1} \\
a_{2}+c_{2} & b_{2}+c_{2}
\end{array}\right)
$$

12.95 Verify Theorem 12.2(i): $[T]+[S]=[T+S]$.

$$
1 \quad[T]+[S]=\left(\begin{array}{ll}
a_{3} & b_{1} \\
a_{2} & b_{2}
\end{array}\right)+\left(\begin{array}{ll}
c_{1} & d_{1} \\
c_{2} & d_{2}
\end{array}\right)=\left(\begin{array}{ll}
a_{1}+c_{1} & b_{1}+d_{1} \\
a_{2}+c_{2} & b_{2}+d_{2}
\end{array}\right)=[T+S]
$$

12.96 Write $(k T)\left(e_{1}\right)$ as a linear combination of $e_{1}$ and $e_{2}$, where $k \in K$.
\| $(k T)\left(e_{2}\right)=k T\left(e_{1}\right)=k\left(a_{3} e_{1}+a_{2} e_{2}\right)=k a_{1} e_{1}+k a_{2} e_{2}$.
12.97. Write $(k T)\left(e_{2}\right)$ as a linear combination of $e_{1}$ and $e_{2}$.

I $(k T)\left(e_{2}\right)=k T\left(e_{2}\right)=k\left(b_{1} e_{1}+b_{2} e_{2}\right)=k b_{1} e_{1}+k b_{2} e_{2}$.
12.98 Find $[k T]$.

I Write the cocrdinates of $(k T)\left(e_{1}\right)$ and $(k T)\left(e_{2}\right)$ as columns:

$$
[k T]=\left(\begin{array}{ll}
k a_{1} & k b_{1} \\
k a_{2} & k b_{2}
\end{array}\right)
$$

12.99. Verify Theorem 12.2(ii): $k[T]=[k T]$.

1

$$
\left.k \mid T]=k\left(\begin{array}{ll}
a_{1} & b_{1} \\
a_{2} & b_{2}
\end{array}\right)=\left(\begin{array}{ll}
k a_{1} & k b_{1} \\
k a_{2} & k b_{2}
\end{array}\right)=\mid k T\right]
$$

12.100 Write $(S \circ T)\left(e_{r}\right)$ as a lineas combination of $e_{1}$ and $e_{2}$.

$$
\begin{aligned}
& \int(S \circ T)\left(e_{1}\right)=S\left(T\left(e_{1}\right)\right)=S\left(a_{1} e_{1}+a_{2} e_{2}\right)=a_{1} S\left(e_{1}\right)+a_{2} S\left(e_{2}\right)=a_{1}\left(c_{1} e_{1}+c_{2} e_{2}\right)+a_{2}\left(d_{1} e_{1}+d_{2} e_{2}\right) \\
& =\left(a_{1} c_{1}+a_{2} d_{1}\right) e_{1}+\left(a_{1} c_{2}+a_{2} d_{2}\right) e_{2} .
\end{aligned}
$$

12.101 Write $(S \circ T)\left(e_{3}\right)$ as a linear combination of $e_{1}$ and $e_{2}$.

$$
\begin{aligned}
& (S \circ T)\left(e_{2}\right)=S\left(T\left(e_{2}\right)\right)=S\left(b_{1} e_{1}+b_{2} e_{2}\right)=b_{1} S\left(e_{1}\right)+b_{2} S\left(e_{2}\right)=b_{1}\left(c_{1} e_{1}+c_{2} e_{2}\right)+b_{2}\left(d_{1} e_{1}+d_{2} e_{2}\right) \\
& =\left(b_{1} c_{1}+b_{2} d_{1}\right) e_{1}+\left(b_{1} c_{2}+b_{2} d_{2}\right) e_{2}
\end{aligned}
$$

12.102 Find [ $S \circ 7$ ].

1 Write the coordinates of $(S \circ T)\left(e_{1}\right)$ Fand $(S \circ T)\left(e_{2}\right)$ as columns:

$$
[S \circ T]=\left(\begin{array}{ll}
a_{1} c_{1}+a_{2} d_{1} & b_{1} c_{1}+b_{2} \dot{d}_{1} \\
a_{1} c_{2}+a_{2} d_{2} & b_{1} c_{2}+b_{2} d_{2}
\end{array}\right)
$$

12.103 Verify Theorem 12.2(iii): $\quad[S] \mid T]=[S \circ T]$.
$!$

$$
[S][T]=\left(\begin{array}{ll}
c_{1} & d_{1} \\
c_{2} & d_{2}
\end{array}\right)\left(\begin{array}{ll}
a_{1} & b_{1} \\
a_{2} & b_{2}
\end{array}\right)=\left(\begin{array}{ll}
a_{1} c_{1}+a_{2} d_{1} & b_{1} c_{1}+b_{2} d_{1} \\
a_{1} c_{2}+a_{2} d_{2} & b_{1} c_{2}+b_{2} d_{2}
\end{array}\right)=[S \circ T]
$$

12.104 Prove (i) of Theorem 12.2: $[T+S]=[T]+[S]$.

I Suppose, for $i=1, \ldots, n$,

$$
T\left(e_{i}\right)=\sum_{i=1}^{n} a_{i j} e_{j} \quad \text { and } \quad S\left(e_{i}\right)=\sum_{j=1}^{n} b_{i i} e_{i}
$$

Let $A$ and $B$ be the matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$. Then $[T]=A^{T}$ and $[S]=B^{T}$. We have, for $i=1, \ldots, n$,

$$
(\mathcal{T}+S)\left(e_{i}\right)=\bar{T}\left(e_{i}\right)+S\left(e_{i}\right)=\sum_{i=1}^{n}\left(a_{i j}+b_{i j}\right) e_{j}
$$

Observe that $A 干 B$ is the matrix $\left(a_{i j}+b_{i j}\right)$. Accordingly, $[T+S\}=(A+B)^{T}=A^{T}+B^{r}=[T]+[S]$.
12.105 Prove (ii) of Theorem 12.2: $\quad[k T\}=k[T]$.
$\boldsymbol{\|}$ For $i=1, \ldots, n$,

$$
(k T)\left(e_{i}\right)=k T\left(e_{i}\right)=k \sum_{j=1}^{n} a_{i j} e_{j}=\sum_{j=1}^{n}\left(k \dot{a}_{i j}\right) e_{j}
$$

Observe that $k A$ is the matrix $\left(k a_{i j}\right)$. Accordingly, $[k T]=(k A)^{T}=k A^{T}=k[T]$.
12.106. Prove (iii) of Theorem 12.2: $[\mathcal{S} \circ T]=[S\} T]$.

1 For $i=1, \ldots, n$,

$$
(S \circ T)\left(e_{i}\right)=S\left(T\left(e_{i}\right)\right)=S\left(\sum_{j=1}^{n} a_{i j} e_{i}\right)=\sum_{i=1}^{n} a_{i j} S\left(e_{j}\right)=\sum_{j=1}^{n} a_{i j}\left(\sum_{k=1}^{n} b_{i k} e_{k}\right)=\sum_{k=1}^{n}\left(\sum_{i=1}^{n} a_{i j} b_{j k}\right) e_{k}
$$

Recall that $A B$ is the matrix $A B=\left(c_{i k}\right)$ where $c_{i k}=\sum_{i=1}^{n} a_{i j} b_{j k}$. Accordingly, $[S \circ T]=(A B)^{T}=B^{T} A^{T}=$ [SUT].
12.107. Prove (iv) of Theorem 12:2: The mapping $m: A(V) \rightarrow \mathcal{A}$ defined by $m(T)=\{T\rceil$ is one-to-one and onto. A.
IThe mapping is one-toone since a linear mapping is completely determined by is values on a basis. The mapping is onto since each matrix $M \in \mathcal{H}$ is the image of the linear operator

$$
F\left(e_{i}\right)=\sum_{i=1}^{n} m_{i j} e_{j} \quad i=1, \ldots n
$$

where ( $m_{i i}$ ) is the transpose of the matrix $i f$.
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12.110 Write $F\left(u_{1}\right)$, the image of the first basis vector of $R^{3}$, as a linear combination of the basis vectors $v_{1}$ and $v_{2}$ of $\mathrm{R}^{2}$.
I $F\left(u_{1}\right)=F(1,1,0)=(2+3+0,4-1+0)=(5,3)=(-15+6) v_{1}+(10-3) v_{2}=-9 v_{1}+7 v_{2}$.
12.111 Write $\mathrm{F}\left(u_{2}\right)$ as a lincar combination of $v_{1}$ and $v_{2}$.

I $F\left(u_{2}\right)=F(1,2,3)=(2+6-3,4-2+6)=(5,8)=(-15+16) v_{1}+(10-8) v_{2}=v_{1}+2 v_{2}$.
32.132 Write $F\left(u_{3}\right)$ as a linear combination of $v_{1}$ and $v_{2}$.

I $F\left(u_{2}\right)=F(1,3,5)=(2+9-5,4-3+10)=(6,11)=(-18+22) v_{1}+(12-11) v_{2}=4 v_{1}+v_{2}$.
12.133 Find $[F]$, the matrix representation of $F$ relative to the bases $B_{1}$ and $B_{2}$.

1 Write the coordinates of $F\left(u_{1}\right\} ; F\left(u_{2}\right), F\left(u_{3}\right)$ in the basis $\left\{v_{1}, v_{2}\right\}$ as columns:

$$
\mid F\}=\left(\begin{array}{rrr}
-9 & 1 & 4 \\
7 & 2 & 1
\end{array}\right)
$$

Problems $12.114-12.117$ refer to the vector $p=(2,5,-3)$ and the above linear map $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{2}$ and bases $B_{1}$ and $B_{2}$.
12.114 Find $[v]_{A_{1}}$, the coordinate vector of $v$ in the basis $B_{1}$.

I By Problem 12.54, $[(a, b, c)]_{B_{1}}=[-a+2 b-c, 5 a-5 b+2 c,-3 a+3 b-c]^{r}$, hence.

$$
\left[v \int_{B_{1}}=[-2+10+3,10-25-6,-6+15+3]^{\top}=[11,-21,12]^{T}\right.
$$

12.115 Find $F(v)$.

I $F(v)=F(2,5,-3)=(4+15+3,8-5-6)=(22,-3)$.
12.116 Find $[F(v)]_{B_{2}}$, the coordinate vector of $F(v)$ in the basis $B_{2}$.

I Using Problem 12.109, $[F(v)]_{\mathrm{B}_{2}}=[(22,-3)]_{\mathrm{B}_{2}}=[-66-6,44+3]^{T}=[-72,47]^{T}$.
12.117 Verify Theorem 12.3: $\left\{F \mid\{u\}_{B_{1}}=[F(v)\}_{B_{2}}\right.$.

I $\quad[F\}\{v\}_{B_{1}}=\left(\begin{array}{rrr}-9 & 1 & 4 \\ 7 & 2 & 1\end{array}\right)\left(\begin{array}{r}11 \\ -21 \\ 12\end{array}\right)=\binom{-99-21+48}{77-42+12}=\binom{-72}{47}=[F(v)]_{B_{2}}$
Problems 12.118-12.12t find the matrix representation of the linear map $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{2}$ defined by
$F(x, y, z)=(3 x+2 y-4 z, x-5 y+3 z)$ relative to the following bases of $R^{3}$ and $R^{2}$, respectively:

$$
B_{2}=\left\{u_{2}=(1,1,1), u_{2}=(1,1,0), u_{3}=(1,0,0)\right\} \text { and } B_{2}=\left\{v_{1}=(1,3), v_{2}=(2,5)\right\}
$$

[Recall that $(a, b)=(-5 a+2 b) v_{1}+(3 a-b) v_{2}$ by Problem 12.21.]
12.118. Write $F\left(u_{1}\right)$ as a linear combination of the basis vectors $v_{1}$ and $v_{2}$.

I $F\left(u_{1}\right)=F(1,1,1)=(3+2-4,1-5+3)=(1,-1)=(-5-2) v_{1}+(3+1) v_{2}=-7 v_{1}+4 v_{2}$.
12.119 Write $F\left(u_{2}\right)$ as a linear combination of $v_{1}$ and $v_{2}$.

I $F\left(u_{2}\right)=F(1,1,0)=(\dot{S} ;-4)=(-25-8) u_{1}+(15+4) v_{2}=-33 v_{1}+19 v_{2}$.
12.120 Write $F\left(u_{3}\right)$ as a linear combination of $v_{1}$ and $v_{2}$.

I $F\left(u_{3}\right)=E(1,0,0)=(3,1)=(-15+2) v_{1}+(9-1) v_{2}=-13 v_{1}+8 v_{2}$.
12.121 Find $[F]$, the matrix representation of $F$ in the bases $B_{1}$ and $B_{2}$.

I Write the coordinates of $F\left(u_{1}\right), F\left(u_{2}\right), F\left(u_{3}\right)$ as columns:

$$
|F|=\left(\begin{array}{rrr}
-7 & -33 & -13 \\
4 & 19 & 8
\end{array}\right)
$$

Problems 12.122-12.124 refer to an arbitrary vector $u=(x, y, z) \in R^{3}$ and the above linear map $F$ and bases $B_{7}$ and $B_{2}$.

12:122 Find $\{u\}_{B,}$, the coordinate vector of $u$ in the basis $B$,
I By Problem 12:66; $\{(a, b, c)\}_{B_{1}}=[c, b-c, a-b\}^{2}$ and so $\{v\}_{B_{1}}=\{x, y-z, x-y]^{\top}$.
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12.123 Find $[F(v)]_{B_{2}}$, the coordinate vector of $F(v)$ in the basis $B_{2}$.

IF $F(v)=(3 x+2 y-4 z, x-5 y+3 z)=(-13 x-20 y+26 z) v_{1}+(8 x+11 y-15 z)$ and so $[F(v)]_{B_{3}}=$
$[-13 x-20 y+26 z, 8 x+11 y-15 z]^{T}$.
12.124 Verify Theorem 12.3: $[F][v]_{B_{1}}=[F(v)]_{B_{2}}$.
$I$

$$
-\{F][v\}_{B_{1}}=\left(\begin{array}{rrr}
-7 & -33 & -13 \\
4 & 19 & 8
\end{array}\right)\left(\begin{array}{c}
z \\
y-z \\
x-y
\end{array}\right)=\binom{-13 x-20 y+26 z}{8 x+11 y-15 z}=[F(v)]_{B_{2}}
$$

12.125 Let $F: K^{n} \rightarrow K^{m}$ be the linear mapping defined by .

$$
F\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\left(a_{11} x_{11}+\cdots+a_{1 n} x_{n}, a_{21} x_{1}+\cdots+a_{2 n} x_{n}, \ldots, a_{m 1} x_{1}+\cdots+a_{m n} x_{n}\right)
$$

Show that the matrix representation of $F$ relative to the usual bases of $K^{n}$ and of $K^{\prime \prime \prime}$. is given by

$$
[F]=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right)
$$

That is, the rows of $[F]$ are obtained from the coefficients of the $x_{i}$ in the components of $F\left(x_{t}, \ldots, x_{n}\right)$, respectively.

I We have
12.126 Let $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{3}$ be defined by $F(x, y)=(3 x-y, 2 x+4 y, 5 x-6 y)$. Find the matrix representation $[F]$ of $F$ relative to the usual bases of $\mathbf{R}^{n}$.
I By Problem 12.125, we need only look at the coefficients of the unknowns in $F(x, y, \ldots)$. Thus

$$
[F]=\left(\begin{array}{rr}
3 & -1 \\
2 & 4 \\
5 & -6
\end{array}\right)
$$

12.127 Let $G: \mathbf{R}^{s} \rightarrow \mathbf{R}^{2}$ be defined by $G(x, y, s, t)=(3 x-4 y+2 s-5 t, 5 x+7 y-s-2 t)$. Find $\{G\}$ relative to the usual bases of $\mathbf{R}^{\prime \prime}$.
I By Problem-12.125, $\mid \dot{G}\rfloor=\left(\begin{array}{rrrr}3 & -4 & 2 & -5 \\ 5 & 7 & -1 & -2\end{array}\right)$
12.128 Let $H: \mathbf{R}^{3} \rightarrow \mathbf{R}^{4}$ be defined by $H(x, y, z)=(2 x+3 y-8 z, x+y+z, 4 x-5 \bar{z}, 6 y)$. Find [H] relative to the usual bases of $\mathbf{R}^{\prime \prime}$.
I By Problem 12.125, $\{H\}=\left(\begin{array}{rrr}2 & 3 & -8 \\ 1 & 1 & 1 \\ 4 & 0 & -5 \\ 0 & 6 & 0\end{array}\right)$
12.129 Let $A=\left(\begin{array}{rrr}2 & 5 & -3 \\ 1 & -4 & 7\end{array}\right)$. Recall that $A$ determines a linear mapping $F: \mathbf{R}^{3} \rightarrow \mathrm{R}^{2}$ defined by $F(v)=A v$ where $v$ is written as a column vector. Show that the matrix representation of $F$ relative to the usual basis of $R^{3}$ and of $R^{2}$ is the matrix $A$ itself: that is, $[F]=A$.
1 We have

$$
F(1,0.0)=\left(\begin{array}{rrr}
2 & -5 & -3 \\
1 & -4 & 7
\end{array}\right)\left(\begin{array}{l}
3 \\
0 \\
0
\end{array}\right)=\binom{2}{1}=2 e_{1}+1 e_{2}
$$

$$
\begin{aligned}
& F(0,1,0)=\left(\begin{array}{rrr}
2 & 5 & -3 \\
1 & -4 & 7
\end{array}\right)\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)=\binom{5}{-4}=5 e_{1}-4 e_{2} \\
& F(0,0,1)=\left(\begin{array}{rrr}
2 & 5 & -3 \\
1 & -4 & 7
\end{array}\right)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)=\binom{-3}{7}=-3 e_{1}+7 e_{2}
\end{aligned}
$$

from which. $\{F]=\left(\begin{array}{rrr}2 & 5 & -3 \\ 1 & -4 & 7\end{array}\right)=A$.
Problems 12.130-12.133 find the matrix representation of the linear mapping $F: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{\mathbf{2}}$ defined in Problem 12.129 relative to the bases $B_{1}=\left\{u_{1}, u_{2}, u_{3}\right\}$ and $B_{2}=\left\{v_{1}, v_{2}\right\}$ in Problems 12.118-12.121.

4, 4.130 Write $F\left(u_{1}\right)$ as a linear combination of $u_{1}$ and $v_{2}$.
1 By Problem 12.21, $(a, b)=(-5 a+2 b) v_{1}+(3 a-b) v_{2}$; hence

$$
F\left(u_{1}\right)=\left(\begin{array}{rrr}
2 & 5 & -3 \\
1 & -4 & 7
\end{array}\right)\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)=\binom{4}{4}=(-20+8) v_{1}+(12-4) v_{2}=-12 v_{1}+8 v_{2}
$$

12.131 Write $F\left(u_{2}\right)$ as a linear combination of $v_{1}$ and $v_{2}$
f $F\left(u_{2}\right)=\left(\begin{array}{ccc}2 & 5 & -3 \\ 1 & -4 & -7\end{array}\right)\left(\begin{array}{l}1 \\ 1 \\ 0\end{array}\right)=\binom{7}{-3}=(-35-6) v_{1}+(21+3) v_{2}=-41 v_{1}+24 v_{2}$.
12.132 Write $F\left(u_{3}\right)$ as a linear combination of $v_{1}$ and $v_{2}$
i $F\left(u_{3}\right)=\left(\begin{array}{rrr}2 & 5 & -3 \\ 1 & -4 & 7\end{array}\right)\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)=\binom{2}{1}=(-10+2) v_{1}+(6-1) v_{2}=-8 v_{1}+5 v_{2}$.
12.133 Find $\{F\}$ with respect to the bases $B_{2}$ and $\boldsymbol{B}_{2}$.

I Write the coordinates of $F\left(u_{1}\right), F\left(u_{2}\right), F\left(\dot{u}_{3}\right)$ as columns:

$$
[F]=\left(\begin{array}{rrr}
-12 & -41 & -8 \\
8 & 24 & 5
\end{array}\right)
$$

Problems 12.134-12.137 refer to the linear operator $\quad T: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ defined by $T(x, y)=(2 x-3 y, x+4 y)$ and the following bases of $\mathbb{R}^{2}: E=\left\{e_{1}=(1,0), e_{2}=(0,1)\right\}$ and $B=\left\{v_{1}=(1,3), v_{2}=(2,5)\right\}$. [We can view $T$ as a linear mapping from one space into another, each having. its own basis.]
12.134 Find $\{T\}_{E}^{\beta}$, the matrix representation of $T$ selative to the bases $E$ and $B$.

1 BY Probtem 1.2k, $(a, b)=(-5 a+2 b) v_{1}+(3 a-b) v_{2} ;$ hence

$$
\begin{aligned}
& T\left(e_{1}\right)=T(1,0)=(2,1)=-8 v_{1}+5 v_{2} \quad \text { and so } \quad[T\}_{E}^{B}=\left(\begin{array}{rr}
-8 & 23 \\
5 & -13
\end{array}\right)
\end{aligned}
$$

12.135 Find $\{T\}_{B}^{E}$, the matrix representation of $T$ relative to the bases $B$ and $E$.

I $\quad \begin{aligned} & T\left(v_{1}\right)=T(1,3)=(-7,13)=-7 e_{1}+13 e_{2} \\ & T\left(v_{2}\right)=T(2,5)=(-11,22)=-11 e_{1}+22 e_{2}\end{aligned} \quad$ and so $\quad[T\}_{B}^{E}=\left(\begin{array}{cc}-7 & -11 \\ 13 & 22\end{array}\right)$
12.136 Find $\{T\}_{E}^{E}$.

$$
\begin{aligned}
& T\left(e_{1}\right)=T(1,0)=(2,1)=2 e_{1}+e_{2} \quad \text { and so } \quad[T\}_{E}^{E}=\left(\begin{array}{rr}
2 & -3 \\
T\left(e_{2}\right) & =T(0,1)=(-3,4)=-3 e_{3}+4 e_{2}
\end{array}\right)
\end{aligned}
$$
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$$
\begin{aligned}
& T\left(v_{1}\right)=T(1,3)=(-7,13)=61 v_{1}-34 v_{2} \\
& T\left(v_{2}\right)=T(2,5)=(-11,22)=99 v_{1}-55 v_{2}^{2}
\end{aligned} \quad \text { and so } \quad[T]_{B}^{b}=\left(\begin{array}{rr}
61 & 99 \\
-34 & -55
\end{array}\right)
$$

Remark: $[T]_{E}^{E}$ and $[T]_{s}^{B}$ are simply the matrix representations of $\dot{T}$ as a linear operator as discussed in Section 12.1.
12.138 Prove Theorem 12.3: Let $F: V \rightarrow U$ be linear. Then $[F][\nu]_{\rho}=[F(v)]_{f}$.

I Suppose $\left\{e_{1}, \ldots, e_{m}\right\}$ is a basis of $V$ and $\left\{f_{1}, \ldots, f_{n}\right\}$ is a basis of $U$; and suppose, for $i=1, \ldots, m$,

$$
F\left(e_{i}\right)=a_{i 1} f_{1}+a_{i 2} f_{2}+\cdots+a_{i n} f_{n}=\sum_{j=1}^{n} a_{i j} f_{i}
$$

Then $\{F]$ is the $n \times m$ matrix whose $j$ th row is

$$
\begin{equation*}
\left(a_{1 ;}, a_{2 ;}, \ldots, a_{m j}\right) \tag{1}
\end{equation*}
$$

Now suppose $v=k_{1} e_{1}+\cdots+k_{m} e_{m}=\sum_{i=1}^{m} k_{i} e_{i}$. Writing a column vector as the transpose of a row vector,

$$
\begin{equation*}
[v]_{e}=\left[k_{1}, k_{2}, \ldots, k_{m}\right]^{T} \tag{2}
\end{equation*}
$$

Furthermiore, using the linearity of $F$, -

$$
F(v)=F\left(\sum_{i=1}^{m} k_{i} e_{i}\right)=\sum_{i=1}^{n} k_{i} F\left(e_{i}\right)=\sum_{i=1}^{n} k_{1}\left(\sum_{j=1}^{n} a_{i j} f_{i}\right)=\sum_{i=1}^{n}\left(\sum_{i=1}^{m} a_{i j} k_{i}\right) f_{i}=\sum_{i=1}^{n}\left(a_{1 i} k_{1}+a_{2 i} k_{2}+\cdots+a_{m i} k_{m}\right) f_{j}
$$

Thus $[F(v)]$, is the column vector whose $j$ th entry is

$$
\begin{equation*}
a_{1 j} k_{1}+a_{2 j} k_{2}+\cdots+a_{m i} k_{m} \tag{3}
\end{equation*}
$$

On the other hand, the $j$ th entry of $[F][v]_{e}$, is obtained by multiplying (1) by (2). But the product of (1) and (2) is (3); hence $[F][v]_{r}$-and $[F(v)]_{f}$, have the same entries. Thus $[F][\nu]_{e}=[F][\nu]_{c}$. $[$ Remark:
Observe the similarity between the proof of Theorem 12.3 and the proof of Theorem 12.1 in Problem 11.50.f

Theorem 12.4: Let $F: V \rightarrow U$ be linear. Then there exisis a basis of $V$ and a basis of $U$ such that the matrix representation $A$ of $F$ has the form $A=\left(\begin{array}{ll}I & 0 \\ 0 & 0\end{array}\right)$ where $I$ is the $r$-square identity matrix and $r$ is the rank of $F$.
12.139 Prove Theorem 12.4.

I Suppose $\operatorname{dim} V=m$ and $\operatorname{dim} U=n$. Let $W$ be the kernet of $F$ and $U^{\prime}$ the image of $F$. We are given that rank $F=r$; hence the dimension of the kernel of $F$ is $m-r$. Let $\left\{w_{1}, \ldots, w_{m-r}\right\}$ be a basis of the kernel of $F$ and extend this to a basis of $V:\left\{v_{1}, \ldots, v_{r}, w_{1}, \ldots, w_{m-r}\right\}$.
Set $u_{1}=F\left(v_{1}\right), u_{2}=F\left(v_{2}\right), \ldots, u_{r}=F\left(v_{r}\right)$. We note that $\left\{u_{1}, \ldots, u_{r}\right)$ is a basis of $U^{\prime}$ : the image of $F$. Extend this to a basis $\left\{u_{1}, \ldots, u_{r}, u_{r+1}, \ldots, u_{n}\right\}$ of $U$. Observe that

$$
\begin{aligned}
& F\left(v_{1}\right) \quad=u_{1}=1 u_{1}+0 u_{2}+\cdots+0 u_{r}+0 u_{r+1}+\cdots+0 u_{n} \\
& F\left(v_{2}\right)=u_{2}=0 u_{1}+1 u_{z}+\cdots+0 u_{1}+0 u_{r+3}+\cdots+0 u_{n} \\
& F\left(v_{r}\right)=u_{r}=0 u_{1}+0 u_{2}+\cdots+1 u_{1}+0 u_{r+1}+\cdots+0 u_{m} \\
& F\left(w_{1}\right)=0=0 u_{1}+0 u_{2}+\cdots+0 u_{1}+0 u_{r+1}+\cdots+0 u_{n} \\
& F\left(w_{m-1}\right)=0=0 u_{1}+0 u_{2}+\cdots+0 u_{1}+0 u_{1+1}+\cdots+0 n_{n}
\end{aligned}
$$

Thus the malrix of $F$ in the above bases has the required form.

Suppose $\operatorname{dim} V=m$ and $\operatorname{dim} U=n$. Recall that the space $\operatorname{Hom}(V, U)$ of all linear maps from $V$ into $U$ is a vector space of dimension mn. Describe the connection between Hom $(V, U)$ and the vector space , $h$ of aH: $n \times m$ matrices over the base field $K$.
The correspondence between $\operatorname{Hom}(V, U)$ and $\mathscr{A}$ is given by the Theorem 12:5.

Theorem 12.5: Let $\left\{e_{F}\right\}$ be a basis of $V$ and let $\left\{f_{i}\right\}$ be a basis of $U$. Then the map $m$ Hom $(V, U) \rightarrow M$ defined by $m(F)=\{F\}_{e}^{f}$ is a vector space isomorphism. That is, for any $F ; G E$ $\operatorname{Hom}(V, U)$ and any $k \in K$, we have
(i) $m(F+G)=m(F)+m(G)$, that is, $\{F+G]=\{F\}+[G]$.
(ii) $m(k F)=k m(F)$, that is, $[k F]=k[F]$.
(iii). The mapping $m$ is one-to-one and onto $M$.
[The proof of this theorem is essentially the same as the proofs of Parts (i), (ii), and (iv) of Theorem 12.2 which appear in Problems 12.104, 12.105, and 12.107 ; and hence will be omitted.]

### 13.1 CHANGE-OF-BASIS (TRANSITION) MATRIX

13.1 Define the change-of-basis matrix for a vector space $V$.

I Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis of $V$ and $\left\{f_{1}, \ldots, f_{n}\right\}$ be another basis. Suppose

$$
\begin{aligned}
& f_{1}=a_{11} e_{1}+a_{12} e_{2}+\cdots+a_{11} e_{n} \\
& f_{2}=a_{21} e_{1}+a_{22} e_{2}+\cdots+a_{2 n} e_{n} \\
& \because-\cdots \cdots \cdots+\cdots \cdots+\cdots \cdots+\cdots \\
& f_{n}=a_{n 1} e_{1}+a_{n 2} e_{2}+\cdots+a_{n n} e_{n}
\end{aligned}
$$

Then the transpose $P$ of the above matrix of coefficients is called the change-of-basis matrix or the transition mairix from the "old" basis $\left\{e_{i}\right\}$ to the "new" basis $\left\{f_{i}\right\}$. In other words, the columns of $P$ are, respectively, the coordinates of the vectors $f_{i}, f_{2}, \ldots, f_{n}$ with respect to the "old" basis $\left\{e_{i}\right\}$.

Theorems $13.1^{*}$ and 13.2, whose proofs appear in Problems 13.43 and 13.44 , will be used below.

Theorem 13.1: Let $P$ be the change-of-basis matrix from a basis $\left\{e_{i}\right\}$ to a basis. $\left\{f_{i}\right\}$ and $Q$ be the change-of-basis matrix from the basis $\left\{f_{i}\right\}$ back to the basis $\left\{e_{i}\right\}$. Then $P$ is invertible and $Q=\boldsymbol{P}^{-1}$.

Theorem 13.2: . Let $P$ be the change-of-basis matrix from a basis $\left\{e_{i}\right\}$ to a basis $\left\{f_{i}\right\}$ in a vector space $V$. Then, for any vector $v \in V:$ (i) $P[v]_{f}=\{v]_{e}$ and (ii) $P^{-\}}[v e]=[v\}_{f}$.

Remark: Although $P$ is called the transition matrix from the old basis $\left\{e_{i}\right\}$ to the new basis $\left\{f_{i}\right\}$, its effect is to transform the coordinates of a vector in the new basis $\left\{f_{i}\right\}$ back to the coordinates in the old basis $\left\{e_{i}\right\}$.

Problems 13.2-13.12 refer to the following bases of $R^{2}: S_{1}=\left\{u_{1}=(1,-2), u_{2}=(3,-4)\right\}$ and $S_{2}=$ $\left\{v_{1}=(1,3), v_{2}=(3,8)\right\}$. In particular, Problems $13.2-13.5$ find the change-of-basis matrix $P$ from $S_{1}$ to $S_{2}$ and Problems 13.6-13.9 find the change-of-basis matrix $Q$ from $S_{2}$ back to $S_{1}$.
13.2 Find the coordinates of an arbitrary vector $(a, b)$ in $\mathbf{R}^{2}$ with respect to the basis $S_{1}=\left\{u_{1}, u_{2}\right\}$.

I We have

$$
\binom{a}{b}=x\binom{1}{-2}+y\binom{3}{-4} \quad \text { or } \quad \begin{array}{rlrl}
x+3 y & =a & & \text { or } \\
-2 x-4 y & =b
\end{array} \quad \begin{aligned}
x+3 y & =a \\
2 y & =2 a+b
\end{aligned}
$$

Solve for $x$ and $y$ in terms of $a$ and $b$ to get $x=-2 a-\frac{3}{2} b, y=a+\frac{1}{2} b$. Thus

$$
(a, b)=\left(-2 a-\frac{3}{2} b\right) u_{1}+\left(a+\frac{1}{2} b\right) u_{2} \quad \text { or } \quad[(a, b)\}_{s_{1}}=\left[-2 a-\frac{3}{2} b, a+\frac{1}{2} b\right]^{T}
$$

13.3 Write $v_{1}$, the first basis vector of $S_{2}$, as a linear combination of the basis vectors $u_{1}$ and $u_{2}$ of $S_{1}$.

1 Use Probtem 13.2 to get $v_{1}=(1,3)=\left(-2-\frac{9}{2}\right) u_{1}+\left(1+\frac{3}{2}\right) u_{2}=\left(-\frac{13}{2}\right) u_{1}+\left(\frac{5}{2}\right) u_{2}$.
13.4 Write $v_{2}$ as a linear combination of $u_{1}$ and $u_{2}$.

I $v_{3}=(3,8)=(-6-12) u_{1}+(3+4) u_{2}=-18 u_{1}+7 u_{2}$.
13.5 Find the change-of-basis matrix $P$ from $S_{1}$ to $S_{2}$.

1 Write the coordinates of $v_{1}$ and $v_{2}$ in the basis $S_{1}$ as columns:

$$
P=\left(\begin{array}{cc}
-\frac{13}{2} \cdots & -18 \\
\frac{5}{2} & 7
\end{array}\right)
$$

Find the coordinates of an arbitrary vector $(a, b) \in \mathbb{R}^{2}$ with respect to the basis $S_{2}=\left\{v_{1}, v_{2}\right\}$.
\| We have

$$
\binom{a}{b}=x\binom{1}{3}+y\binom{3}{8} \quad \text { or } \quad \begin{array}{r}
x+3 y=a \\
3 x+8 y=b
\end{array}
$$

Solve for $x$ and $y$ to get $x=-8 a+3 b, y=3 a-b$. Thus

$$
(a, b)=(-8 a+3 b) v_{1}+(3 a-b) v_{2} \quad \text { or } \quad[(a, b)] S_{2}=\{-8 a+3 b, 3 \dot{a}-b]^{r}
$$

813.7

Write $u_{1}$, the first basis vector of $S_{1}$, as a linear combination of the basis vectors $v_{1}$ and $v_{2}$ of $S_{2}$.

- Use Problem 13.6 to get $u_{1}=(1,-2)=(-8-6) v_{1}+(3+2) v_{2}=-14 v_{1}+5 v_{2}$.
13.8 Write $u_{2}$ as a linear combination of $v_{1}$ and $v_{2}$.

I $u_{2}=(3,-4)=(-24-12) \dot{v}_{1}+(9+4) v_{2}=-36 v_{1}+13 v_{2}$.
13.9 Find the change-of-basis matrix $Q$ from $S_{2}$ back to $S_{1}$.

1 Write the coordinates of $u_{1}$ and $u_{2}$ in the basis $S_{2}$ as columns:

$$
Q=\left(\begin{array}{rr}
-14 & -36 \\
5 & 13
\end{array}\right)
$$

13.10 Verify that $Q=P^{-1}$ [Theorem 13.1].

1

$$
\dot{Q P}=\left(\begin{array}{rr}
-14 & -36 \\
5 & 13
\end{array}\right)\left(\begin{array}{rr}
-\frac{13}{2} & -18 \\
\frac{5}{2} & 7
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=1
$$

13.11 Show that $P[v]_{s_{2}}=\{v\}_{s_{1}}$ for any vector $v=(a, b)$ [Theorem 13.2(i)].

- Using Problems 13.2, 13.5, and 13.6,

$$
P\{v\}_{s_{1}}=\left(\begin{array}{rr}
-\frac{13}{2} & -18 \\
\frac{5}{2} & 7
\end{array}\right)\binom{-8 a+3 b}{3 a-b}=\binom{-2 a-\frac{3}{2} b}{a+\frac{3}{2} b}=\{v]_{s_{1}}
$$

13.12. Show that $P^{-1}\{v\}_{s_{1}}=[v\}_{s_{2}}$ for any vector $v=(a, b)$.[Fheorem 13.2(ii)].

I

$$
\left.P^{-1}\{v\}_{s_{1}}=Q \mid v\right\}_{s_{1}}=\left(\begin{array}{rc}
-14 & -36 \\
5 & 13
\end{array}\right)\binom{-2 a+\frac{3}{2} b}{a+\frac{1}{2} b}=\binom{-8 a+3 b}{3 a-b}=[v]_{s_{2}}
$$

Problems 13:13-13.25 refer to the following bases of $\mathbf{R}^{3}$ :

$$
S=\left\{u_{1}=(1,2,0), u_{2}=(1,3,2), u_{3}=(0,1,3)\right\} \text { and } S^{\prime}=\left\{v_{2}=(1,2,1), v_{2}=(0,1,2), v_{3}=(1,4,6)\right\}
$$

In particular, Problems 13.27-13.17 find the change-of-basis matrix $P$ from $S$ to $S^{\prime}$, and Problems 13.18-13.22 find the change-of-basis matrix $Q$ from $B^{\prime}$ to $S$.
13.13 Find the coordinates of an arbitrary vector $(a, b, c) \in \mathbf{R}^{3}$ with respect to the basis $S=\left\{u_{1}, u_{2}, u_{3}\right\}$.
\| We have

$$
\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)=x\left(\begin{array}{l}
1 \\
2 \\
0
\end{array}\right)+y\left(\begin{array}{l}
1 \\
3 \\
2
\end{array}\right)+z\left(\begin{array}{l}
0 \\
1 \\
3
\end{array}\right) \quad \text { or } \begin{aligned}
& x+y=a \\
& 2 x+3 y+z=b \\
& 2 v+3 z=c
\end{aligned}
$$

. Solve for $x, y, z$ to get $x=7 a-3 b+c, y=-6 a+3 b-c, z=4 a-2 b+c$. Thus

$$
(a, b, c)=(7 a-3 b+c) u_{1}+(-6 a+3 b-c) u_{2}+(4 a-2 b+c) u_{3}
$$

or $[(a, b, c)]_{s}=\{7 a-3 b+c,-6 a+3 b-c, 4 a-2 b+c]^{7}$.
13.14. Write $v_{1}$, the first basis vector in $S^{\prime}$, as a linear combination of the basis vectors $u_{1}, u_{2}, u_{3}$ of $S$.

I Use Problem 13.13 to get $v_{1}=(1,2,1)=(7-6+1) u_{1}+(-6+6-1) u_{2}+(4-4+1) u_{3}=2 u_{1}-u_{2}+u_{3}$
13.15 Write $v_{2}$ as a linear combination of $u_{1}, u_{2}$, and $u_{3}$.

I $v_{2}=(0,1,2)=(0-3+2) u_{1}+(0+3-2) u_{2}+(0-2+2) u_{3}=-u_{1}+u_{2}+0 u_{3}$.
13.16 Write $v_{3}$ as a linear combination of $u_{1}, u_{2}$, and $u_{3}$.

I $v_{3}=(1,4,6)=(7-12+6) u_{1}+(-6+12-6) u_{2}+(4-8+6) u_{3}=u_{1}+0 u_{2}+2 u_{3}$.
13.17 Find the change-of-basis matrix $P$ from the basis $S$ to the basis $S$.
$!$ Write the coordinates of $v_{1}, v_{2}$, and $v_{3}$ with respect to the basis $S$ as columns:

$$
P=\left(\begin{array}{rrr}
2 & -1 & 1 \\
-1 & 1 & 0 \\
1 & 0 & 2
\end{array}\right)
$$

13.18 Find the coordinates of an arbitrary vector $v=(a, b, c) \in \mathbf{R}^{3}$ with respect to the basis $S^{\prime}=\left\{v_{1}, v_{2}, v_{3}\right\}$. I We have

$$
\therefore\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)=x\left(\begin{array}{l}
1 \\
2 \\
1
\end{array}\right)+y\left(\begin{array}{l}
0 \\
1 \\
2
\end{array}\right)+z\left(\begin{array}{l}
1 \\
4 \\
6
\end{array}\right) \quad \text { or } \quad \begin{array}{r}
x+ \\
2 x+y+4 z=b \\
x+2 y+6 z=c
\end{array}
$$

Solve for $x, y, z$ to get $x=.-2 a+2 b-c, \quad y=-8 a+5 b-2 c, z=3 a-2 b+c$. Thus

$$
v=(a, b, c)=(-2 a+2 b-c) v_{1}+(8 a+5 b-2 c) v_{2}+(3 a-2 b+c) v_{3}
$$

or $[v]_{s}=[(a, b, c)]_{s}=[-2 a+2 b-c,-8 a+5 b-2 c, 3 a-2 b+c]^{T}$.
13. Write $u_{1}$, the first basis vector of $S$, as a linear combination of the basis vectors $v_{1}, v_{2}, v_{3}$ of $S$.

I By Problem 13.18, $u_{1}=(1,2,0)=(-2+4+0) v_{1}+(-8+10+0) v_{2}+(3-4+0) v_{3}=2 v_{1}+2 v_{2}-v_{3}$.
13.20 Write $u_{2}$ as a linear combination of $v_{1}, v_{2}$, and $v_{3}$.

- $u_{2}=(1,3,2)=(-2+6-2) v_{1}+(-8+15-4) v_{2}+(3-6 .+2) v_{3}=2 v_{1}+3 v_{2}-v_{3}$.
13.21 Write $u_{3}$ as a linear combination of $v_{1}, v_{2}$, and $v_{3}$.

I $u_{3}=(0,1,3)=(0+2-3) v_{1}+(0+5-6) v_{2}+(0-2+3) v_{3}=-v_{1}-v_{2}+v_{3}$.
13.22 Find the change-of-basis matrix $Q$ from the basis $S^{\prime}$ back to the basis $S$.

1 Write the coordinates of $u_{1}=u_{2}$, and $u_{3}$ with respect to the basis $S^{5}$ as columns:

$$
Q=\left(\begin{array}{rrr}
2 & 2 & -1 \\
2 & 3 & -1 \\
-1 & -1 & 1
\end{array}\right)
$$

I

$$
Q P=\left(\begin{array}{rrr}
2 & 2 & -1 \\
2 & 3 & -1 \\
-1 & -1 & 1
\end{array}\right)\left(\begin{array}{rrr}
2 & -1 & 1 \\
-1 & 1 & 0 \\
1 & 0 & 2
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=I
$$

13.24 Show that $P[v\}_{s^{\circ}}=\{v\}_{s}$ for any vector $v=(a, b, c)$ TTheorem 13.2(i)].

I

$$
P\left[\left.v\right|_{s}=\left(\begin{array}{rrr}
2 & -1 & 1 \\
-1 & 1 & 0 \\
1 & 0 & 2
\end{array}\right)\left(\begin{array}{c}
-2 a+2 b-c \\
-8 a+5 b-2 c \\
3 a-2 b+c
\end{array}\right)=\left(\begin{array}{c}
7 a+3 b+c \\
-6 a+3 b-c \\
4 a-2 b+c
\end{array}\right)=\{v]_{s}\right.
$$

13.25 Show that $P^{-1}\{u\}_{s}=\{v\}_{s}$. for any vectior $v=(a, b, c)$ [Theorem $\left.13.2(i i)\right]$.

I

$$
P^{-1}[v]_{s}=Q[v]_{s}=\left(\begin{array}{rrr}
2 & 2 & -1 \\
2 & 3 & -1 \\
-1 & -1 & 1
\end{array}\right)\left(\begin{array}{c}
7 a-3 b+c \\
-6 a+3 b-c \\
4 a+2 b+c
\end{array}\right)=\left(\begin{array}{c}
-2 a+2 b-c \\
-8 a+5 b-2 c \\
3 a-2 b+c
\end{array}\right)=[v]_{s} .
$$

13.26 Suppose $v_{1}=\left(a_{1}, a_{2}, \ldots, a_{n}\right), v_{2}=\left(b_{1}, b_{2}, \ldots, b_{n}\right) \ldots, v_{n}=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ form a basis $S$ of $K^{n}$. Show that the change-of basis matrix from the usual basis $E=\left\{e_{i}\right\}$ of $K^{n}$ to the basis $S$ is the matrix $P$ whose columns are the vectors $v_{1}, v_{2}, \ldots, v_{n}$, respectively.

I We have

$$
\begin{aligned}
& v_{1}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)=a_{1} e_{1}+a_{2} e_{2}+\cdots+a_{n} e_{n} \\
& v_{2}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)=b_{1} e_{1}+b_{2} e_{2}+\cdots+b_{n} e_{n} \\
& \left.\cdots \cdots, \cdots, \cdots, \cdots, \cdots, c_{n}, \ldots, c_{n}, c_{2}, \ldots, c_{n}\right)=c_{1} e_{1}+c_{2} e_{2}+\cdots+c_{n} e_{n} \\
& v_{n}=\left(c_{1},\right.
\end{aligned}
$$

Writing the coordinates as columns, we get

$$
\boldsymbol{P}=\left(\begin{array}{cccc}
a_{1} & b_{1} & \cdots & c_{1} \\
a_{2} & b_{2} & \cdots & c_{2} \\
\cdots & & \cdots & \cdots
\end{array}\right)
$$

as claimed.
13.27. Find the change-of-basis matrix $P$ from the usual basis $E=\left\{e_{1}, e_{2}, e_{3}\right\}$ of $\mathbf{R}^{3}$ to the basis $S=\left\{w_{1}=\right.$ $\left.(1,1,1), w_{2}=(1,1,0), w_{3}=(1,0,0)\right)$.
$\int$ By Problem 13.26; write the basis vectors $w_{1}, w_{2}, w_{3}$ as columns:

$$
P=\left(\begin{array}{lll}
1 & 1 & 1 \\
3 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)
$$

13.28 Find the change-of-basis matrix $Q$ from the above basis $S$ back to the usual basis $E$ of $\boldsymbol{R}^{3}$.

1. Recałt $\left\{\right.$ Problem 12.66\} that $(a, b, c)=c w_{1}+(b-c) w_{2}+(a-b) w_{3}$. Thus

$$
\begin{aligned}
& e_{1}=(1,0,0)=0 w_{1}+0 w_{2}+1 w_{3} \\
& e_{2}=(0,1,0)=0 w_{1}+1 w_{2}-1 w_{3} \\
& e_{3}=(0,0,1)=1 w_{1}-1 w_{2}+0 w_{3}
\end{aligned} \quad \text { and } \quad Q=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right)
$$

13.29 Verify that $Q=P^{-1}$ for the above matrices $P$ and $Q \mid$ fheorem 13.1].

$$
\boldsymbol{I}
$$
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13.30 Show that $P^{-1}[v]_{E}=[v]_{S}$ for any vector $v=(a, b, c)$ in $R^{3}$.

1 We have $[v]_{E}=[a, b, c]^{\top}$ and $[v]_{s}=[c, b-c, a-b]^{\top}$. Thus

$$
P^{-1}[v]_{E}=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)=\left(\begin{array}{c}
c \\
b-c \\
a-b
\end{array}\right)=[v]_{S}
$$

13.31 Let $v=(a, b)$ be an element of $\mathbf{R}^{2}$. Then $v=a e_{1}+b e_{2}$ where $E=\left\{e_{1}, e_{2}\right\}$ is the usual basis of $\mathbf{R}^{2}$. Suppose another basis, say $S=\left\{u_{1}=(2,1), u_{2}=(-1,1)\right\}$, is chosen. Give a geometrical interpretation of the coordinate vector $[v]_{s}=\left[a^{\prime}, b^{\prime}\right]$.
IThe basis $S$ determines a new coordinate system for the plane $\mathbf{R}^{2}$ with new axes $x^{\prime}$ and $y^{\prime}$ as pictured in Fig. 13-1. That is, the vectors $u_{\mathrm{i}}$ and $\boldsymbol{u}_{2}$ indicate, respectively, the positive directions of the new axes $\boldsymbol{x}^{\prime}$ and $y^{\prime}$, and the lengths of $u_{1}$ and $u_{2}$ determine, respectively, the unit lengths on the new axes $x^{\prime}$ and $y^{\prime}$. With this new coordinate system, $a^{\prime}$ is the intersection of the $x^{\prime}$ axis and a line through $v$ parallel to $y^{\prime}$, and $b^{\prime}$ is the intersection of the $y^{\prime}$ axis and a line through $v$ parallel to $x^{\prime}$.


Fig. 13-1
13.32 In the preceding problem, find the change-of-basis matrix $P$ from the $E$ basis to the $S$ basis, and find the change-of-basis $Q$ from the $S$ basis back to the $E$ basis.
$\int$ Since $E$ is the usual basis, write $u_{1}$ and $u_{2}$ as columns $10^{-}$obtain $P$, that is

$$
P=\left(\begin{array}{rr}
2 & -1 \\
1 & 1
\end{array}\right)
$$

Also, using the formula for the inverse of a $2 \times 2$ matrix,

$$
Q=P^{-1}=\left(\begin{array}{rr}
1 & \frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3}
\end{array}\right)
$$

13.33 In Problem 13.31, express $a^{\prime}$ and $b^{\prime}$ in terms of $a$ and $b$.

I By Theorem 13.2,

$$
\binom{a^{\prime}}{b^{\prime}}=[v]_{S}=P^{-1}[v]_{E}=\left(\begin{array}{rr}
\frac{1}{3} & \frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3}
\end{array}\right)\binom{a}{b}=\binom{\frac{1}{3} a+\frac{1}{3} b}{-\frac{1}{3} a+\frac{2}{3} b}
$$

That is. $a^{\prime}=a / 3+b / 3$ and $b^{\prime}=-a / 3+2 b / 3$.
3.34 Consider the bases $S=\{1, i\}$ and $S^{\prime}=\{1+i, 1+2 i\}$ of the complex field $C$ over the real field $R$. Find the change-of-basis matrix $P$ from the $S$ basis to the $S^{\prime}$ basis.

I We have

$$
\begin{aligned}
& 1+i=1(1)+1(i) \\
& 1+2 i=1(1)+2(i)
\end{aligned} \quad \text { and so } \quad P=\left(\begin{array}{ll}
1 & 1 \\
i & 2
\end{array}\right)
$$

In Problem 13.34, find the change-of-basis matrix from the $S^{\prime}$ basis to the $S$ basis.
1 Using the formula for the inverse of a $2 \times 2$ matrix $\{$ Problem 4.87],

$$
Q=P^{-1}=\left(\begin{array}{rr}
2 & -1 \\
-1 & 1
\end{array}\right)
$$

13.36 Consider the bases $E=\left\{e_{1}=(1,0), e_{2}=(0,1)\right\}$ and $S=\left\{v_{2}=(1,3), v_{2}=(2,5)\right\}$ of $\mathbf{R}^{2}$. Find the transition matrix $P$ from the $E$ basis to the $\boldsymbol{I}$ basis
I Since $E$ is the usual basis of $R^{2}$, write the vectors $v_{1}$ and $v_{2}$ as columis:

$$
P=\left(\begin{array}{ll}
1 & 2 \\
3 & 5
\end{array}\right)
$$

Find the change-of-basis matrix $Q$ from the above basis $S$ back to the usual basis $E$ of $\mathbf{R}^{\mathbf{2}}$.

- Recall $\left\{\right.$ Problem 12.21\} that $(a, b)=(-5 a+2 b) v_{1}+(3 a-b) v_{2}$. Thus

$$
\begin{aligned}
& e_{1}=(1,0)=-5 v_{1}+3 v_{2} \\
& e_{2}=(0,1)=2 v_{1}-v_{2}
\end{aligned} \quad \text { and } \quad Q=\left(\begin{array}{rr}
-5 & 2 \\
3 & -1
\end{array}\right)
$$

33.38 Verify that $Q=P^{-1}$ for the above matrices $P$ and $Q$ [Theorem 13.1 ,
$I$

$$
Q P=\left(\begin{array}{rr}
-5 & -2 \\
3 & -1
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
3 & 5
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=1
$$

13.39 Show that $P^{-1}[v]_{E}=[v]_{S}$ for any vector $v=(a, b) \in R^{2}$.

1 We have $[v]_{E}=[a, b]^{\pi}$ and $[v]_{S}=\{-5 a+2 b, 3 a-b]^{\top}$. Hence

$$
P^{-1}[v]_{E}=\left(\begin{array}{rr}
-5 & 2 \\
3 & -1
\end{array}\right)\binom{a}{b}=\binom{-5 a+2 b}{3 a-b}
$$

13.40 Suppose the $x$ and $y$ axes in the plane $R^{2}$ are rotated counterclockwise $45^{\circ}$ so that the new $x^{\prime}$ axis is along the line $y=x$ and the new $y^{\prime}$ axis is along the line $y=-x$. Find the change-of-basis matrix $P$.

1 Here $u_{1}=(\sqrt{2} / 2, \sqrt{2} / 2)$ is the unit vector in the new $x^{\prime}$ axis and $u_{2}=(-\sqrt{2} / 2, \sqrt{2} / 2)$ is the unit vector in the new $y^{\prime}$ axis. NNote the usual basis vectors are, respectively, the unit vectors of the original $x^{x}$ and $y$ axes.f Thus

$$
P=\left(\begin{array}{ll}
\sqrt{2} / 2 & -\sqrt{2} / 2 \\
\sqrt{2} / 2 & \sqrt{2} / 2
\end{array}\right)
$$

13.41 Find the new coordinates of a point $A(5,6)$ in $\boldsymbol{R}^{2}$ under the rotation in Problem 13.40.

1 Multiply the coordinates of the point by $P^{-1}$ :

$$
\left(\begin{array}{rr}
\sqrt{2} / 2 & \sqrt{2} / 2 \\
-\sqrt{2} / 2 & \sqrt{2} / 2
\end{array}\right)\binom{5}{6}=\binom{11 \sqrt{2} / 2}{\sqrt{2} / 2}
$$

13.42 Ithstrate Theorem 13.2 in the case dim $V=3$. Specifically, suppose $P$ is the change-of-basis matrix from a basis $\left\{e_{1}, e_{2,2} e_{3}\right\}$ of $V$ to a basis $\left\{f_{2}, f_{2}, f_{3}\right\}$ of $V$, say.

$$
\begin{aligned}
& f_{1}=a_{1} e_{1}+a_{2} e_{2}+a_{3} e_{3} \\
& f_{2}=b_{1} e_{1}+b_{2} e_{2}+b_{3} e_{3} \\
& f_{3}=c_{1} e_{1}+c_{2} e_{2}+c_{3} e_{3}
\end{aligned} \quad \text { Hence } \quad p=\left(\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right)
$$

Also，suppose $v \in V$ and，say，$v=k_{1} f_{1}+k_{2} f_{2}+k_{3} f_{3}$ ．Show that $P[v]_{f}=[v]_{c}$ and $P^{-1}[v]_{c}=[v]_{f}$ ． I Substituting for the $f_{i}$ in $v=k_{1} f_{1}+k_{2} f_{2}+k_{3} f_{3}$ ，we obtain

$$
\begin{aligned}
\nu & =k_{1}\left(a_{1} e_{1}+a_{2} e_{2}+a_{3} e_{3}\right)+k_{2}\left(b_{1} e_{1}+b_{2} e_{2}+b_{3} e_{3}\right)+k_{3}\left(c_{1} e_{1}+c_{2} e_{2}+c_{3} e_{3}\right) \\
& =\left(a_{1} k_{1}+b_{1} k_{2}+c_{1} k_{3}\right) e_{1}+\left(a_{2} k_{1}+b_{2} k_{2}+c_{2} k_{3}\right) e_{2}+\left(a_{3} k_{1}+b_{3} k_{2}+c_{3} k_{3}\right) e_{3}
\end{aligned}
$$

Thus $[v]_{r}=\left[k_{1}, k_{2}, k_{3}\right]^{T}$ and $[v]_{c}=\left[a_{1} k_{1}+b_{1} k_{2}+c_{1} k_{3}, a_{2} k_{1}+b_{2} k_{2}+c_{2} k_{3}, a_{3} k_{1}+b_{3} k_{2}+c_{3} k_{3}\right]^{T}$ ，so

$$
P[v]_{f}=\left(\begin{array}{lll}
a_{3} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right)\left(\begin{array}{l}
k_{1} \\
k_{2} \\
k_{3}
\end{array}\right)=\left(\begin{array}{l}
a_{1} k_{1}+b_{1} k_{2}+c_{1} k_{3} \\
a_{2} k_{1}+b_{2} k_{2}+c_{2} k_{3} \\
a_{3} k_{1}+b_{3} k_{2}+c_{3} k_{3}
\end{array}\right)=[v]_{c}
$$

Also，multiplying the above equation by $P^{-1}$ ，we have $P^{-1}[v]_{e}=P^{-1} P[v]_{f}=\{v]_{f}=[v]_{f}$ ．
13．43 Prove Theorem 13．1：Let $P$ be the change－of－basis matnix from a basis $\left\{e_{i}\right\}$ to a basis $\left\{f_{i}\right\}$ ，and let $Q$ be the change－of－basis matrix from the basis $\left\{f_{i}\right\}$ back to the basis $\left\{e_{i}\right\}$ ．Then $P$ is invertible and $Q=P^{-1}$ ．

I Suppose，for $i=1,2, \ldots, n$ ，

$$
\begin{equation*}
f_{i}=a_{i 1} e_{1}+q_{i 2} e_{2}+\cdots+a_{i n} e_{n}=\sum_{j=1}^{n} a_{i j} e_{j} \tag{i}
\end{equation*}
$$

and，for $j=1,2, \ldots, n$ ，

$$
\begin{equation*}
e_{j}=b_{j 1} f_{1}+b_{i 2} f_{2}+\cdots+b_{j n} f_{n}=\sum_{k=1}^{n} b_{j k} f_{k} \tag{2}
\end{equation*}
$$

Let $A=\left(a_{i j}\right)$ and $B=\left(b_{j k}\right)$ ．Then $P=A^{T}$ and $Q=B^{T}$ ．Substituting（2）into（1）yields

$$
f_{i}=\sum_{i=1}^{n} a_{i j}\left(\sum_{k=1}^{n} b_{j k} f_{k}\right)=\sum_{k=1}^{n}\left(\sum_{j=1}^{n} a_{i j} b_{j k}\right) f_{k}
$$

Since the $\left\{f_{i}\right\}$ is a basis $\sum a_{i j} b_{j k}=\delta_{i k}$ where $\delta_{i k}$ is the Kronecker delta function，i．e．，$\delta_{i k}=1$ if $i=k$ but．$\delta_{i k}=0$ if $i \neq k$ ．Suppose $A B=\left(c_{i k}\right)$ ．Then $c_{i k}=\delta_{i k}$ ．Accordingly，$A B=I$ ，and so $Q P=$ $B^{T} A^{T} \stackrel{=}{=}(A B)^{T}=I^{T}=I$ ．Thus $Q=P^{-1}$ ．

13．44 Prove Theorem 13．2：Let $P$ be－the change－of－basis matrix from a basis $\left\{e_{i}\right\}$ to a basis $\left(f_{i}\right\}$ in a vector space $V$ ．Then for any $\dot{v} \in V$ ，（i）$P[v]_{f}=[v\}_{e}$ and（ii）$P^{-1}\{v]_{e}=\{v]_{f}$
I Suppose，for $i=1, \ldots, n, f_{i}=a_{i 1} e_{1}+a_{i 2} e_{2}+\cdots+a_{i n} e_{n}=\sum_{j=1}^{n} a_{i j} e_{j}$ ．Then $P$ is the $n$－square matrix
whose $j$ th row is

$$
\begin{equation*}
\left(a_{1 j}, a_{2 j}, \ldots, a_{n j}\right) \tag{1}
\end{equation*}
$$

Also suppose $v=k_{1} f_{1}+k_{2} f_{2}+\cdots+k_{n} f_{n}=\sum_{i=1}^{n} k_{i} f_{i}$ ．Then writing a column vector as the transpose of a row vector，

$$
\begin{equation*}
\left[v k_{f}=\left(k_{1}, k_{2}, \ldots, k_{n}\right)^{T}\right. \tag{2}
\end{equation*}
$$

Substituting for $f_{i}$ in the equation for $v$ ，

$$
v=\sum_{i=1}^{n} k_{i} f_{i}=\sum_{i=1}^{n} k_{i}\left(\sum_{j=1}^{n} a_{i j} e_{j}\right)=\sum_{j=1}^{n}\left(\sum_{i=1}^{n} a_{i j} k_{i}\right) e_{j}=\sum_{j=1}^{n}\left(a_{1 j} k_{1}+a_{2 j} k_{2}+\cdots+a_{n j} k_{n}\right) e_{j}
$$

Accordingly：$\{0\}_{e}$ is the column vector whose jth entry is

$$
\begin{equation*}
a_{1 j} k_{1}+a_{i j} k_{z}+\cdots+a_{n i} k_{n} \tag{3}
\end{equation*}
$$

On the other hand，the jth entry of $P[v]_{f}$ is obtained by multiplying the jth row of $P$ by $[0]_{f}$ ，i．e．， multiplying（1）by（2）．But the product of（1）and（2）is（3）；hence $P\{v]_{;}$and $\{v]$ ，have the same entries and thus $P[v\},=\{v\}$ ．
Furthermore，multiplying the above by $P^{-1}$ gives $\left.P^{-1}\{v\}_{f}=P^{-1} P \mid v\right\}_{f}=\{v\}_{f}$－

## Change of basis and linear operators

The preceding section discusses the effect of a change of basis on coordinate vectors. This section discusses the effect of a change of basis on the matrix representation of a linear operator. In particular, the following theorems, whose proofs appear in Problems 13.60 and 13.61 are used below.

Theorem 13.3: Let $P$ be the change-of-basis matrix from a basis $S_{1}$ to a basis $S_{2}$ in a vector space $V$. Then for any linear operator $T$ on $\cdot V, \neg|T|_{s_{2}}=P^{-1}[T]_{S_{1}} P$.

Theorem 13.4: Let $A$ be an $n$-square matrix over $K$ (which may be viewed as a linear operator on $K^{n}$ ) and let $\left(u_{1}, u_{2}, \ldots, u_{n}\right.$ \} be a basis of $K^{n}$. Then the matrix representation of $A$ relative to the given basis is the matrix $B=P^{-1} A P$, where $P^{\prime}$ is the matrix whose columns are $u_{1}, u_{2}, \ldots, u_{n}$, respectively.

Let $T: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ be the linear operator defined by $T(x, y)=(3 x-5 y, 2 x+7 y)$. Find the matrix representation $[T]_{\varepsilon}$ of $T$ relative to the usual basis $E$ of $\mathbf{R}^{2}$.

1 Since $E$ is the usual basis of $\mathbf{R}^{2}$, simply write the coefficients of $x$ and $y$ as the rows to get
$[T]_{E}=\left(\begin{array}{rr}3 & -5 \\ 2 & 7\end{array}\right)$.

Find the matrix representation $[T]_{s}$ of the above linear map $T_{\text {relative to }}$ the basis $S=\left\{\boldsymbol{v}_{1}=(1,3), v_{2}=\right.$ $(2,5)\}$.
1 Method 1: Use the defnition of $\{T\}_{s}$. Using $(a, b)=(-5 a+2 b) v_{1}+(3 a-b) v_{2}$ [Problem 13:37\}, we have

$$
\begin{aligned}
& T\left(v_{1}\right)=T(1,3)=(3-15,2+23)=(-12,25)=(60+46) v_{1}+(-36-23) v_{2}=106 v_{1}-59 v_{2} \\
& T\left(v_{2}\right)=T(2,5)=(6-25,4+35)=(-19,39)=(95+78) v_{1}+(-57-39) v_{2}=173 v_{1}-96 v_{2}
\end{aligned}
$$

Write the coordinates of $T\left(v_{1}\right)$ and $T\left(v_{2}\right)$ as columns to get $[T]_{s}=\left(\begin{array}{cc}106 & 173 \\ -59 & -96\end{array}\right)$.
Method 2: Use Theorem 13.3. By Problems 13.36 and 13.38, the change-of-basis matrix from the $E$ basis to the $S$ basis is $P=\left(\begin{array}{ll}1 & 2 \\ 3 & 5\end{array}\right)$ and $P^{-1}=\left(\begin{array}{rr}-5 & 2 \\ 3 & -1\end{array}\right)$. Thus

$$
[T]_{S}=P^{-1}[T]_{E} P=\left(\begin{array}{rr}
-5 & 2 \\
3 & -1
\end{array}\right)\left(\begin{array}{rr}
3 & -5 \\
2 & 7
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
3 & 5
\end{array}\right)=\left(\begin{array}{rr}
106 & 173 \\
-59 & -96
\end{array}\right)
$$

13.47 Let $L: R^{2} \rightarrow R^{2}$ be defined by $L(x, y)=(2 y, 3 x-y)$. Find the matrix representation $[L]_{S}$ of $L$ relative to the above basis $S$.

1 We have $|L|_{E}=\left(\begin{array}{rr}0 & 2 \\ 3 & -5\end{array}\right)$ where $E$ is the usual basis of $\mathbf{R}^{2}$. Thus

$$
[L]_{s}=P^{-3}[L]_{\varepsilon} P=\left(\begin{array}{rr}
-5 & 2 \\
3 & -1
\end{array}\right)\left(\begin{array}{rr}
0 & 2 \\
3 & -1
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
3 & 5
\end{array}\right)=\left(\begin{array}{rr}
-30 & -48 \\
18 & 29
\end{array}\right)
$$

13.48 Let $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be defined by $F(x, y, z)=(x+3 y+2 z, x-4 z ; y+3 z)$. Find the matrix representation of $F$ relative to the usual basis $E$ of $\mathbf{R}^{3}$.
I Since $E$ is the usual basis of $\mathrm{R}^{3}$. simply write the coefficients of $x, y, z$ as the rows to get

$$
|F|_{E}=\left(\begin{array}{rrr}
1 & 3 & 2 \\
1 & 0 & -4 \\
0 & 1 & 3
\end{array}\right)
$$
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13.49 Find the matrix representation of the above linear map $F$ relative to the following basis of $R^{3}$ :

$$
S=\left(w_{1}=(1,1,1), w_{2}=(1,1,0), w_{3}=(1,0,0)\right\}
$$

$\|$ By Problems 13.27. and 13.29, the change-of-basis matrix from the $E$ basis to the $S$ basis is

$$
P=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 0 & 0
\end{array}\right) \quad \text { and } \quad P^{-1}=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right)
$$

Thus, by Theorem 13.3,

$$
[F]_{S}=P^{-1}[F]_{E} P=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{rrr}
1 & 3 & 2 \\
1 & 0 & -4 \\
0 & 1 & 3
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)=\left(\begin{array}{rrr}
4 & 1 & 0 \\
-7 & 0 & 1 \\
9 & 3 & 0
\end{array}\right)
$$

13.50 Let $G: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be defined by $G(x, y, z)=(2 y+z, x-4 y, 3 x)$. Find the matrix representation of $G$ relative to the above basis $S$.

By Theorem 13.3,

$$
[G]_{S}=P^{-1}[G]_{\varepsilon} P=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{rrr}
0 & 2 & 1 \\
1 & -4 & 0 \\
3 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)=\left(\begin{array}{rrr}
3 & 3 & 3 \\
-6 & -6 & -2 \\
6 & 5 & -1
\end{array}\right)
$$

13.51 Let $A: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be the linear operator defined by the matrix

$$
A=\left(\begin{array}{rrr}
1 & 2 & 1 \\
3 & -1 & 0 \\
0 & 1 & 2
\end{array}\right)
$$

Find the matrix representation of $A$ relative to the usual basis $E$ of $\mathbf{R}^{3}$.
I Relative to the usual basis $E$, we get back the matrix $A$, i.e.,

$$
[A]_{\varepsilon}=A=\left(\begin{array}{rrr}
1 & 2 & 1 \\
3 & -1 & 0 \\
0 & 1 & 2
\end{array}\right)
$$

13.52 Find the matrix representation of the above linear map $A$ relative to the basis $S$ in Problem 13.49.

I By Theorem 13.3,

$$
[A]_{S}=P^{-1} A P=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{rrr}
1 & 2 & 1 \\
3 & -1 & 0 \\
0 & 1 & 2
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)=\left(\begin{array}{rrr}
3 & 1 & 0 \\
-1 & 1 & 3 \\
2 & 1 & -2
\end{array}\right)
$$

13.53 Let $A: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ be defined by the matrix $A=\left(\begin{array}{rr}5 & -7 \\ 2 & 3\end{array}\right)$. Let $B$ be the matrix representation of $A$ relative to the basis $\{(1,4),(3,10)\}$. Find $B$.
I Write the basis vectors as columns to get $P=\left(\begin{array}{rr}1 & 3 \\ 4 & 10\end{array}\right)$. Use the formula for the inverse of a 2 -square matrix [Problem 4.87] to get $P^{-1}=\left(\begin{array}{rr}-5 & \frac{3}{2} \\ 2 & -\frac{1}{2}\end{array}\right)$. Thus

$$
B=P^{-1} A P=\left(\begin{array}{rr}
-5 & \frac{3}{7} \\
2 & -\frac{3}{2}
\end{array}\right)\left(\begin{array}{rr}
5 & -7 \\
2 & 3
\end{array}\right)\left(\begin{array}{rr}
1 & 3 \\
4 & 10
\end{array}\right)=\left(\begin{array}{rr}
136 & 329 \\
-53 & -128
\end{array}\right)
$$

13.54 Let $A=\left(\begin{array}{rr}4 & 5 \\ 2 & -1\end{array}\right)$. Let $B$ be the matrix representation of the linear map $A: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ relative to the basis $\{(1,4),(2,9)\}$. Find $B$.
$!$ By Theorem 13.4,

$$
B=P^{-1} A P=\left(\begin{array}{rr}
9 & -2 \\
-4 & 1
\end{array}\right)\left(\begin{array}{rr}
4 & 5 \\
2 & -1
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
4 & 9
\end{array}\right)=\left(\begin{array}{rr}
220 & 487 \\
-98 & -217
\end{array}\right)
$$

## Let $P=\left(\begin{array}{lll}1 & 2 & 1 \\ 1 & 3 & 4 \\ 2 & 5 & 6\end{array}\right)$. Find $P^{-1}$.

\| Use the Gaussian elimination algorithm described in Problem 4.92:

$$
\begin{aligned}
& (P, I)=\left(\left.\begin{array}{lll}
1 & 2 & 1 \\
1 & 3 & 4 \\
2 & 5 & 6
\end{array} \right\rvert\, \begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \sim\left(\begin{array}{lll|rll}
1 & 2 & 1 & 1 & 1 & 0 \\
0 & 1 & 3 & -1 & 1 & 0 \\
0 & 1 & 4 & -2 & 0 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{rrr|rrr}
1 & 2 & 1 & 1 & 0 & 0 \\
0 & 1 & 3 & -1 & 1 & 0 \\
0 & 0 & 1 & -1 & -1 & 1
\end{array}\right) \sim\left(\begin{array}{lll|rrr}
1 & 2 & 0 & 2 & 1 & -1 \\
0 & 1 & 0 & 2 & 4 & -3 \\
0 & 0 & 1 & -1 & -1 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{lll|rrr}
1 & 0 & 0 & -2 & -7 & 5 \\
0 & 1 & 0 & 2 & 4 & -3 \\
0 & 0 & 1 & -1 & -1 & 1
\end{array}\right)
\end{aligned}
$$

Hence

Let

$$
A=\left(\begin{array}{rrr}
2 & -3 & -4 \\
4 & -6 & 3 \\
1 & 4 & -2
\end{array}\right)
$$

Let $B$ be the matrix representation of the linear map $A: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ relative to the basis $\boldsymbol{K}(1,1,2),(2,3,5),(1,4,6)\}$. Find $B$.

- By Theorem 13.3 and Problem 13.55,

$$
B=P^{-1} A P=\left(\begin{array}{rrr}
-2 & -7 & 5 \\
2 & 4 & -3 \\
-1 & -1 & 1
\end{array}\right)\left(\begin{array}{rrr}
2 & 3 & -4 \\
4 & -6 & 3 \\
1 & 4 & -2
\end{array}\right)\left(\begin{array}{lll}
1 & 2 & 1 \\
1 & 3 & 4 \\
2 & 5 & 6
\end{array}\right)=\left(\begin{array}{rrr}
-17 & -1 & 59 \\
7 & -6 & -43 \\
0 & 6 & 17
\end{array}\right)
$$

Find the inverse of $P=\left(\begin{array}{lll}1 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 1\end{array}\right)$

1. The inverse of $P$ is of the form $P^{-1}=\left(\begin{array}{lll}1 & x & y \\ 0 & 1 & z \\ 0 & 0 & 1\end{array}\right)$. Set $P P^{-1}=I$, the identity matrix:

$$
P P^{-1}=\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & x & y \\
0 & 1 & x \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & x+1 & y+z+1 \\
0 & 1 & z+1 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=1
$$

Set corresponding entries equal to each other to obtain the system $x+1=0, y+z+1=0, z+1=0$.
The solution is $x=-1, y=0, z=-1$. Thius

$$
P^{-1}=\left(\begin{array}{rrr}
1 & -1 & 0 \\
0 & 1 & -1 \\
0 & 0 & b
\end{array}\right)
$$

$$
A=\left(\begin{array}{lll}
1 & 3 & 5 \\
2 & 4 & 6 \\
7 & 8 & 9
\end{array}\right)
$$

Let $B$ be the matrix representation of the tinear map $A: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ retative to the basis $\{(3,0,0),(1,1,0),(1,1,1))$. Find $B$.
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I The above matrix $P$ is the change-of-basis matrix from the usual basis of $\mathbf{R}^{3}$ to the given basis. Thus

$$
B=P^{-1} A P=\left(\begin{array}{rrr}
1 & -1 & 0 \\
0 & 1 & -1 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{lll}
1 & 3 & 5 \\
2 & 4 & 6 \\
7 & 8 & 9
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{rrr}
-1 & -2 & -3 \\
-5 & -9 & -12 \\
7 & 15 & 24
\end{array}\right)
$$

13.59 Let $\boldsymbol{T}: \mathbf{C} \rightarrow \mathbf{C}$ be the conjugate operator where $\mathbf{C}$ is the complex field viewed as a vector space over the real field $\mathbf{R}$. Find the matrix representation of $T$ relative to the basis $S=\{1+2 i, 3+4 i\}$ of $\mathbf{C}$.

IConsider the usual basis $E=\{1, i\}$ of $C$. Since $T(1)=1$ and $T(i)=-i, \quad[T]_{E}=\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$. Also, the change-of-basis matrix from the $E$ basis to the $S$ basis is $P=\left(\begin{array}{ll}1 & 3 \\ 2 & 4\end{array}\right)$. Furthermore,

$$
P^{-1}=\left(\begin{array}{rr}
-2 & \frac{3}{2} \\
1 & -\frac{1}{2}
\end{array}\right) \quad \text { and so } \quad[T]_{S}=P^{-1}[T]_{E} P=\left(\begin{array}{rr}
-2 & \frac{3}{2} \\
1 & -\frac{1}{2}
\end{array}\right)\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)\left(\begin{array}{ll}
1 & 3 \\
2 & 4
\end{array}\right)=\left(\begin{array}{rr}
-5 & -12 \\
2 & 5
\end{array}\right)
$$

13.60 Prove Theorem 13.3: Let $P$ be the change-of-basis matrix from a basis $\left\{e_{i}\right\}$ to a basis $\left\{f_{i}\right\}$ in a vector space $V$. Then, for any linear operator $T$ on $V,[T]_{f}=P^{-1}[T]_{f} P$.

1 For any vector $v \in V, P^{-1}[T]_{e} P[v]_{f}=P^{-1}[T]_{e}[v]_{e}=P^{-1}[T(v)]_{e}=[T(v)]_{f}$. But $[T]_{f}[v]_{f}=[T(v)]_{f} ;$ hence $P^{-1}[T]_{e} P[v]_{f}=[T]_{\ell}[v]_{f}$. Since the mapping $v \mapsto[v]_{f}$ is onto $K^{n}, P^{-1}[T]_{e} P X=[T]_{f} X$ for every $X \in K^{n}$. Accordingly, $P^{-1}[T]_{e} P=[T]_{f}$.
13.61 Prove Theorem 13.4: Let $A$ be ant $n$-square matrix over $K$ and let $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ be a basis of $K^{n}$. Then the matrix representation of $A$ relative to the given basis is the matrix $B=P^{-1} A P$, where $P$ is the matrix whose columns are $u_{1}, \ldots, u_{n}$, respectively.

IThe matrix representation of $A$ relative to the usual basis of $K^{\prime \prime}$ is the matrix $A$ itself. Also, $P$ is the change-of-basis matrix from the usual basis to the given basis. Thus, by Theorem $13.3_{2} B=P^{-1} A P$ is the matrix representation of $A$ relative to the given basis.

### 13.3 SIMILARITY AND SIMILARITY TRANSFORMATIONS

13.62 Define similarity of matrices and a similarity transformation.

I Suppose $A$ and $B$ are square matrices for which there exists an invertible matrix $P$ such that $B=$
$P^{-1} A P$. Then $B$ is said to be similar to $A$ or is said to be obtained from $A$ by a similarity transformation.
Problems 13.63-13.65 shew that similarity of matrices is an equivalence relation.
13.63 Show that $A$ is similar to $A$ for any (square) matrix $A$.

I The identity matrix $I$ is invertible and $I=I^{-1}$. Since $A=I^{-1} A I, A$ is similar to $A$.
13.64 Show that if $A$ is similar to $B$, then $B$ is similar to $A$.

I Since $A$ is similar to $B$ there exists an invertible matrix $P$ such that $A=P^{-1} B P$. Hence $B=$ $P A P^{-1}=\left(P^{-1}\right)^{-3} A P^{-1}$ and $P^{-1}$ is invertible. Thas $B$ is similar to $A$.
13.65 Show that if $A$ is similar to $B$ and $B$ is similar to $C$ then $A$ is similar to $C$.

I Since $A$ is similar to $B$ there exists an invertible matrix $P$ such that $A=P^{-1} B P$, and since $B$ is similas to $C$ there exists an invertible matrix $Q$ such that $B=Q^{-1} C Q$. Hence $A=P^{-1} B P=P^{-1}\left(Q^{-1} C Q\right) P=$ $(Q P)^{-3} C(Q P)$ and $Q P$ is invertible. Thus $A$ is similar to $C$.

Remark: Since similarity of matrices is an equivalence relation, all $n$-square matrices are partitioned into equivalence classes of similar matrices.

Theorem 13.5: Suppose $A$ is a matrix representation of a linear operator $T$. Then $B$ is also a matrix representation of $T$ if and only if $B$ is similar to $A$. [Thus all the matrix representations of $T$ form an equivalence class of similar matrices.]

## Prove Theorem 13.5.

I Suppose $A$ is the matrix representation of $T$ relative to the basis $\left\{e_{i}\right\}$. Suppose $B$ is similar to $A$, say $B=P^{-i} A P$, where $P=\left(p_{i j}\right)$. Since $P$ is invertible, the $n$ vectors $f_{i}=p_{i i} e_{1}+p_{i j} e_{2}+\cdots+p_{n i} e_{n}, \quad i=$ $1,2, \ldots, n$, are linearly independent and so form another basis of $V$. Also, $P$ is the change-of-basis matrix from the basis $\left\{e_{i}\right\}$ to the basis $\left\{f_{i}\right\}$. Thus $B=P^{-1} A P$ is the matrix representation of $T$ relative to the basis $\left(f_{i}\right)$.
Conversely, suppose $B$ is the matrix representation of $T$ relative to a basis $\left\{f_{i}\right\}$. Let $P$ be the change-of-basis matrix from $\left\{e_{i}\right\}$ to the basis $\left\{f_{i}\right\}$. By Theorem 13.3, $B=P^{-1} A P$ and so $B$ is similar to A.

Remark: Suppose $f$ is a function on square matrices which assigns the same value to similar matrices; i.e., $f(A)=f(B)$ whenever $A$ is similar to $B$. Then $f$ induces a function, also denoted by $f$, on linear operators $T$ in the following natural way: $f(T)=f\left([T]_{e}\right)$, where $\left\{e_{i}\right\}$ is any basis. The function is well-defined by Theorem 13.5.

Remark: Recall that the vector space $M_{n}$ of all $n$-square matrices over a field $K$ and the vector space $A(V)$ of all linear operators on a vector space $V$ over $K$ are each algebras over $K$. The notion of similarity is also defined for an abstract algebra $\mathscr{A}$ over a field $K$; i.e:, the elements $A, B \in \mathscr{A}$ are similar if there exists an invertible element $P \in \mathscr{A}$ such that $B=P^{-1} A P$. Theorem 13.6, proved in Problems 13.67-13.70, applies.

Thërem 13.6: Let $\mathscr{A}$ be an algebra over a field $K$ and $P$ be an invertible element in $\mathscr{A}$. Then the mapping $\quad T_{P}: \mathscr{A} \rightarrow \mathscr{A}$ defined by $T_{P}(A)=P^{-1} \dot{A} P$ is an algebra isomorphism. That is, for every $A, B \in \mathscr{A}$ and any $k \in K$ :
(i) $T_{P}(A+B)=T_{P}(A)+T_{P}(B)$.
(iii) $T_{P}(A B)=T_{P}(A) T_{P}(B)$ :
(ii) $T_{p}(k A)=k T_{p}(A)$
(iv) $T_{P}$ is one-to-one and onto.
[The map $T_{P}$ is called a similarity transformation.]

Prove (i) of Theorem 13.6: $\quad T_{P}(A+B)=\overline{T_{p}}(A)+T_{p}(B)$.
1 $T_{P}(A+B)^{\prime}=P^{-1}(A+B) P=P^{-1} A P+P^{-1} B P=T_{P}(A)+T_{P}(B)$.

Prove (ii) of Theorem 13.6: $\quad T_{P}(k A)=k T_{P}(A)$.
1 $T_{P}(k A)=P^{-1}(k A) \dot{P}=k\left(P^{-1} A P\right)=k T_{P}(A)$.
13.69 Prove (iii) of Theorem 13.6: $\quad T_{P}(A B)=T_{P}(A) T_{P}(B)$.

1 $T_{P}(A B)=P^{-1}(A B) P=\left(P^{-1} A P\right)\left(P^{-1} B P\right)=T_{P}(A) T_{P}(B)$.
13.70 Prove (iv) of Theorem 13.6: $T_{p}$ is one-to-one and onto $\mathscr{A}$.

Suppose $T_{P}(A)=T_{P}(B)$. Then $P^{-1} A P=P^{-1} B P$. Multiplying by $P$ on the left and $P^{-1}$ on the right yields $A=B$. Hence $T_{P}$ is one-to-one. Now suppose $B \in$ sf. Let $A=P B P^{-1}$. Then $T_{P}(A)=$ $P^{-1}\left(P B P^{-1} P\right)=B$. Thus $T_{P}$ is onto $V$.

Problems 13.71-13.73 list additional properties of similarity in an algebra st.
13.71 .. Suppose $B$ is similar to $A$, say $B=P^{-1} A P$. Show that $B^{-1}$ is similar to $A^{-1}$.

1 $\boldsymbol{B}^{-1}=\left(P^{-1} A P\right)^{-1}=P^{-1} A^{-1}\left(P^{-1}\right)^{-1}=P^{-2} A^{-1} P$ and so $B^{-1}$ is simitar to $A^{-1}$.
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13.22 Suppose $B$ is similar to $A$, say $B=P^{-1} A P$. Show that $B^{n}=P^{-1} A^{n} P$ and so $B^{n}$ is similar to $A^{n}$.

The proof is by induction on $n$. The result holds for $n=1$ by hypothesis. Suppose $n>1$ and the result holds for $n-1$. Then $B^{n}=B B^{n-1}=\left(P^{-1} A P\right)\left(P^{-1} A^{n-1} P\right)=P^{-1} A^{n} P$.
13.73 Suppose $D$ in $\mathscr{A}$ is a diagonal clement; i.e., $D=k I$ for some $k \in K$. Show that $D$ is the only ejement similar to itself.
I Suppose $B$ is similar to $D$, say $B=P^{-1} D P$. Then $B=P^{-1} D P=P^{-1}(k I) P=k\left(P^{-1} I P\right)=k \dot{I}=D$.

## 13. ${ }^{4}$ TRACE AND DETERMINANT OF LINEAR OPERATORS

The trace of a square matrix $A=\left(a_{i j}\right)$, written $\operatorname{tr}(A)$, is the sum of its diagonal elements, i.e.; $\operatorname{tr}(A)=$ $a_{11}+a_{22}+\cdots+a_{n n}$. Theorem 13.7, whose proof appears in Problem 13.89, is used below.

Theorem 13.7: Suppose matrix $B$ is similar to matrix $A$. Then $\operatorname{tr}(B)=\operatorname{tr}(A)$.
13.74 Define the trace of a linear operator $T$, written $\operatorname{tr}(T)$. Why is the definition well-defined?

1 By definition $\operatorname{tr}(T)=\operatorname{tr}([T])$, where $[T]$ is any matrix representation of $T$. By Theorem 13.7, all similar matrices have the same trace, and so all matrix representations of $T$ will have the same trace.
13.75 Define the determinant of a linear operator $T$, writen $\operatorname{det}(T)$. Why is the definition well-defined?

By definition $\operatorname{det}(T)=\operatorname{det}([T])$, where $[T]$ is any matrix representation of $T$. Since similar matrices have the same determinant, any matrix representation of $T$ will yield the same determinantal value.

Problems 13.76-13.79 refer to the linear operator on $\mathbf{R}^{2}$ defined by $F(x, y)=(3 x-7 y, 4 x+8 y)$.
13.76 Find the trace of $F$.

1 We first must find a matrix.representation of $F$. Choosing the usual basis, $[F]=\left(\begin{array}{rr}3 & 4 \\ -7 & 8\end{array}\right)$. Hence $\operatorname{tr}(F)=\operatorname{tr}(|F|)=3+8=11$.
13.77 Do we ever get another value for $t(F)$ by choosing another basis?

I Ne. All matrix representations of $F \overline{\mathrm{~F}}$ a similar and hence all have the same trace value 11.

13,78 Find the determinant of $F$.
4 Relative to the usual basis, $[F]=\left(\begin{array}{rr}3 & 4 \\ -7 & 8\end{array}\right)$. Hence $\operatorname{det}(F)=\left|\begin{array}{rr}3 & 4 \\ -7 & 8\end{array}\right|=24+28=52$.
13.79 Do we ever get another value for $\operatorname{del}(F)$ by choosing another basis?

I No. All matrix representations of $F$ are similar and hence all have the same determinantal value 52 .
13.80 Find $\operatorname{det}(T)$ for the linear operator on $\mathbf{R}^{3}$ defined by $T(x, y, z)=(2 x-z, x+2 y-4 z, 3 x-3 y+z)$.

I Find the matrix representation of $T$ relative to, say, the usual basis by writing down the coefficients of $x$, $y, z$ as rows to get

$$
\because[T]=\left(\begin{array}{rrr}
2 & 0 & -1 \\
1 & 2 & -4 \\
3 & -3 & 1
\end{array}\right)
$$

Then

$$
\operatorname{det}(T)=\left|\begin{array}{ccc}
2 & 0 & -1 \\
1 & -2 & -4 \\
3 & -3 & 1
\end{array}\right|=4+0+3+6-24-0=-11
$$

13.81 Find the trace of the above linear operator $T$.

1

$$
\operatorname{tr}(T)=\operatorname{tr}\left(\begin{array}{rrr}
2 & 0 & -1 \\
1 & 2 & -4 \\
3 & -3 & -1
\end{array}\right)=2+2+1=5
$$

13.82 Find the irace of the following operator on $\mathbf{R}^{3}$ :

$$
T(x, y, z)=\left(a_{1} x+a_{2} y+a_{3} z, b_{1} x+b_{2} y+b_{3} z, c_{1} x+c_{2} y+c_{3} z\right)
$$

I We first must find a matrix representation of $T$. Choosing the usual basis $\left\{e_{\}}\right\}$,

$$
[T\rangle=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{b} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

and $\operatorname{tr}(T)=\operatorname{tr}([T])=a_{1}+b_{2}+c_{3}$.
13.83 Find the determinant of the above linear operator $T$ : .

1

$$
\operatorname{det}(T)=\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|=a_{1} b_{2} c_{3}+a_{2} b_{3} c_{1}+a_{3} b_{1} c_{2}-a_{3} b_{2} c_{1}-a_{1} b_{3} c_{2}-a_{2} b_{1} c_{3}
$$

13.84 Consider the comptex freld $C$ as a vector space over the real field $\mathbf{R}$. Let $T$ be the conjugate operator on C, that is, $T(z)=\bar{z}$. Find $\operatorname{det}(T)$.
Since $T(1)=1$ and $T(i)=-i$, we have $[T\}=\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ relative to the usual basis $\{1, i\}$ of $C$ over A. Then $\operatorname{del}(\bar{T})=\left|\begin{array}{rr}1 & 0 \\ \theta & -1\end{array}\right|=-1$.
13.85 Find the trace of the above conjugate operator $T$ on $C$.

1

$$
\operatorname{tr}(T)=\operatorname{tr}\left(\begin{array}{rr}
1 & .0 \\
0 & -1
\end{array}\right)=1-1=0
$$

13.86 Suppose $T$ is the operator on the vector space $V$ of 2 -squares matrices over $K$ defined by ${ }^{-} T(A)=M A$. where $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Find $\operatorname{det}(T)$.
I Find a matrix representation of $\mathbf{T}$ in some basis of $V$, say,

$$
\left\{E_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), E_{2}=\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right), E_{3}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), E_{4}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\right\}
$$

Then

$$
\begin{aligned}
& T\left(E_{1}\right)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{ll}
a & 0 \\
c & 0
\end{array}\right)=a E_{1}+0 E_{2}+c E_{3}+0 E_{4} \\
& T\left(E_{2}\right)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & a \\
0 & c
\end{array}\right)=0 E_{1}+a E_{2}+0 E_{3}+c E_{4} \\
& T\left(E_{3}\right)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
a & 0 \\
d & 0
\end{array}\right)=b E_{1}+0 E_{2}+d E_{3}+0 E_{4} \\
& T\left(E_{4}\right)=\left(\begin{array}{ll}
a & b
\end{array}\right)\left[\begin{array}{ll}
0 & 0 \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
0 & b \\
0 & d
\end{array}\right)=0 E_{1}+b E_{2}+0 E_{3}+d E_{4}
\end{aligned}
$$

Thus
$|T|_{5}=\left(\begin{array}{cccc}a & 0 & c & 0 \\ 0 & a & 0 & c \\ b & 0 & d & 0 \\ 0 & b & 0 & d\end{array}\right) \quad$ and $\quad \operatorname{del}(T)=\left|\begin{array}{llll}a & 0 & c & 0 \\ 0 & a & 0 & c \\ b & 0 & d & 0 \\ 0 & b & 0 & d\end{array}\right|=a\left|\begin{array}{lll}a & 0 & c \\ 0 & d & 0\end{array}\right|+c\left|\begin{array}{lll}0 & a & c \\ b & 0 & a \\ 0 & \tilde{c} & d\end{array}\right|=a^{2} d^{2}+b^{2} c^{2}-2 a b c d$
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33.87 Find the trace of the above linear operator $T$.

I

$$
\operatorname{tr}(T)=\operatorname{tr}\left(\begin{array}{llll}
a & 0 & c & 0 \\
0 & a & 0 & c \\
b & 0 & d & 0 \\
0 & b & 0 & d
\end{array}\right)=2 a+2 d
$$

13.88 Show that $\operatorname{tr}(A B)=\operatorname{tr}(B A)$ for any $n$-square matrices $A$ and $B$.

I Suppose $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$. Then $A B=\left(c_{i k}\right)$ where $c_{i k}=\sum_{i=1}^{n} a_{i j} b_{j k}$. Thus

$$
\operatorname{tr}(A B)=\sum_{i=1}^{n} c_{i j}=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} b_{j i}
$$

On the other hand, $B A=\left(d_{j k}\right)$ where $d_{i k}=\sum_{i=1}^{n} b_{j i} a_{i k}$. Thus

$$
\operatorname{tr}(B A)=\sum_{i=1}^{n} d_{i j}=\sum_{i=1}^{n} \sum_{i=1}^{n} b_{i j} a_{i j}=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} b_{i j}=\operatorname{tr}(A B)
$$

13.89 Prove Theorem 13.7: If matrix $B$ is similar to matrix $A$, then $\operatorname{tr}(B)=\operatorname{tr}(A)$.

I If $A$ is similar to $B$, there exists an invertible matrix $P$ such that $A=P^{-1} B P$. Using Problem 13.88, $\operatorname{tr}(A)=\operatorname{tr}\left(P^{-1} B P\right)=\operatorname{tr}\left(B P P^{-1}\right)=\operatorname{tr}(B)$.

### 13.5 CHANGE OF BASIS AND LINEAR MAPPINGS

This section discusses the effect of a change of basis on the matrix representation of a linear mapping from one vector space into another. Theorem 13.8 is used below.

Theorem 13.8: Suppose $\boldsymbol{P}^{-P}$ is th change-of-basis matrix from a basis $\left\{e_{i}\right\}$ to a basis $\left\{e_{i}^{\prime}\right\}$ in a vector space $V$, and suppose $Q$ is the change-of-basis matrix from a basis $\left\{f_{i}\right\}$ to a basis $\left\{f_{i}^{\prime}\right\}$ in a vector space $U$. Let $A$ be a matrix representation of a linear mapping $F: V \rightarrow U$ relative to the bases $\left\{e_{i}\right\}$ and $\left\{f_{i}\right\}$. Then
(i). The matrix representation of $F$ relative to the bases $\left\{e_{i}^{\prime}\right\}$ and $\left\{f_{j}\right\}$ is $Q^{-1} A P$; that is, $[F]_{e^{\prime}}^{C^{\prime}}=Q^{-1}[F]_{r}^{\prime} \mathrm{P}$
(ii) The matrix representation of $F$ relative to the bases $\left\{e_{i}^{\prime}\right\}$ and $\left\{f_{i}\right\}$, i.e., when a change of basis only takes place in $V$, is $A P$; that is, $[F]_{\varepsilon}^{f}=[F]_{c}^{\prime} P$.
(iii) The matrix representation of $F$ relative to the bases $\left\{e_{i}\right\}$ and $\left\{f_{i}^{\prime}\right\}$, i.e., when a change of basis only takes place in $U$, is $Q^{-1} A$; that is, $[F]_{c}^{r^{\prime}}=Q^{-1}[F]_{c}^{f}$.
Throughout this section, $E_{2}, E_{3}$, and $E_{4}$ will denote, respectively, the usual basis for $\mathbf{R}^{2}, \mathbf{R}^{3}$, and $\mathbf{R}^{4}$; and $S_{2}, S_{3}$, and $S_{4}$ will denote, respectively, the following basis for $\mathbf{R}^{2}, \mathbf{R}^{3}$, and $\mathbf{R}^{4}$ :

$$
\begin{array}{cc}
S_{2}=\{(1,3),(2,5)\} & S_{3}=\{(1,1,1),(1,1,0),(1,0,0)\} \\
S_{4}=\{(1,2,3,4),(1,2,4,7),(0,1,1,1),(0,1,1,2)\}
\end{array} \quad \text { and }
$$

13.90 Let $P_{2}, P_{3}$, and $P_{4}$ denote, respectively, the change-of-basis matrix from $E_{2}$ to $S_{2}$, from $E_{2}$ to $S_{3}$, and from $E_{4}$ to $S_{4}$. Find $P_{2}, P_{3}$, and $P_{4}$.
$\int$ By Problem 13.26, we need only write the new basis vectors as columns since $E_{2}, E_{3}$, and $E_{4}$ are the usual bases:

$$
P_{2}=\left(\begin{array}{ll}
1 & 2 \\
3 & 5
\end{array}\right) \quad P_{3}=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 0 & 0
\end{array}\right) \quad P_{4}=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
2 & 2 & 1 & 1 \\
3 & 4 & 1 & 1 \\
4 & 7 & 1 & 2
\end{array}\right)
$$

Remark: These matrices will be used below.
Problems 13.91-13.94 refer to the linear mapping $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{\mathbf{2}}$ defined by

$$
F(\dot{x}, y, z)=(2 x+y-z, 3 x-2 y+4 z)
$$

13.91 Let $A$ be the matrix representation of $F$ relative to the usual bases $E_{3}$ and $E_{2}$. Find $A$.

I Since $E_{2}$ and $E_{3}$ are the usual bases, simply write the coefficients of $x, y, z$ as rows to get $A=\{F\}_{E_{3}}^{E_{2}}=$ $\left(\begin{array}{rrr}2 & 1 & -1 \\ 3 & -2 & 4\end{array}\right)$.
13.92 Suppose a change of basis from $E_{3}$ to $S_{3}$ only takes place in $R^{3}$. Find the matrix representation of $F$ relative to the bases $S_{3}$ and $E_{2}$.

I By Theorem 13.8(ii),

$$
[F]_{s_{3}}^{E_{2}}=A P_{3}=\left(\begin{array}{rrr}
2 & 1 & -1 \\
3 & -2 & 4
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)=\left(\begin{array}{lll}
2 & 3 & 2 \\
5 & 1 & 3
\end{array}\right)
$$

13.93 Suppose a change of basis from $E_{2}$ to $S_{2}$ takes place only in $\mathbf{R}^{\mathbf{2}}$. Find the matrix representation of $F$ relative to the bases $E_{3}$ and $S_{2}$.

The inverse of $P_{2}=\left(\begin{array}{ll}1 & 2 \\ 3 & 5\end{array}\right)$, is $P_{2}^{-1}=\left(\begin{array}{rr}-5 & 2 \\ 3 & -1\end{array}\right)$. Thus, by Theorem 13.8 (iii);

$$
[F\}_{E_{3}}^{s_{2}}=P_{2}^{-1} A=\left(\begin{array}{rr}
-5 & 2 \\
3 & -1
\end{array}\right)\left(\begin{array}{rrr}
2 & 1 & -1 \\
3 & -2 & 4
\end{array}\right)=\left(\begin{array}{rrr}
-4 & -9 & 13 \\
3 & 5 & -7
\end{array}\right)
$$

13.94 Find the matrix representation $B$ of $F$ in the bases $S_{3}$ and $S_{2}$.

By Theorem $13.8(i), \quad B=[F]_{s_{3}}^{s_{2}}=P_{2}^{-1} A P_{3}=\left(\begin{array}{rr}-5 & 2 \\ 3 & -1\end{array}\right)\left(\begin{array}{rrr}2 & 1 & -1 \\ 3 & -2 & 4\end{array}\right)\left(\begin{array}{rrr}1 & 1 & 1 \\ 1 & 1 & 0 \\ 1 & 0 & 0\end{array}\right)=\left(\begin{array}{rrr}0 & -13 & -4 \\ 1 & 8 & 3\end{array}\right)$
13.95 Let $L: R^{4} \rightarrow R^{2}$ be defined by $L(v)=A v$ where $A=\left(\begin{array}{llll}1 & 3 & 1 & 4 \\ 2 & 3 & 4 & 5\end{array}\right)$. Find the matrix representation of $L$ relative to the usual bases $E_{4}$ and $E_{2}$.

Since $E_{4}$ and $E_{2}$ are the usual bases, the matrix representation of $L$ is the matrix $A$ itseff, i.e., $[L]_{E_{4}}^{E_{2}}=A=\left(\begin{array}{llll}1 & 3 & 1 & 4 \\ 2 & 3 & 4 & 5\end{array}\right)$.
13.96. Find the matrix representation $B$ of the above linear map $L$ relative to the bases $S_{4}$ and $S_{2}$.

- By Theorem 13.8(iii),

$$
B=[L]_{s_{4}}^{s_{2}}=P_{2}^{-1} A P_{4}=\left(\begin{array}{rr}
-5 & 2 \\
3 & -1
\end{array}\right)\left(\begin{array}{llll}
1 & 3 & 1 & 4 \\
2 & 3 & 4 & 5
\end{array}\right)\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
2 & 2 & 1 & 1 \\
3 & 4 & 1 & 1 \\
4 & 7 & 1 & 2
\end{array}\right)=\left(\begin{array}{rrr}
-50 & -77 & -16 \\
38 & -26 & 12
\end{array} 19\right)
$$

13.97 Let $F: \mathrm{R}^{4} \rightarrow \mathrm{R}^{3}$ be defined by $F(x, y, z, t)=(2 x+3 y-z+2 t, x-5 y+6 t, 2 y+z+1)$. Find the matrix $A$ which represents $F$ using the usuat bases $E_{4}$ and $E_{3}$ -

- Write the coordinates of $x, y, z, t$ as rows to get $A=\left(\begin{array}{rrrr}2 & 3 & -1 & 2 \\ 1 & -5 & 0 & 6 \\ 0 & 2 & 1 & 1\end{array}\right)$ :
13.98 Find the matrix $B$ which represents the above linear map $F$ relative to the bases $S_{4}$ and $S_{3}$.

IThe inverse of $P_{3}$, the cliange-of-basis matrix from $E_{3}$ to $S_{3}$ is $P_{3}^{-1}=\left(\begin{array}{rrr}0 & 0 & 1 \\ 0 & 1 & -1 \\ 1 & -1 & 0\end{array}\right)$ [Problem 13.28]. Hence

$$
B=P_{3}^{-s} A P_{s}=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{rrrr}
2 & 3 & -1 & 2 \\
1 & -5 & 0 & 6 \\
0 & 2 & 1 & 1
\end{array}\right)\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
2 & 2 & 1 & 1 \\
3 & 4 & 1 & 1 \\
4 & 7 & 1 & 2
\end{array}\right)=\left(\begin{array}{rrrr}
11 & 15 & 4 & 5 \\
4 & 18 & -3 & 2 \\
-2 & -15 & 3 & -1
\end{array}\right)
$$ the bases $S_{2}$ and $S_{3}$.

$$
B=P_{3}^{-1} A P_{2}=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 1 & -1 \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{ll}
2 & 3 \\
1 & 4 \\
0 & 2
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
3 & 5
\end{array}\right)=\left(\begin{array}{rr}
6 & 10 \\
7 & 12 \\
-2 & -3
\end{array}\right)
$$

13.100 Prove Theorem 13.8(i): $[F]_{c}^{\cdot}=Q^{-1}[F]_{c}^{f} P$.

1 For any $v \in V, Q^{-1}[F]_{c}^{f} P[v]_{e^{*}}=\left(Q^{-1}[F]_{e}^{\prime}\right)\left(P[v]_{e}\right)=\left(Q^{-1}[F]_{e}^{\prime}\right)[v]_{c}=Q^{-1}\left([F]_{c}^{\prime}[v]_{e}\right)=Q^{-1}[F(v)]_{s}=$ $[F(v)]_{f^{* m}}$ But $[F]_{c}^{C}[v]_{c^{\prime}}=[F(v)]_{f^{\prime}}$. Hence $Q^{-1}[F]_{c}^{d} P[v]_{e^{\prime}}=[F]_{c^{\prime}}^{C}[v]_{e^{\prime}}$. Since the map $v \mapsto[v]_{c}$ is onto $K^{m}, Q^{-1}[F]_{r}^{\prime} P X=[F]_{c^{\prime}}^{f} X$, for every $X \in K^{m}$. Thus $\{F]_{c^{-}}^{f^{\prime}}=Q^{-1}[F]_{c}^{\prime} P$.
13.101 Prove Theorem 13.8(ii): $[F]_{c}^{C^{F}}=Q^{-1}[F]_{c}^{J}$

I Consider $e^{\prime}=e$. Then $P=I$, the identity matrix. Then, by above, $[F]_{c}^{\prime \prime}=[F]_{c}^{f}=Q^{-1}[F]_{c}^{I} I=$ $Q^{-1}[F]_{c}^{s}$.
13.102 Prove Theorem ī3.8(iii): $\{F]_{c}^{\}}=[F]_{c}^{\}} P$.

1 Consider $f^{\prime}=f$. Then $Q=I$ and $Q^{-1}=1$. Then, by above, $[F]_{c^{\prime}}^{\prime}=[F]_{c^{\prime}}^{r}=I[F]_{e}^{\prime} P=[F]_{e}^{\prime} P$.
13.103 Define equivalence of matrices.

I Suppose $A$ and $B$ are $m \times n$ matrices for which there exists a nonsingular $n$-square matrix $P$ and a nonsingular $n$-square matrix $Q$ such that $B=Q A P$. Then $B$ is said to be equivalent to $A$.
13.104 Suppose that $A$ and $B$ are matrix representations of a linear map $L: V \rightarrow U$. Show that $B$ is equivalent to $A$.
1 By Theorem 13.8, there exists change-of-basis matrices $P$ and $Q$ such that $B=Q^{-1} A P$. Since $Q^{-1}$ and $P$ are nonsingular, $B$ is equivalent to $A$.

Problems 13.105-13.107 show that equivalence of matrices is an equivalence relation. [Thus all matrix representations of a linear mapping $L: V \rightarrow U$ belong to the same equivalence class of equivalent matricrs.s]
13.105 Show that $A$ is equivalent to $A$ for any $m \times n$ matrix $A$.
| The identity matrices $I_{m}$ and $I_{n}$ are nonsingular. Since $A=I_{m} A I_{n}, A$ is equivalent to $A$.
13.106 Show that if $A$ is equivalent to $B$, then $B$ is equivalent to $A$.

I Since $A$ is equivalent to $B$, there exist nonsingular matrices $P$ and $Q$ such that $A=Q B P$. Then $B=$ $Q^{-1} A P^{-1}$ and $Q^{-1}$ and $P^{-1}$ are nonsingular. Thus $B$ is equivalent to $A$.
13.107 Show that if $A$ is equivalent to $B$ and $B$ is equivalent to $C$, then $A$ is equivalent to $C$.

1 We have $A=Q B P$ and $B=Q^{\prime} C P^{\prime}$ where $P, Q, P^{\prime}$, and $Q^{\prime}$ are nonsingular. Then $A=Q B P=$ $Q Q^{\prime} C P^{\prime} P$ where $Q Q^{\prime}$ and $P^{\prime} P$ are nonsingular. Hence $A$ is equivalent to $C$.

The definition of a vector space $V$ involves an arbitrary field $K . \cdots$ In this chapter we restrict $K$ to be either the real field $\mathbf{R}$ or the complex field $\mathbf{C}$. Specifically, we first assume, unless otherwise stated or implied, that $K=\mathbf{R}$, in which case $V$ is called a real vector space, and in the last sections we extend our results to the case that $K=C$, in which case $V$ is called a complex vector space.

Recall that the concepts of "length" and "orthogonality" did not appear in the investigation of arbitrary vector spaces [athough they did appear in Chapter 1 on the spaces $\mathbf{R}^{n}$ and $\mathbf{C}^{n}$ ]. In this chapter we place an additional structure on a vector space $V$ to obtain an inner product space, and in this context these concepts are defined.

### 14.1 INNER PRODUCT SPACES

14.1 Define an inner product and an inner product space.

- Let $V$ be a real vector space. Suppose to each pair of vectors $u, v \in V$ there is assigned a real number, denoted by $\langle u, v\rangle$. This function is called a (real) inner product on $V$ if it satisfies the following axioms [where $u_{1}, u_{2}, u, v \in V$ and $a, b, k \in \mathbf{R}$ ]:
$\left[R J P_{1}\right]$ (Linear Property) $\left\langle a u_{1}+b u_{2}, v\right\rangle=a\left\langle u_{1}, v\right\rangle+b\left\langle u_{2}, v\right\rangle$ or, equivalently,
(a) $\left\langle u_{1}+u_{2}, v\right\rangle=\left\langle u_{1}, v\right\rangle+\left\langle u_{2}, v\right\rangle$ and (b) $\langle k u, v\rangle=k\langle u, v\rangle$.
$\left\{R_{1 P_{2}}\right\}$ (Symmetric Propery) $\langle u, v\rangle=\langle v, u\rangle$.
$\left[\mathrm{RIP}_{3}\right]$ (Positive Definite Property) If $u \neq 0$, then $\langle u, u\rangle>0$.
The vector space $V$ with an inner product is called an inner product space. [Sometimes a real inner product space is called a Euclidean space.]
14.2 - Show that $\langle 0, v\rangle=0=\langle v, 0\rangle$ for every $v$ in $V$. [Thus, in particular, $\langle 0,0\rangle=0$. ]

I $\langle 0, v\rangle=\langle 0 v, v\rangle=0\langle v, v\rangle=0$. Also, $\langle v, 0\rangle=\langle 0, v\rangle=0$.
[RIP ${ }_{1}$ ] says that an inner product is linear with respect to its first position. Problems 14.3-14.4 show that a real inner product is also linear with respect to its second position.
14.3 Show that $\left\langle u, v_{1}+v_{2}\right\rangle=\left\langle u, v_{1}\right\rangle+\left\langle u_{2} v_{2}\right\rangle$.

I By $\left[R I P_{1}\right\}$ and $\left[R I P_{2}\right]$ we have $\left\langle u, v_{1}+v_{2}\right\rangle=\left\langle v_{1}+v_{2,} u\right\rangle=\left\langle v_{1}, u\right\rangle+\left\langle v_{2}, u\right\rangle=\left\langle u, v_{1}\right\rangle+\left\langle u, v_{2}\right\rangle$.
!14.4 Show that $\langle u, k v\rangle=k(u, v\rangle$.
1

$$
\langle u, k v\rangle=\langle k v, u\rangle=k\langle v, u\rangle=k\langle u, v\rangle
$$

[Reriark: We emphasize that this result is slightly different for complex inner product spaces as seen by Problem 14.219.]
14.5. Define the norm or length of a vector $u$ in an inner product space $V$.

I By [RPI $]_{3}\{u, u\rangle$ is nonnegative and hence its positive real square root exists. We use the notation $\|u\|=\sqrt{\langle u, u\rangle}$. This nonnegative real number $\|u\|$ is called the norm or length of $u$. [The relation $\|u\|^{2}=\langle u, u\rangle$ will be frequently used.]

14:6 Expand $\left(5 u_{1}+8 u_{2}, 6 v_{1}-7 v_{2}\right)$.
I Use the linearity in both positions to get $\left\langle 5 u_{3}+8 u_{2,2} 6 v_{1}-7 v_{2}\right\rangle=\left\langle 5 u_{1}, 6 v_{1}\right\rangle+\left\langle 5 u_{1},-7 v_{2}\right\rangle+$ $\left\langle 8 u_{2}, 6 v_{1}\right\rangle+\left\langle 8 u_{2,3}-7 v_{2}\right\rangle=30\left\langle u_{1}, v_{1}\right\rangle-35\left(u_{1}, v_{2}\right\rangle+48\left\langle u_{2}, v_{2}\right\rangle-56\left(u_{2}, v\right)$. fRemark: Observe the similarity between the above expansion and the expansion of $(5 a+8 b)(6 c-7 d)$ in ordinary algebra.
14.7 Expand $(3 u+5 v, 4 u-6 v)$.
$\int\{3 u+5 v, 4 u-6 v\rangle=12(u, u) ;-18(u, v)+20(v, u)-30\{v, v)=12(u, u\rangle-18\{u, v)+20(u, v)$
$-30(v, v)=12(u, u\rangle+2\{u, v)-30(v, v)=12\|u\|^{2}+2\langle u, v\rangle-30\|v\|^{2}$.
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14.10 . Define the usual or standard inner product on $\mathbf{R}^{*}$.

I Let $u=\left(a_{i}\right)$ and $v=\left(b_{i}\right)$ be vectors in $\mathbf{R}^{n}$. Then the dot product in $\mathbf{R}^{n}$ defined by $u \cdot v=$ $a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}$ is an inner product on $\mathbf{R}^{n}$. Although there are many different ways to define an inner product on $\mathbf{R}^{n}$ [see Problem 14.18] we shall assume this inner product on $\mathbf{R}^{n}$ unless otherwise stated or implied, and we denote this inner product by $u \cdot v$ rathes than $\langle u, v\rangle$.

Remark: Assuming $u$ and $v$ are column vectors, then the above inner product may be defined by $\langle u, v\rangle=u^{T} v$ where $u^{T} v$ refers to the product of the row vector $u^{T}$ and the column vector $v$ under matrix multiplication, e.g.,

$$
\left\langle\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right),\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right)\right\rangle=\left(a_{1}, a_{2}, a_{3}\right)\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right)=a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}
$$

Problems 14.11-14.17 refer to the following vectors in $\boldsymbol{R}^{3}: u=(1,2,4), \quad u=(2,-3,5)$, $w=(4,2,-3)$.

14:11 Find $u \cdot v$.
I Multiply correspending components and add to get $u \cdot v=2-6+20=16$.
14.12 Find $u \cdot w$.

I $u \cdot w=4+4-12=-4$.
14.13 Find v.w.

I $v \cdot w=8-6-15=-13$.
14.14 Find $(u+v) \cdot w$.

I First find $u+v=(3,-1,9)$. Then $(u \cdot v) \cdot w=12-2-27=-17$. Alternatively, using $\left[R 1 P_{1}\right]$,
$(u+v) \cdot w=u \cdot w+v \cdot w=-4-13=-17$.
14:15 Find \|u\|.
1 First find $\|u\|^{2}$ by squaring the components of $u$ and adding: $\|u\|^{2}=1^{2}+2^{2}+4^{2}=1+4+16=21$. Then $\|u\|=\sqrt{21}$.
14.16 Find $\|v\|$.
I. $\|v\|^{2}=4+9+25=38$ and so $\|v\|=\sqrt{38}$.
14.17 Find $\|u+v\|$.

1 First find $u+v=(3,-1,9)$. Hence $\|u+v\|^{2}=9+1+81=91$. Thus $\|u+v\|=\sqrt{91}$.
14.18 Verify that the following is an inner product in $\mathbf{R}^{2}$. $\langle u, v\rangle=x_{1} y_{1}-x_{1} y_{2}-x_{2} y_{1}+3 x_{2} y_{2}$, where $u=$ $\left(x_{3}, x_{2}\right), \quad v=\left(y_{1}, y_{2}\right)$.
I We verify the three axioms of an inner product. Letling $w=\left(z_{1}, z_{2}\right)$. we find $a u+b w^{\prime}=$ $a\left(x_{2}, x_{2}\right)+b\left(z_{1}, z_{2}\right)=\left(a x_{3}+b z_{1}, a x_{2}+b z_{2}\right)$.

$$
\begin{aligned}
\langle a u+b w, v\rangle & =\left\langle\left(a x_{1}+b z_{1}, a x_{2}+b z_{2}\right)_{2}\left(y_{3} y_{2}\right)\right\rangle \\
& =\left(a x_{1}+b z_{1}\right) y_{1}-\left(a x_{1}+b z_{1}\right) y_{2}-\left(a x_{2}+b z_{2}\right) y_{1}+3\left(a x_{2}+b z_{2}\right) y_{2} \\
& =a\left(x_{1} y_{1}-x_{1} y_{2}-x_{2} y_{1}+3 x_{2} y_{2}\right)+b\left(z_{1} y_{1}-z_{1} y_{2}-z_{2} y_{1}+3 z_{2} y_{2}\right) \\
& =a\langle u, v\rangle+b\langle w, v\rangle
\end{aligned}
$$

$$
\div
$$

Accordingly, $\left[R E P_{1}\right]$ is satisfied. Also $\langle v, u\rangle=y_{1} x_{1}-y_{1} x_{2}-y_{2} x_{1}+3 y_{2} x_{2}=x_{1} y_{1}-x_{1} y_{2}-x_{2} y_{1}+3 x_{2} y_{2}=$ $\langle u, v\rangle$ and so axiom $\left\{\mathrm{RIP}_{2}\right]$ is satisfied. Finally when $x \neq 0 \quad\langle u, u\rangle=x_{1}^{2}-2 x_{1} x_{2}+3 x_{2}^{2}=x_{1}^{2}-2 x_{1} x_{2}+$ $x_{2}^{2}+2 x_{2}^{2}=\left(x_{1}-x_{2}\right)^{2}+2 x_{2}^{2}>0$. Hence the last axiom $\left.[R] P_{3}\right]$ is satisfied.

Show that $.\langle u, v\rangle=x_{2} y_{1} x_{2} y_{2}$ is not an inner product on $\mathbf{R}^{2}$ where $u=\left(\dot{x}_{1}, x_{2}\right), v=\left(y_{1}, y_{2}\right)$.
Let $k=2$ and $u=(1 ; 3), v=(1,1)$. Then $k u=(2,6)$ and we have $\langle u, v\rangle=1 \cdot 3 \cdot 1 \cdot 1=3$ and $\langle k u, v\rangle=2 \cdot 6 \cdot 1 \cdot 1=12$. Thus $k\langle u, v\rangle=2 \cdot 3=6$ is not equal to $\langle k u, v\rangle$; and so axiom [RIP ${ }_{1}$ ] is not satisfied.

Show that $\langle u, v\rangle=x_{1} y_{1}+x_{2} y_{2}-x_{3} y_{3}$ is not an inner product on $\mathbf{R}^{3}$ where $u=\left(x_{1}, x_{2}, x_{3}\right)$ and $v=\left(x_{1}, y_{2}, y_{3}\right)$.

Let $u=(3,4,5)$. Then $\langle u, u\rangle=3 \cdot-3+4 \cdot 4-5 \cdot 5=9+16-25=0$; and so axiom $\left[\mathrm{RIP}_{3}\right]$ is not satisfied.

Problems 14.21-14.28 refer to the following vectors in $\mathbf{R}^{2}: \quad u=(1,5), v=(3,4), w=(7,-2)$.
Find $\left(u, v\right.$ ) with respect to the usual inner product in $\mathbb{R}^{2}$.

- $\langle u, v\rangle=3+20=23$.

Find $\langle u, v\rangle$ with respect to the inner product in $R^{\mathbf{2}}$ in Problem 14:18.
I $\langle u, \dot{v}\rangle=1 \cdot 3-1 \cdot 4-5 \cdot 3+3 \cdot 5 \cdot 4=3-4-15+60=44$.
Find $\left\langle u, w\right.$ ) with respect to the usual inner product in $\mathbf{R}^{2}$.

- $\langle u, w\rangle=7-10=-3$.
4.24 Find $\langle u, w\rangle$ using the inner product in $\mathbf{R}^{2}$ in Problem 14.18.

I $\langle u, w\rangle=1 \cdot 7-1 \cdot(-2)-5 \cdot 7+3 \cdot 5 \cdot(-2)=7+2-35-30=-56$.
Find $\|v\|$ using the usual inner product in $\mathbf{R}^{2}$.
I. $\|u\|^{2}=\langle v, u\rangle=\langle(3,4) ;(3,4)\rangle=9+16=25$; hence $\|v\|=5$.

Find $\|v\|$ using the inner product in $\mathbf{R}^{?}$ in Problem 14.18.

- $\|v\|^{2}=\langle v, v)=\langle(3,4),(3,4)\rangle=9-12-12+48=33$; hence $\|v\|=\sqrt{33}$.
14.27 Find $\|$ wh: using the usual inner product in $\mathbf{R}^{2}$.
- $\|w\|^{2}=\left\langle w^{\prime}, u^{\prime}\right\rangle=49+4=53$; hence $\|w\|=\sqrt{53}$.
14.28 Find $\|w\|$ using the inner product in $R^{2}$ in Problem 14.18.
$\left\|\|w\|^{2}=\langle w, w\rangle=49+14+14+12=89\right.$; hence $\| w \|=\sqrt{89}$.
Define a unit vecior.
If $\|u\|=1$ or. equivalently. if $\langle u, u\rangle=1$, then $u$ is called a unit vector and is said to be normalized.
14.30

Show that $\|u\|>0$ for any vector $u \neq 0$.

- By [RIP $\}^{2}(v, u)$ is positive. Hence $\| u H_{t}=\sqrt{\langle v, v\rangle}$ is also positive.
4.31 Show that if $v \neq 0$, then $\|\hat{\nu}\|=\frac{1}{\|v\|} v$ is the unique unit vecior that is a positive multiple of $v$. [The process of obtaining $\hat{v}$ from $v$ is called normalizing $v$.]
I Suppose $\hat{v}=k v$ where $k>0$ and $\|\hat{v}\|=1$. Then $1=\|v\|^{2}=\langle k v, k v\rangle=k^{2}\langle v, v\rangle=k^{2}\|v\|^{2}$. Since $k$ is positive, we gei $k=1 /\|v\|$.
14.32 Normalize $u=(2,1,-1)$ in Euclidean 3 -space $\mathbf{R}^{3}$.

I Note $\langle u, u\rangle$ is the sum of the squares of the entries of $u$; that is, $\langle u, u\rangle=2^{2}+1^{2}+(-1)^{2}=6$. Hence divide $u$ by $\|u\|=\sqrt{\langle u, u\rangle}=\sqrt{6}$ to obtain the required unit vector: $\hat{u}=u\| \| u \|=(2 / \sqrt{6}, 1 / \sqrt{6}$, $-1 / \sqrt{6}$ ).
14.33 Normalize $u=\left(\frac{1}{2}, \frac{3}{3},-\frac{1}{1}\right)$ in Euclidean 3 -space $\mathbf{R}^{3}$.

I First multiply oby 12 to "clear" of fractions obtaining $12 v=(6,8,-3)$. We have $(12 v, 12 v)=$ $6^{2}+8^{2}+(-3)^{2}=109$. Then the required unit vector is $\hat{v}=12 v /\|12 v\|=(6 / \sqrt{109}, 8 / \sqrt{109},-3 / \sqrt{109})$ :
14.34 Normalize $v=(3,4)$ in $\mathbf{R}^{\mathbf{2}}$ : (a) using the usual inner product in $\mathbf{R}^{2}$, (b) using the inner product in $\mathbf{R}^{\mathbf{2}}$ defined in Problem 14.18.

- (a) By Problem 14.25, $\|v\|=5$; hence $\hat{v}=v /\|v\|=\left(\frac{3}{3}, \frac{4}{5}\right)$.
(b) By Problem 14.26, $\|v\|=\sqrt{33}$. Thus $v=v /\|v\|=(3 / \sqrt{33}, 4 / \sqrt{33})$.
14.35 Define the distance between vectors $u$ and $v$, denoted by $d(u, v)$, in an inner product space $v$.

I The distance $d(u, v)$ is defined in terms of the norm as follows: $d(u, v)=\|u-v\|$.
14.36 Show how the above definition of distance in an inner product space $V$ agrees with the usual notion of (Euclidean) distance in $\mathbf{R}^{3}$.
I Let $P\left(a_{1}, a_{2} ; a_{j}\right)$ and $Q\left(b_{1}, \dot{b}_{2}, b_{3}\right)$ be points in $\mathbf{R}^{3}$ [with corresponding vectors $u$ and $v$ from the origin 0 to $P$ and $Q$, respectively] as pictured in Fig. 14-1. Then the distance $d$ between $P$ and $Q$ is as follows: $d=\sqrt{\left(a_{1}-b_{1}\right)^{2}+\left(a_{2}-b_{2}\right)^{2}+\left(a_{3}-b_{3}\right)^{2}}$ which agrees witi $d(u, v)=\|u-v\|=\|\left(a_{1}-b_{1}, a_{2}-b_{2}, a_{3}-\right.$. $\left.b_{3}\right) \|=\left(a_{1}-b_{3}\right)^{2}+\left(a_{2}-b_{2}\right)^{2}+\left(a_{3}-b_{3}\right)^{2}$.


Fig. 14-1

Problems 14.37-14.39 refer to the following vectors in Euclidean space $\mathbf{R}^{4}: u=(5,5,8,8), v=$ $(1,2,3,4), w=(4,-3,2,-1)$.
14.37 .Find $d(u, v)$.

1 First find $u-v=(5-1.5-2,8-3,8-4)=(4,3,5,4)$. Then find $\|u-v\|^{2}=4^{2}+3^{2}+5^{2}+4^{2}=$ $16+9+25+16=66$. Hence $d(u, v)=\sqrt{66}$.

Find $d(u, w)$.
I. $u-w=(1,8.6,9)$ and $\|u-w\|^{2}=1+64+36+81=182$. Thus $d(u, w)=\sqrt{182}$.
14.39 Find $d(v, w)$.

I $v-w=(-3,5,1,5)$ and $\|v-w\|^{2}=9+25+1+25=60$. Thus $d(v, w)=\sqrt{60}=2 \sqrt{15}$.
14.40 Find $d(u, v)$ where $u=(5,4), v=(2,-6)$ in Euclidean space $R^{2}$.

I $u-v=(3,10)$ and $\|u-v\|^{2}=9+100=109$. Hence $d(u, v)=\sqrt{109}$.
14.41 Find $d(u, v)$ for $u, v$ in Problem 14.40 using the inner prodact in $R^{2}$ in Problem 14.18.

I We have $u-v=(3,10)$. Hence $\|u-v\|^{2}=\langle(3,10),(3,10)\rangle=3 \cdot 3-3 \cdot 10-10 \cdot 3+3 \cdot 10 \cdot 10=9-$
$30-30+300=249$. Thus $d(u, v)=\sqrt{249}$.

Remark: The above examples show that the distance between vectors depends on the way the inner product is defined.
14.42 Let $V$ be a vector space of real continuous functions on the interval $a \leq t \leq b$. Show that the following is an inner product on $V$ :

$$
\langle f, g\rangle=\int_{a}^{b} f(t) g(t) d t
$$

I Let $f, g, h$ be functions in $V$. Then, using results from calculus;

$$
\begin{gathered}
\langle f+g, h\rangle=\int_{a}^{b}(f(t)+g(t)) h(t) d t=\int_{a}^{b} f(t) h(t) d t+\int_{a}^{b} g(t) h(t) d t=\langle f, h\rangle+\langle g, h\rangle \\
\quad(k f, g\rangle=\int_{a}^{b}(k f(t)) g(t) d t=k \int_{a}^{b} f(t) g(t) d t=k\langle f, g\rangle
\end{gathered}
$$

Thius $\left[R I P_{1}\right]$ is satisfied. Also $\langle f, g\rangle=\int_{a}^{b} f(t) g(t) d t=\int_{a}^{b} g(t) f(t) d t=\{g, f\rangle$ and so $\left\{R 1 P_{2}\right]$ is satisfied.
Finally, if $f \neq 0$, then $\langle f, f\rangle=\int_{0}^{\infty}(f(r))^{2} d t>0$. Thus $\left\{R \mid P_{3}\right\}$ is satisfied. Consequently. this product is
an inner product on $V$.
Problems 14.43-14.49 refer to the vector space $V$. of polynomiats with inner product defined by $\int_{0}^{1} f(t) g(t) d t$ and the pohnomiats $f(t)=t+2, \quad g(t)=3 t-2$, and $h(t)=t^{2}-2 t-3$.
14.43 Find $\langle f, g\rangle$.

1

$$
\langle f, g\rangle=\int_{0}^{1}(t+2)(3 t-2) d t=\int_{0}^{1}\left(3 t^{2}+4 t-4\right) d t=\left\{t^{3}+2 t^{2}-4 t\right\}_{0}^{\prime}=-1
$$

14.44 Find ( $f, h$ )
1

$$
\langle f, h\rangle=\int_{0}^{2}(t+2)\left(t^{2}-2 r-3\right) d t=\left[\frac{t^{4}}{4}-\frac{7 t^{2}}{2}-6 r\right]_{0}^{1}=-\frac{37}{4}
$$

14.45 Find ||f

1 $\langle f, f\rangle=\int_{0}^{1}(t+2)(t+2) d t=\frac{19}{3}$ and $\| f H=\sqrt{\langle f, f\rangle}=\sqrt{\frac{19}{3}}=\frac{1}{3} \sqrt{57}$.
Find $\| \frac{1}{1}$
1

$$
\langle g: g\rangle=\int_{0}^{1}(3 r-2)(3 t-2)=1 ; \text { hence }\|g\|=\sqrt{1}=1
$$

14.47 Normalize $f$.

1 Since $\|f\|=\frac{1}{57}$ :

$$
\hat{f}=\frac{1}{\|f\|} f=\frac{3}{\sqrt{57}}(l+2)
$$
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### 14.48 Normalize g.

- Note $g$ is already a unit vector since $\|g\|=1$; hence $\hat{g}=g=3 t-2$.
14.49 Find $d(f, g)$.

We have $f(t)-g(t)=-2 t+4$ Then

$$
\|f-\dot{g}\|^{2}=\langle f-g, f-g\rangle=\int_{0}^{1}(-2 t+4)(-2 t+4) d t=\int_{0}^{1}\left(4 t^{2}-16 t+16\right)=\left[\frac{4}{3} t^{3}-8 t^{2}+16 t\right]_{0}^{t}=\frac{28}{3}
$$

Hence $d(f, g)=\sqrt{\frac{28}{3}}=\frac{2}{3} \sqrt{21}$.

Problems 14.50-14.65 refer to the vector space $V$ of $m \times n \cdot$ matrices over $R$ and the inner product (,) on $V$ defined by $\langle A, B\rangle=\operatorname{tr}\left(B^{\boldsymbol{T}} A\right)$. where $t r$ stands for trace, the sum of the diagonal elements. In particular, Problems $14.50-14.52$ show that $\langle$,$\rangle does satisfy the three axioms of an inner product.$
14.50 Show that $\langle$,$\rangle satisfies [RIP P_{1}$ ].

- Using properties of the trace function, $\left\langle A_{1}+A_{2}, B\right\rangle=\operatorname{tr}\left[B^{T}\left(A_{1}+A_{2}\right)\right]=\operatorname{tr}\left[B^{T} A_{1}+B^{T} A_{2}\right]=$ $\operatorname{tr}\left(B^{T} A_{1}\right)+\operatorname{tr}\left(B^{T} A_{2}\right)=\left\langle A_{1}, B\right\rangle+\left\langle A_{2}, B\right\rangle$ and $\langle k A, B\rangle=\operatorname{tr}\left[B^{T}(k A)\right]=\operatorname{tr}\left[k\left(B^{T} A\right)\right]=k \operatorname{tr}\left(B^{T} A\right)=$ $k(A, B)$.
14.51. Show that $\langle$,$\rangle satisfies \left[\mathrm{RIP}_{2}\right]$.
- Using the fact that $\operatorname{tr}(M)=\operatorname{tr}\left(M^{T}\right)$, we have $\left.\langle A, B\rangle=\operatorname{tr}\left(B^{T} A\right)=\operatorname{tr}\left[\left(B^{T} A\right)^{T}\right]=\operatorname{tr}\left[A^{T} B^{T r}\right)\right]=$ $\operatorname{tr}\left(A^{T} B\right)=\langle B ; A)$.
14.52 Let $A=\left(a_{i j}\right)$. Show that $\quad(A, A)=\operatorname{tr}\left(A^{T} A\right)=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j}^{2}$, the sum of squares of all the elements of $A$. Thus (, ) satisfies [RIP ${ }_{3}$ ].
Let $A^{T}=\left(b_{i j}\right)$ and so $b_{i j}=a_{j i}$, and let $A^{T} A=\left(c_{i j}\right)$. Then

$$
c_{i i}=\sum_{j=1}^{n} b_{i j} a_{j i}=\sum_{j=1}^{n} a_{j i}^{2}
$$

and so

$$
\operatorname{tr}\left(A^{T} A\right)=\sum_{i=1}^{m} c_{i i}=\sum_{i=1}^{m} \sum_{i=1}^{n} a_{j i}^{2}=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j}^{2}
$$

14.53 Let. $A=\left[C_{1}, C_{2}, \ldots, C_{n}\right]$ and $B=\left[D_{1}, D_{2}, \ldots, D_{n}\right]$ here the $C_{i}$ and $D_{i}$ are, respectively, the columns of the matrices $A$ and $B$. Show that $\langle A, B\rangle=D_{3}^{T} C_{1}+D_{2}^{T} C_{2}+\cdots+D_{n}^{T} C_{n}$.
Let $B^{T} A=\left(c_{i j}\right)$. Then $c_{i i}=D_{i}^{T} C_{i}$ and so $(\dot{A}, B)=\operatorname{tr}\left(B^{T} A\right)=\dot{D}_{1}^{T} C_{1}+\cdots+D_{s}^{T} C_{n}$.

Problems 14.54-14.65 refer to the following matrices:

$$
A=\left(\begin{array}{lll}
9 & 8 & 7 \\
6 & 5 & 4
\end{array}\right) \quad B=\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6
\end{array}\right) \quad C=\left(\begin{array}{rrr}
3 & -5 & 2 \\
1 & 0 & -4
\end{array}\right)
$$

14.54 Find $\langle A, B\rangle$.
$\| \quad\langle A, B\rangle=(1,4)\binom{9}{6}+(2,5)\binom{8}{5}+(3,6)\binom{7}{4}=(9+24)+(16+25)+(21+24)=119$
14.55 Find $(A, C)$.

$$
\langle A, C\rangle=(27+6)+(-40+0)+(14-16)=-9
$$

14.56 Find $(B, C)$.

$$
\langle B, C\rangle=(3+4)+(-10+0)+(6-24)=-21
$$

14.57 Find $(A, B+C)$.

1 First find $B+C=\left(\begin{array}{rrr}4 & -3 & 5 \\ 5 & 5 & 2\end{array}\right)$. Then $\langle A, B+C\rangle=(36+30)+(-24+25)+(35+8)=110$.
Alternatively, $\langle A, B+C\rangle=\langle A, B\rangle+\langle A, C\rangle=119+(-9)=110$.
14.58 Find $\langle 2 A+3 B, 4 C\rangle$.
| $\langle 2 A+3 B, 4 C\rangle=8\langle A, C\rangle+12\langle B, C\rangle=8(-9)+12(-21)=-324$.
14.59 Find $\|A\|$.

1 First find $\langle A, A\rangle=\|A\|^{2}$. by squaring the components of $A$ and adding: $\langle A, A\rangle=9^{2}+8^{2}+7^{2}+$ $6^{2}+5^{2}+4^{2}=271$. Hence $\|A\|=\sqrt{271}$.
14.60 Find $\|B\|$.
\| $\langle B, B\rangle=\|B\|^{2}=1^{2}+2^{2}+3^{2}+4^{2}+5^{2}+6^{2}=91$ and so $\|B\|=\sqrt{91}$.
14.61 Normalize B.

1

$$
\hat{B}=\frac{1}{\|B\|} B=\frac{1}{\sqrt{91}} B=\left(\begin{array}{lll}
1 / \sqrt{91} & 2 / \sqrt{91} & 3 / \sqrt{91} \\
4 / \sqrt{91} & 5 / \sqrt{91} & 6 / \sqrt{91}
\end{array}\right)
$$

14.62 Find $\|C\|$ -
$\|\langle C, C\rangle=\| C \|^{2}=9+25+4+1+16=55$ and so $\|C\|=\sqrt{55}$.
14.63 Normalize $C$.

1. Divide each entry of $C$ by $\|C\|$ to get

$$
\hat{C}=\frac{1}{\|C\|} C=\left(\begin{array}{ccc}
3 / \sqrt{55} & -5 / \sqrt{55} & 2 N \sqrt{55} \\
1 / \sqrt{55} & 0 & -4 / \sqrt{55}
\end{array}\right)
$$

14.64 Find $d(A, B)$.

1 First find $A-B=\left(\begin{array}{rrr}8 & 6 & 4 \\ 2 & 0 & -2\end{array}\right)$. Then $\|A-B\|^{2}=64+36+16+4+0+4=124$. Thus $d(A, B)=\|A-B\|=\sqrt{124}=2 \sqrt{31}$.
14.65 Find d $(A, C)$.
$\therefore \quad$ A $\quad A-C=\left(\begin{array}{ccc}6 & 13 & 5 \\ 5 & 5 & 8\end{array}\right)$, so $\|A-C\|^{2}=36+169+25+25+25+64=344$. Hence $d(A, C)=\sqrt{344}=$
$2 \sqrt{86}$.

### 14.2 PROPERTIES OE INNER PRODUCTS AND NORMS

14.66 Show that an inner product (, $\rangle$ satisfies the foHowing nondegeneracy axiom:
[ND] $\langle u, v\rangle=0$ for every $v \in V$ if and only if $u=0$.
If $u=0$, then $\langle u, v\rangle=\langle 0, v\rangle=\langle 0 v, v\rangle=0\langle v, v\rangle=0$. On the other hand, if $u \neq 0$, then, for $v=u$, we have $\langle u, v\rangle=\langle u, u\rangle \neq 0$.
14.67 Show that $\left\langle a_{1} u_{1}+\cdots+a_{i} u_{r}, v\right\rangle=a_{1}\left\langle u_{1}, v\right\rangle+a_{2}\left\langle u_{2}, v\right\rangle+\cdots+a_{r}\left\langle u_{r}, v\right\rangle$.

1 The proof is by induction on $r$. By $\left\{R P_{i}\right\}$, the resuh holds for $r=1$. Suppose $r>1$. Then
$\left\langle a_{1} u_{1}+\cdots+a_{r} u_{r}, v\right\rangle=\left\langle a_{1} u_{1}+\cdots+a_{r-1} u_{r-1}, v\right\rangle+\left\langle a_{1} u_{r}, v\right\rangle=a_{2}\left\langle u_{1}, v\right\rangle+a_{2}\left(n_{2}, v\right\rangle+\cdots+a_{r-1}\left\langle u_{r-1}, v\right\rangle$
$+a_{r}\left(N_{r}=v\right)$.
14.68

Show that $\left(\sum_{i=1}^{\prime} a_{i} u_{i}, \sum_{i=1}^{n} b_{j} v_{j}\right)=\sum_{i=1}^{\infty} \sum_{i=1}^{n} a_{i} b_{i}\left(u_{i}, v_{j}\right)$
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I By Problem 14.7 and [RIP ${ }_{2}$ ],

$$
\begin{aligned}
\left\langle\sum_{i=1}^{r} a_{i} u_{i}, \sum_{i=1}^{s} b_{i} v_{i}\right\rangle & =\sum_{i=1}^{r} a_{i}\left\langle u_{i}, \sum_{i=1}^{s} b_{i} v_{i}\right\rangle=\sum_{i=1}^{r} a_{i}\left\langle\sum_{j=1}^{s} b_{i} v_{i}, u_{i}\right\rangle \\
& =\sum_{i=1}^{r} \sum_{j=1}^{s} a_{i} b_{j}\left(v_{i}, u_{i}\right\rangle=\sum_{i=1}^{r} \sum_{j=1}^{s} a_{i} b_{j}\left\langle u_{i}, v_{i}\right\rangle
\end{aligned}
$$

14.69- Show that $\|u+v\|^{2}=\|u\|^{2}+2(u, v)+\|v\|^{2}$.

I $\|u+v\|^{2}=\langle u+v, u+v\rangle=\langle u, u\rangle+\langle u, v\rangle+\langle v, u\rangle+\langle v, v\rangle=\langle u, u\rangle+\langle u, v\rangle+\langle u, v\rangle+\langle v, v\rangle=\|u\|^{2}$ $+2\langle u, v\rangle+\|v\|^{2}$.
14.70 Show that $\|u-v\|^{2}=\|u\|^{2}-2\langle u, v\rangle+\|v\|^{2}$.
$1\|u-v\|^{2}=\langle u-v, u-v\rangle=\langle u, u\rangle-\langle u, v\rangle-\langle v, u\rangle+\langle v, v\rangle=\langle u, u\rangle-\langle u, v\rangle-\langle u, v\rangle+\langle v, v\rangle=\|u\|^{2}$ $-2\langle u, v\rangle+\|v\|^{2}$.
14.71 Show that $\langle u+v, u-v\rangle=\|u\|^{2}-\|v\|^{2}$.

I $\langle u+v, u-v\rangle=\langle u, u\rangle-\langle u, v\rangle+\langle v, u\rangle-\langle v, v\rangle=\|u\|^{2}-\langle u, v\rangle+\langle u, v\rangle-\|v\|^{2}=\|u\|^{2}-\|v\|^{2}$.
14.72 Verify the Parallelogram Law: $\|u+v\|^{2}+\|u-v\|^{2}=2\|u\|+2\|v\|$. [See Fig. 14-2.]

I Add the equations in Problems 14.69 and 14.70 to get $\|u+v\|^{2}+\|u-v\|^{2}=2\|u\|^{2}+2\|v\|^{2}$.


Fig. 14-2
14.73 Verify the following polar form for $\langle u, v\rangle ;$ which shows that the inner product cain be obtained from the norm function): $\langle u, v\rangle=\frac{1}{\rho}\left(\|u+v\|^{2},\|u-v\|^{2}\right)$.

I Subtract the equation in Problem 14.70 from the equation in Problem 14.69 to get $\|u+v\|^{2}-\| u-$ $v \|^{2}=4\langle u, v\rangle$. Dividing by 4 gives us' the result.

Problems 14.74-14.80 refer to two inner products $f$ and $g$ on the same vector space $V$. [Here we use the functional notation $f(u, v)$ and $g(u, v)$ to denote the inner products of $u$ and $v$ under $f$ and $g$, respectively.]
14.74 Show that if $f$ and $g$ have equal associated norm functions, i.e., $\|v\|_{f}=\|v\|_{g}$ for every $v \in V$, then $f=g$.
1 Use the polar form of the inner product in Problem 14.73 to get $f(u, v)=\frac{1}{4}\left(\|u+v\|_{f}^{2}-\|u-\dot{v}\|_{f}^{2}\right)=$ $\frac{1}{4}\left(\|u+v\|_{s}^{2}-\|u-v\|_{\kappa}^{2}\right)=g(u, v)$. Thus $f=g$.

Problems 14.75-14.77 show that the sum $f+g$. defined by $(f+g)(u, v)=f(u, v)+g(u, v)$, is also an inner product on $V$.
14.75 Show that $f+g$ satisfies axiom $\left[\right.$ RIP $\left._{\mathbf{1}}\right]$.

- I

$$
\begin{aligned}
(f+g)\left(a u_{1}+b u_{2}, v\right) & =f\left(a u_{1}+b u_{2}, v\right)+g\left(a u_{1}+b u_{2}, v\right) \\
& =a f\left(u_{1}, v\right)+b f\left(u_{2}, v\right)+a g\left(u_{1}, v\right)+b g\left(u_{2}, v\right) \\
& \left.=a\left\{f\left(u_{1}, v\right)+g\left(u_{1}, v\right)\right]+b \mid f\left(u_{2}, v\right)+g\left(u_{2}, v\right)\right\} \\
& \left.=a\left\{(f+g)\left(u_{1}, v\right)\right\}+b \mid(f+g)\left(u_{2}, v\right)\right\}
\end{aligned}
$$

Thus $f+g$ satisties $\left\{\right.$ RIP $\left._{7}\right\}$
14.76 Show that $f+g$ satisfies axiom $\left[R I P_{2}\right.$ ].

I $(f+g)(u, v)=f(u, v)+g(u, v)=f(v, u)+g(v, u)=(f+g)(v, u)$. Thus $f+g$ satisfies [RIP $\left.P_{2}\right]$.
14.77 Show that $f+g$. satisfies axiom $\left[\mathrm{RIP}_{3}\right]$.

Suppose $u \neq 0$. Then $f(u, u)$ and $g(u, u)$ are both positive. Hence $(f+g)(u, u)=f(u, u)+g(u, u)$ is positive. Thus $f+g$ satisfies $\left[R\left[P_{3}\right]\right.$;

Problems $14.78-14.80$ show that the scalar multiple $k f$, defined by $(k f)(u, v)=k g(u, v)$, is also an inner product on $V$ when $k>0$.
14.78 Show that $k f$ satisfies $\left\{R I P_{i}\right\}$.

I $(k f)\left(a u_{1}+b u_{2}, v\right)=k\left[f\left(a u_{1}+b u_{2}, v\right)\right]=k\left[a f\left(u_{1}, v\right)+b f\left(u_{2}, v\right)\right]=a\left[k f\left(u_{1}, v\right)\right]+b\left[k f\left(u_{2}, v\right)\right]=a(k f)\left(u_{1}, v\right)$ $+b(k f)\left(u_{2}, v\right)$. Thus $f k$ satisfies [RIP, $]$ :
14.79 Show that $k f$ satisfies $\left\{\right.$ RIP $\left._{2}\right\}$ -

I $(k f)(u, v)=k f(u, v)=k f(v, u)=(k f)(u, v)$. Thus $k f$ satisfies [R[P $P_{2}$ ].
14.80 Show that $k f$ satisfies $\left\{R I P_{3}\right]$.

IIf $u \neq 0$, then $f(u t, u)$ is-positive. But $k$ is positive. Thus $(k f)(u, u)=k f(u, u)$ is also positive.
Thus $k f$ satisfies $\left[R \mid P_{\mathbf{n}}\right]$.

### 14.3 CAUCHY-SCHWARZ INEQUALITY AND APPLICATIONS

This section uses the following important theorem, proved in Problem 14.92.

Theorem 14.1 (Cauchy-Schwarz Inequalify): For any vectors $u, v \in V, \quad\langle u, v\rangle^{2} \leq\left\|u^{2}\right\|\|v\|^{2}-[$ or, equivalently, $\quad|\langle u, v\rangle| \leq\|u\|\|v\|\}$.
14.81 Let $x_{1}, x_{2} \ldots, x_{n}$ and $y_{1}, y_{2} \ldots, y_{n}$, be real numbers. Show that $\left(x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n}\right) \leq$
$\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)\left(y_{1}^{2}+\cdots+y_{n}^{2}\right)$.
I Let $u=\left(x_{i}\right)$ and $v=\left(y_{i}\right)$. be the corresponding vectors in $\mathbf{R}^{\prime \prime}$. By the Cauchy-Schwarz inequality $\langle u, v\rangle^{2} \leq\|u\|^{2} \cdot\|v\|^{2}$. This gives the desired inequality.
14.82 . Let $f$ and $g$ be any real continuous functions on a closed interval $D=\{a, b)$. Show that

$$
-\left(\int_{a}^{b} f(t) g(t) d t\right)^{2} \leq \int_{a}^{b} f^{2}(t) d t \int_{0}^{b} g^{2}(t) d t
$$

I Let $V$ be the vector space of continuous functions on $D$. By Problem. 14.42, the following is an inner product on $V .\langle f, g\rangle=\int_{a}^{b} f(t) g(1) d t$. Thus. by the Cauchy-Schwarz inequality, $(f, g\rangle^{2} \leq\|f\|^{2} \cdot\|g\|^{2}$. This. however. is our desired result.
14.83 Define the inner product space $V$ known as $l_{2}$-space (or Hibert space).

IV is the vector space of infinite sequences of real numbers ( $a_{1}, a_{2} \ldots$ ) satisfying $\sum_{i=1}^{2} a_{i}^{2}=a_{1}^{2}+a_{2}^{2}$ $+\cdots<\infty$. i.e.. the sum converges. Addition and scalar multiplication are defined componentwise:

$$
\begin{aligned}
\left(a_{i}, a_{2}, \ldots\right)+\left(b_{1}, b_{2}, \ldots\right) & =\left(a_{1}+b_{1}, a_{2}+b_{2}, \ldots\right) \\
k\left(a_{1}, a_{2}, \ldots\right) & =\left(k a_{1}, k a_{2}, \ldots\right)
\end{aligned}
$$

An inner product is defined in $V$ by $\left\{\left(a_{1}, a_{2} \ldots\right),\left(b_{1}, b_{2} \ldots\right)\right\}=a_{1} b_{1}+a_{2} b_{2}+\cdots$.
14.84 Show that the inner product in the above $I_{2}$-space is well-tefned i.e. show that the sum $a_{1} b_{1}+a_{2} b_{2}+\cdots$ converges absolutely.

Find $\cos \theta$ for the angle $\theta$ between $f(t)=2 t-1$ and $g(t)=t^{2}$ in the vector space $V$ of polynomials with inner product $(f, g)=\int_{0}^{1} f(t) g(t) d t$ ．

I Compute

Thus

$$
\begin{gathered}
\langle f, g\rangle=\int_{0}^{1}\left(2 t^{3}-t^{2}\right) d t=\left[\frac{t^{4}}{2}-\frac{t^{3}}{3}\right]_{0}^{1}=\frac{1}{2}-\frac{1}{3}=\frac{1}{6} \\
\|f\|^{2}=\langle f, f\rangle=\int_{0}^{1}\left(4 t^{2}-4 t+1\right) d t=\frac{1}{3} \\
\|g\|^{2}=\langle g, g\rangle=\int_{0}^{1} t^{4} d t=\frac{1}{5} \\
\cos \theta=\frac{\frac{1}{6}}{(1 / \sqrt{3})(1 / \sqrt{5})}=\frac{\sqrt{15}}{6}
\end{gathered}
$$

14．91 Find $\cos \theta$ for the angle $\theta$ between $A=\left(\begin{array}{rr}2 & 1 \\ 3 & -1\end{array}\right), B=\left(\begin{array}{rr}0 & -1 \\ 2 & 3\end{array}\right)$ in the vector space of $2 \times 2$ ，real matrices with inner product defined by $\langle A, B\rangle=\operatorname{tr}\left(B^{\top} A\right)$ ．［See Problems 14．50－14．53．］

C Compute $\langle A, B\rangle=(0+6)+\langle-1-3)=2, \quad\|A\|^{2}=4+1+9+1=15, \quad\|B\|^{2}=0+1+4+9=14$. Thus

$$
\cos \theta=\frac{2}{\sqrt{15} \sqrt{14}}=\frac{2}{\sqrt{210}}
$$

14.92 . Prove Theorem 14.1 (Cauchy-Schwarz): $\langle u, v\rangle^{2} \leq\|u\|^{2} \cdot\|v\|^{2}$.

1. For any real number $t, \quad\langle u+v, t u+v\rangle=t^{2}\langle u, u\rangle+2 t\langle u, v\rangle+\langle v, v\rangle=t^{2}\|u\|^{2}+2 t\langle u, v\rangle+\|v\|^{2}$. Let $a=\|u\|^{2}, \quad b=2(u, v)$, and $c=\|v\|^{2}$. Since $\|t u+v\|^{2} \geq 0$, we have $a t^{2}+b t+c \geq 0$ for every value of $t$. This means that the quadratic polynomial cannot have two real roots. This implies that $b^{2}-4 a c \leq$ 0 or $b^{2} \leq 4 a c$. Thus $4(u, v)^{2} \leqslant 4\|u\|^{2}\|v\|^{2}$. Dividing by 4 gives us our result.

Remark: The Cauchy-Schwarz inequality for complex inner product spaces appears in Problem 14.233.

Problems 14.93-14.95 show that the norm coming from an inner product does satisfy the three axioms of a norm. [See Section 14.10.]
14.93 Prove $\left[N_{1}\right]:\|v\| \geq \dot{0}_{\text {; }}$ and $\|v\|=0$. if and only if $v=0$.

1 If $v \neq 0$, then $\langle v, v\rangle>0$ and hence $\|v\|=\sqrt{\langle v, v\rangle}>0$. If $v=0$ then $\langle 0,0\rangle=0$ and so $\|$ O $\|=\sqrt{0}=0$.
14.94 Prove $\left[N_{2}\right]:\|k v\|=|k|\|v\|$.

I We have $\|k v\|^{2}=\langle k v, k v\rangle=k^{2}\langle v, v\rangle=k^{2}\|v\|^{2}$. Taking the square root of both sides gives [ $N_{2}$ ].
14.95 Prove $\left[N_{3}\right]: \quad\|u+v\| \leq\|u\|+\|v\|$.

1 Using the Cauchy-Schwarz inequality, we obtain $\|u+v\|^{2}=\langle u+v, u+v\rangle=\langle u ; u\rangle+\langle u, v\rangle+$ $\langle u, v\rangle+\langle v, v\rangle \leq\|u\|^{2}+2\|u\|\|v\|+\|v\|^{2}=(\|u\|+\|v\|)^{2}$. Taking the square root of both sides yields $\left[N_{3}\right]$.
14.96 Axiom [ $\mathrm{N}_{3}$ ] is frequently called the triangle inequality. Why?

1 If we view $u+v$ as the side of the iriangle formed with $u$ and $v$ [as pictured in Fig. 14-3], then [ $N_{3}$ ] states that the length of one side of a triangle is less than or equal to the sum of the lengths of the other two sides.


Fig. 14-3

### 14.4 ORTHOGONALITY, ORTHOGONAL COMPLEMENTS

14.97 Define orthogonality in an inner product space $V$.

IThe vectors $u_{;} v \in V$ afe said to be orthogonal or, equivatently, $u$ is said to be orthogonal to $v$. written $u \downarrow v$, if $\langle u, v\rangle=0$.
14.98 Show that the relation of orthogonality is symmetric, i.e, if ulv, then viu.

1 If $u i v$, then $\langle u, u\rangle=0$. Hence $\langle v, u\rangle=\langle u, v\rangle=0$ and so $v \& u$.
14.99. Show that $\quad Q \in V$ is orthogonal to every $v \in V$.

1 We have $\langle 0, v\rangle=\langle 0 v, v\rangle=0\langle v, v\rangle=0$; hence 0 is orthogomal to every $v \in Y$.
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14.100 Show that if $u$ is orthogonal to every $v \in V$ then $u=0$.
1 If $\langle u, v\rangle=0$ for every $v \in V$, then $\langle u, u\rangle=0$ and hence $u=0$.
Remark: Observe that Problems 14.99 and 14.100 are a restatement that an inner product satisfies the nondegeneracy axiom [ND] in Problem 14.66.
14.101 Suppose $u$ and $v$ are nonzero in $V$. Show that $u$ and $v$ are orthogonal if and only if they are "perpendicular," i.e., $\theta=\pi / 2$ (or $\theta=90^{\circ}$ ) where $\theta$ is the angle between $u$ and $v$.
We have $u$ and $v$ are orthogonal iff $\langle u, v\rangle=0$ iff $\cos \theta=0$ iff $0=\pi / 2$.
14.102 Show that if $u$ is orthogonal to $v$, then every scalar multiple of $u$ is also orthogonal to $v$.
I If $\langle u, v\rangle=0$ then $\langle k u, v\rangle=k\langle u, v\rangle=k \cdot 0=0$, as required.
14.103 Find a unit vector orthogonal to $v_{1}=(1,1,2)$ and $v_{2}=(0,1,3)$ in $R^{3}$.
【Let $w=(x, y, z)$. We want $0=\left\langle w, v_{1}\right\rangle=x+y+2 z$ and $0=\left\langle w, v_{2}\right\rangle=y+3 z$. Thus we obtain the homogeneous system $x+y+2 z=0, y+3 z=0$. Set $z=1$ - to find $y=-3$ and $x=1$; then $w=(1,-3,1)$. Normalize $w$ to obtain the required unit vector $w^{\prime}$ orthogonal to $v_{1}$ and $v_{2}: w^{\prime}=w /\left\|w^{\prime}\right\|=$ $(1 / \sqrt{11},-3 / \sqrt{11}, 1 / \sqrt{11})$.
14.104 Use cross products (Section 1.12) to find a unit vector orthogonal to $u=(1,2,3)$ and $v=(3,-1,4)$.
Find $w=u \times v$ from the array $\left(\begin{array}{rrr}1 & 2 & 3 \\ 3 & -1 & 4\end{array}\right)$ to get $w=(11,5,-7)$. Normalize $w$ to obtain the required unit vector $\hat{w}=w /\|w\|=(11 / \sqrt{195}, 5 / \sqrt{195},-7 / \sqrt{195})$.
Remark: W. emphasize that cross products only exist in $\mathbf{R}^{3}$ and hence cross products can only be used in $\mathbf{R}^{3}$ in problems involving orthogonality.
14.105 Suppose $W$ is a subset of $V$. Define the orthogonal complement of $W$, denoted by $W^{2}$ (read " $W$ perp").
I $W^{\perp}$ consists of those vectors in $V$ which are orthogonal to every $w \in W$; that is, $W^{\perp}=\{v \in$ $V:\langle u, w\rangle=0$ for every $w \in W\}$.
14.106 Show that $W^{1}$ is a subspace of $V$.
Clearly, $0 \in W^{\dot{2}}$. Now suppose $u, v \in W^{\perp}$. Then for any $a, b \in K$ and any $w \in W ;\langle a n+b v$, iw. $)$ $=a\langle u, w\rangle+b\langle v, w\rangle=a \cdot 0+b \cdot 0=0$. Thus $a u+b v \in W^{+}$and therefore $W$ is a subspace of $V$.
14.107 Let $u$ be a nonzero vector in $\mathbf{R}^{3}$. Give a geometrical description of $u^{2}$.
The subspace $u^{2}$ is the plane in $\mathbf{R}^{3}$ through the origin 0 and perpendicular to the vector $u$, as pictured in Fig. 14-4.

Fig. 14-4
14.108 Let $u=(1,3,-4)$ in $\mathbf{R}^{3}$. Find a basis for $u^{1}$.

I Note $u^{1}$ consists of all vectors $(x, y, z)$ such that $\langle(x, y, z),(1,3,-4)\rangle=0$ or $x+3 y-4 z=0$. The free variables are $y$ and $z$. Set $y=-1, z=0$ to obtain the solution $w_{1}=(3,-1,0)$ and set $y=0$, $z=1$ to obtain the solution $w_{2}=(4,0,1)$. The vectors $w_{1}$ and $w_{2}$ form a basis for the solution space of the equation and hence a basis for $u^{\perp}$ :
14.109 Let $W$ consist of the vectors $u=(1,2,3,-1,2)$ and $v=(2,4,7,2,-1)$ in $\mathbf{R}^{s}$. Find a basis of the orthogonal complement $W^{2}$ of $W$.
I. We seek all vectors $w=(x, y, z, s, l)$ such that

$$
\begin{aligned}
& \langle w, u\rangle=x+2 y+3 z-s+2 t=0 \\
& \langle w, v\rangle=2 x+4 y+7 z+2 s-t=0
\end{aligned}
$$

Eliminating $x$ from the second equation, we find the equivalent system

$$
\begin{array}{r}
x+2 y+3 z-s+2 t=0 \\
z+4 s-5 t=0
\end{array}
$$

The free variables are $y, s$, and $:$. Set $y=-1, s=0, i=0$ to obtain the solution $w_{i}=(2,-1,0,0,0)$. Set $y=0, s=1, t=0$ to find the solution $w_{2}=(13,0,-4,1,0)$. Set $y=0, s=0, t=1$ to obtain the solution $w_{3}=(-17,0,5,0,1)$. The set $\left\{w_{1}, w_{2}, w_{3}\right\}$ is a basis of $W^{+}$.
14.110 Consider $u=(0,1,-2,5)$ in $R^{4}$. Find a basis for the orthogonal complement $u^{+}$of $u$.
$I$ We seek all vectors $(x, y, z, t)$ in $\mathbf{R}^{4}$ such that $\langle(x, y, z, t),(0,1,-2,5)\rangle=0$ or $0 x+y-2 z+5 t=0$. The free variables are $x, z$, and $t$. Set $x=1, z=0, t=0$ to obtain the solution $w_{1}=(1,0,0,0)$. Set $x=0, z=1, t=0$ to obtain the solution $w_{2}=(0,2,1,0)$. Set $x=0, z=0, t=1$ to obtain the solution $w_{3}=(0,-5,0,1)$. The vectors $w_{1}, w_{2}, w_{3}$ form a basis of the solution space of the equation and hence a basis for $a^{1}$.
14.111 Consider a homogeneous system of linear equations over $R$ :

$$
\begin{aligned}
& a_{n 1} x_{1}+a_{12} x_{2}+\cdots+a_{11} x_{n}=0 \\
& a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=0 \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots+a_{m n} x_{n}=0
\end{aligned}
$$

or in matrix notation $A X=0$. Recall that the sofution space $W$ may be viewed as the kernel of the linear mapping $A$. Give another interpretation of $W$ using the notion of orthogonality.
1 Each solution vector $v=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is orthogonal to each row of $A$. Thus $W$ is the orthogonal complement of the row space of $A$.
14.112 Show that $0^{\perp}=V$.

1 Each $u \in V$ is orthogonal to 0 , hence $\sigma^{\mu}=V$.
14.113 Show that $V^{2}=0$.

1 Since $\langle 0, v\rangle=0$ for every. $v \in V, 0 \in V^{2}$. If $u \neq 0$, then $\langle u, u\rangle \neq \theta$; hence $u \notin V^{2}$, Thus $V^{2}=0$.
14.114 Suppose $W_{1} \subseteq W_{2}$. Show that $W_{2}^{1} \subseteq W_{1}^{1}$.

1 Let $w \in W_{2}^{1}$. Then $\langle w, v\rangle=0$ for every $v \in W_{2}$. Since $W_{1} \subseteq W_{2} .\langle(w, v\rangle=0$ for every $v \in$ $W_{1}$. Thus $w \in W_{7}^{2}$. and hence $W_{2}^{1} \subseteq W_{1}^{2}$ :
14.115 Show that $W^{4}=\operatorname{span}(W)^{2}$.

1 Since $W \subseteq \operatorname{span}(W)$, we have $\operatorname{span}(W)^{\perp} \subseteq W^{\text {. }}$. Suppose $u \in W^{J}$ and suppose $v \in \operatorname{span}(W)$. Then there exist $w_{1}, w_{2} \ldots \ldots, v_{k}$ in $W$ such that $v=a_{1} w_{1}+a_{2} w_{2}+\cdots+a_{k} w_{k}$. Then, using $u \in W^{N}$, we have $\langle u, v\rangle=\left\langle u_{1} a_{1} w_{1}+a_{2} w_{2}+\cdots+u_{k} w_{k}\right\rangle=a_{3}\left\{u_{1} w_{1}\right\}+a_{2}\left(w_{2} w_{2}\right\rangle+\cdots+a_{k}\left(u_{,} w_{k}\right\rangle=a_{i}-0+$ $a_{2} \cdot 0+\cdots+a_{k} \cdot \sigma=0$. Thus $u \in \operatorname{span}(W)^{2}$. Accordingly, $W^{i} \subseteq \operatorname{span}(W)^{-i}$. Both inchisions give $W^{2}=\operatorname{span}(W)^{2}$.
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14.116 Show that $w \subseteq W^{+i}$.

1 Let $w \in W$. Then $(w, v)=0$ for evcry $v \in W^{1}$; hence $w \in W^{11}$. Accordingly, $W \subseteq W^{14}$.
14.117 Suppose $W$ is a subspace of a finite-dimensional space $V$. Space that $W=W^{14}$.

1 By Theorem 14.11, $V=W \oplus W^{\perp}$ and, also, $V=W^{\perp} \oplus^{\dagger} W^{\perp \perp}$. Hence $\operatorname{dim} W=\operatorname{dim} V-\operatorname{dim} W^{\perp}$ and $\operatorname{dim} W^{11}=\operatorname{dim} V-\operatorname{dim} W^{\perp}$. This yields $\operatorname{dim} W=\operatorname{dim} W^{1 \perp}$. But $W \subset W^{\perp \perp}$ by the above; hence $W=$ $W^{12}$, as required.

### 14.5 ORTHOGONAL SETS AND BASES

The following definitions are used throughout the section.

Definitions: Consider a set $S=\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ of vectors in an inner product space $V$. $S$ is said to be orthogonal if each of its vectors are nonzero and if its vectors are mutually orthogonal, i.e., if $\left\langle u_{i}, u_{i}\right\rangle \neq 0$ but $\left\langle u_{i}, u_{j}\right\rangle=0$ for $i \neq j$. $S$ is said to be orthonomal if $S$ is orthogonal and if each of its vectors have unit length or, in other words, if

$$
\left\langle u_{i}, u_{j}\right\rangle=\delta_{i j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

Normalizing refers to the process of dividing each vector in an orthogonal set $S$ by its length so $S$ is transformed into an orthonormal set. An orthogonal (orthonormal) basis refers to a basis $S$ which is also orthogonal (orthonormal).
14.118 Show that the following set $S$ of vectors in $R^{4}$ is orthogonal: $S=\{u=(1,2,-3,4), v=(3,4,1,-2)$, $w=(3,-2,1,1)\}$.

$$
\text { I. } \quad \begin{aligned}
(u, v) & =3+8-3-8=0 \\
(u, w) & =3-4-3+4=0 \\
(v, w) & =9-8+1-2=0
\end{aligned}
$$

Each pair of vectors is orthogonal; hence $S$ is orthogonal.
14.119 Normalize the orthogonal set $S$ in Problem 14.118 to obtain an orthonormal set.

I Divide each vector in $S$ by its length. First find $\|u\|^{2}=1+4+9+16=30,\|v\|^{2}=9+16+1+4=30$, $\|w\|^{2}=9+4+1+1=15$. Then $\hat{u}=(1 / \sqrt{30}, 2 N \sqrt{30},-3 / \sqrt{30}, 4 / \sqrt{30}), \quad \hat{v}=(3 / \sqrt{30}, 4 / \sqrt{30}, 1 / \sqrt{30}$, $-2 / \sqrt{30}), \hat{w}=(3 / \sqrt{15},-2 / \sqrt{30}, 1 / \sqrt{15}, 1 / \sqrt{15})$ form the desiréd orthonormal set of vectors.
14.120 Consider the usual basis of Euclidean 3-space $R^{3}: \quad E=\left\{e_{1}=(1,0,0), e_{2}=(0,1,0), e_{3}=(0,0,1)\right\}$. Is $E$ orthogonal? Is $E$ orthonormal?
1 We have $\left\langle e_{1}, e_{2}\right\rangle=0,\left\langle e_{1}, e_{3}\right\rangle=0$, and $\left\langle e_{2}, e_{3}\right\rangle=0$. Thus $E$ is orthogonal Furthermore, $\left\langle e_{1}, e_{1}\right\rangle=1,\left\langle e_{2}, e_{2}\right\rangle=1$, and $\left\langle e_{3}, e_{3}\right\rangle=1$. Thus $E$ is an orthonormal basis of $\mathbf{R}^{3}$.

Remark: The above is true in general; i.e., the usuat basis of $R^{n}$ is orthonormal for every $n$.
14.121 Let $V$ be the vector space of real continuous functions on the interval $-\pi \leq t \leq \pi$ with inner product defined by $\langle f, g\rangle=\int_{-\pi}^{\pi} f(t) g(t) d t$. The fotlowing set $S$ of functions plays a fundamental role in the theory of Fourier series: $S=\{1, \sin t, \cos t, \sin 2 t, \cos 2 t, \ldots\}$. Is $S$ orthogonal? Is $S$ orthonormal? I. $S$ is orthogonal since, for any function $f, g \in S$, we have $\int_{-\infty}^{\pi} f(t) g(t) d t=0$. On the other hand, $S$ is not orthonormal since, for example, $\langle\cos t, \cos I\rangle=\int_{-\pi}^{\pi} \cos ^{2} t d t=\pi$.
14.122 Show that an orthogonal set $S$ of vectors is linearly independent.

Suppose $S=\left\{u_{1}, u_{2}, \ldots, u_{i}\right\}$ and suppose

$$
\begin{equation*}
a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{r} u_{r}=0 \tag{1}
\end{equation*}
$$

Taking the inner product of (1) with $u_{1}$ we get $0=\left\langle 0_{2} u_{1}\right\rangle=\left\langle a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{r} u_{r}, u_{1}\right\rangle=a_{1}\left\langle u_{3}, u_{1}\right\rangle+$ $a_{2}\left\langle u_{2}, u_{1}\right\rangle+\cdots+a_{r}\left\langle u_{r}, u_{1}\right)=a_{1}\left\langle u_{1}, u_{1}\right\rangle+a_{2} \cdot 0+\cdots+a_{r}-0=a_{1}\left\langle u_{1}, u_{1}\right\rangle$. Since $S$ is orthogonal, $\left\langle u_{1}, u_{1}\right\rangle \neq 0$; hence $a_{1}=0$. Similarly, for $i=2, \ldots, r$, taking the inner product of $(1)$ with $u_{i}, 0=$ $\left\langle 0, u_{i}\right\rangle=\left\langle a, u_{3}+\cdots+a_{i}, u_{r}, u_{i}\right\rangle=a_{1}\left\langle u_{1}, u_{i}\right\rangle+\cdots+a_{i}\left\langle u_{i}, u_{i}\right\rangle+\cdots+a_{r}\left\langle u_{r}, u_{i}\right\rangle=a_{i}\left\langle u_{i}, u_{i}\right\rangle$. But $\left\langle u_{i}, u_{i}\right\rangle \neq 0$ and hence $a_{i}=0$. Thus $S$ is linearly independent.

Problems 14.123-14.127 refer to the following set $S$ of vectors in $R^{3}: S=\left\{u_{1}=(1,2,1), u_{2}=(2,1,-4)\right.$, $\left.u_{3}=(3,-2,1)\right\}$.
14.123 Show that $S$ is orthogonal.
$u_{1} \cdot u_{2}=2+2-4=0, \quad u_{1} \cdot u_{3}=3-4+1=0, \quad u_{2} \cdot u_{3}=6-2-4=0$. Thus $S$ is orthogonal.
14.124 Is $S$ a basis of $R^{3}$ ?

I Since $S$ is orthogonal it is linearly independent, and any three linearly independent vectors form a basis for $R^{3}$.
14.125 Write $v=(4,1,18)$ as a linear combination of $u_{1}, u_{2}, u_{3}$.

Set $v$ as a finear combination of $u_{1}, u_{2}, u_{3}$ using unknowns $x, y, z$ as follows:

$$
\begin{equation*}
(4,1,18)=x(1,2,1)+y(2,1,-4)+z(3,-2,1) \tag{1}
\end{equation*}
$$

Method 1: Expand (1) obtaining the system

$$
x+2 y+3 z=4 \quad 2 x+y-2 z=1 \quad x-4 y+z=18
$$

Solve the system to obtain $x=4, y=-3, z=2$. Thus $v=4 u_{1}-3 u_{2}+2 u_{3}$.
Method 2: [This method uses the fact that the basis vectors are orthogonal, and the arithmetic is much simpler.] Take the inner product of (1) with $u$, to get $(4,1,18) \cdot(1,2,1)=x(1,2,1) \cdot(1,2,1)$ or $24=$ $6 x$ or $x=4$. [The two last terms drop out since $u_{1}$ is orthogonal to $u_{2}$ and to $u_{3}$.] Take the inner product of (1) with $u_{2}$ to get $(4,1,18) \cdot(2,1,-4)=y(2,1,-4) \cdot(2,1,-4)$ or $-63=21 \dot{y}$ or $y=-3$. Take the inner product of (1) with. $u_{3}$ to get $(4,1,18) \cdot(3,-2,1)=z(3,-2,1) \cdot(3,-2,1)$ or $28=14 z$ or $z=2$. Thus $v=4 u_{1}-3 u_{2}+2 u_{3}$.
14.126 Write $w=(3,4,5)$ as a linear combination of $u_{1}, u_{2}, u_{3}$.
i First form the equation

$$
\begin{equation*}
(3,4,5)=x(1,2,1)+y(2,1,-4)+z(3,-2,1) \tag{1}
\end{equation*}
$$

Take the inner product of (1) with-respect to $u_{1}$ to get $(3,4,5) \cdot(1,2,1)=x(1 ; 2,1) \cdot(1,2,1)$ or $16=6 x$ or $x=\frac{8}{3}$. Take the inner product of (1) with respect to $u_{2}$ to get $(3,4,5),(2,1,-4)=y(2,1,-4)$. $(2,1,-4)$ or $-10=21 y$ or $y=-\frac{10}{21}$. Take the inner product of (1) with respect to $u_{3}$ to get $(3,4,5)$. $(3,-2,1)=z(3,-2,1) \cdot(3 ;-2,1)$ or $6=14 z$ or $z=\frac{3}{7}$. Thus $w=\frac{8}{3} u_{1}-\frac{10}{21} u_{2}+\frac{3}{7} u_{3}$.
14.127 Normalize $S$ to obtain an orthonormal basis of $\mathrm{R}^{3}$.
$!$

$$
H u_{2}\left\|^{2}=1+4+1=6 \quad \quad\right\| u_{2} \|^{2}=4+1+16=21
$$

$$
\left\|u_{3}\right\|^{2}=9+4+1=14
$$

Thus $\hat{u}_{\mathrm{t}}=(1 / \sqrt{6}, 2 / \sqrt{6}, 1 / \sqrt{6}) ; \quad \hat{u}_{2}=(2 / \sqrt{21}, 1 / \sqrt{21},-4 / \sqrt{21}), \quad \hat{u}_{3}=(3 / \sqrt{14},-2 / \sqrt{14}, 1 / \sqrt{14})$ form the desired orthonormal basis of $\mathbf{R}^{3}$.

Theorem 14.2: Suppose $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ is an orthogonal basis for $V$. Then, for any $v \in V$,

$$
v=\frac{\left\langle u_{n}, u_{1}\right\rangle}{\left\langle u_{1}, u_{1}\right\rangle} u_{1}+\frac{\left\langle u_{,} u_{2}\right\rangle}{\left\langle u_{2}, u_{2}\right\rangle} u_{2}+\cdots+\frac{\left\langle v_{1} u_{n}\right\rangle}{\left\langle u_{n}, u_{n}\right\rangle} u_{n}
$$
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14.128 Prove Theorem 14.2.

I Suppose $v=k_{1} u_{1}+k_{2} u_{2}+\cdots+k_{n} u_{n}$. Taking the inner product of both sides with $u_{1}$ yields
$\left\langle v_{1}, u_{1}\right\rangle=\left\langle k_{1} u_{1}+k_{2} u_{2}+\cdots+k_{n} u_{n}, u_{8}\right\rangle=k_{1}\left\langle u_{1}, u_{1}\right\rangle+k_{2}\left\langle u_{2}, u_{1}\right\rangle+\cdots+k_{n}\left\langle u_{n}, u_{1}\right\rangle=k_{1}\left\langle u_{1}, u_{1}\right\rangle+k_{2}$.
$0+\cdots+k_{n} \cdot 0=k_{1}\left\langle u_{1}, u_{1}\right\rangle$. Thus. $k_{1}=\left\langle v, u_{1}\right\rangle /\left(u_{1}, u_{1}\right)$. Similarly, for $i=2, \ldots, n,\left\langle v, u_{i}\right\rangle=$
$\left\langle k_{1} u_{1}+k_{2} u_{2}+\cdots+k_{n} u_{n}, u_{i}\right\rangle=k_{1}\left\langle u_{1}, u_{i}\right\rangle+k_{2}\left\langle u_{2}, u_{i}\right\rangle+\cdots+k_{n}\left\langle u_{n}, u_{i}\right\rangle=k_{1} \cdot 0+\cdots+k_{i}\left\langle u_{i}, u_{i}\right\rangle$
$+\cdots+k_{n} \cdot 0=k_{i}\left(u_{i}, u_{i}\right)$. Thus $k_{i}=\left\langle v, u_{i}\right\rangle /\left\langle u_{i}, u_{i}\right\rangle$. Substituting for $k_{i}$ in the equation $u=k_{1} u_{i}$ $+\cdots+k_{n} u_{n}$, we obtain the desired result.

Remark: The above scalar

$$
k_{i}=\frac{\left\langle v, u_{i}\right\rangle}{\left\langle u_{i}, u_{i}\right\rangle}=\frac{\left\langle v, u_{i}\right\rangle}{\left\|u_{i}\right\|^{2}}
$$

is called the component of $v$ along $u_{i}$ or the Fourier coefficient of $v$ with respect to $u_{i}$.

Problems 14.129-14.132 refer to the following set $S$ of vectors in $\mathbf{R}^{2}: S=\left(u_{1}=(1,1,0,-1), \quad u_{2}=\right.$ $\left.(1,2,1,3), u_{3}=(1,1,-9,2), \quad u_{4}=(16,-13,1,3)\right\}$.
14.129 Show that $S$ is orthogonal.
1

$$
\begin{aligned}
& u_{1} \cdot u_{2}=1+2+0-3=0 \\
& u_{2} \cdot u_{3}=1+2-9+6=0 .
\end{aligned}
$$

$$
u_{1} \cdot u_{3}=1+1+0-2=0
$$

$$
\begin{array}{r}
u_{1} \cdot u_{4}=16-13+0-3=0 \\
-u_{3} \cdot u_{4}=16-13-9+6=0
\end{array}
$$

Thus $S$ is orthogonal.
14.130

Is $S$ a basis of $R^{+}$?
I Yes, since. $S$ is orthogonal it is linearly independent, and any four linearly independent vectors form a basis of $R^{\star}$.
14.131 Find the coordinates of an arbitrary vector $v=(a, b, c, d)$ in $R^{2}$ relative to the basis $S$.

I Since $S$ is orthogonal, we need only find the Fourier coefficients of $v$ with respect to the basis vectors as in Theorem 14.2. Thus.

$$
\begin{aligned}
& k_{1}=\frac{\left\langle v_{1} u_{1}\right\rangle}{\left\langle u_{1}, u_{1}\right\rangle}=\frac{a+b-d}{3} \\
& k_{2}=\frac{\left\langle v, u_{2}\right\rangle}{\left\langle u_{2}, u_{2}\right\rangle}=\frac{a+2 b+c+3 d}{15} \\
& k_{3}=\frac{\left\langle v, u_{3}\right\rangle}{\left\langle u_{3}, u_{3}\right\rangle}=\frac{a+b-9 c+2 d}{87} \\
& k_{4}=\frac{\left\langle v, u_{4}\right\rangle}{\left\langle u_{4}, u_{4}\right\rangle}=\frac{16 a-13 b+c+3 d}{435}
\end{aligned}
$$

are the coordinates of $v$ with respect to the basis $S$.
14.132 Normalize $S$ to obtain an orthonormal basis of $R^{4}$.

I We have $\left\|u_{1}\right\|^{2}=3$. $\left\|u_{3}\right\|^{2}=15, \quad\left\|u_{3}\right\|^{2}=87$, and $\left\|u_{3}\right\|^{2}=435$. Thus $u_{1}=(1 / \sqrt{3}, 1 / \sqrt{3}, 0$,
$-1 / \sqrt{3}), \quad \dot{u}_{2}=(1 / \sqrt{15}, 2 / \sqrt{15}, 1 / \sqrt{15}, 3 / \sqrt{15}), \quad \hat{u}_{3}=(1 / \sqrt{87}, 1 / \sqrt{87},-9 / \sqrt{87}, 2 / \sqrt{87}), \quad \dot{u}_{4}=(16 / \sqrt{435}$,
$-13 / \sqrt{435}, 1 / \sqrt{435}, 3 / \sqrt{435}$ ) is the desired orthonormal basis of $\mathbf{R}^{4}$.
14.133 Let $u=(1.1 .1 .1)$ be a vector in $\mathbf{R}^{4}$. Find an orthogonal basis of $u^{2}$.

1. Note that " $\|^{1}$ is the solution space of the linear equation

$$
\begin{equation*}
x+y+z+t=0 \tag{1}
\end{equation*}
$$

Find a nonzero solution $v_{1}$ of (1); say, $v_{1}=(0,0,1,-1)$. We want our second basis vector $v_{2}$ to be a solution to ( $l$ ) and also orthogonal to $v_{1}$, i.e., to be a solution of the system

$$
\begin{equation*}
x+y+z+1=0 \quad z-t=0 \tag{2}
\end{equation*}
$$

$\div \quad$ Find a nonzero solution $v_{2}$ of $(2)$, say, $v_{2}=(0,2,-1,-1)$. We want our third basis vector to be a solution of (1) and also orihogonal to $v_{1}$ and $v_{2}$, i.e., to be a solution of the system

$$
\begin{equation*}
x+y+z+t=0 \quad 2 y-z-t=0 \quad z-t=0 \tag{3}
\end{equation*}
$$

Find a nonzero solution of $(3)$, say $v_{3}=(-1,1,1,1)$. Fhen $\left\{v_{1}, v_{2}, v_{3}\right\}$ is an orthogonal basis of $u^{1}$.
[Remark: Observe that we chose the intermediate solutions $v_{1}$ and $v_{2}$ in such a way that each new system is already in echeton form. This makes the calculations simpler.)
14.134 Find an orthonormal basis of the orthogonal complement $u^{\perp}$ of the vector $u=(1,1,1,1)$ in $\mathbf{R}^{\perp}$.

- Normalize the orthogonal basis of $u^{2}$ obtained above.

$$
\left\|v_{1}\right\|^{2}=0+0+1+1=2 \quad\left\|v_{2}\right\|^{2}=0+4+1+1=6 \quad . \quad\left\|v_{3}\right\|^{2}=9+1+1+1=12
$$

Thus the following is an orthonormal basis for $u^{\perp}$.

$$
v_{1}=(0,0,1 / \sqrt{2},-1 / \sqrt{2}) \quad v_{2}=(0,2 / \sqrt{6},-1 / \sqrt{6},-1 / \sqrt{6}) \quad v_{3}=(-3 / \sqrt{12}, 1 / \sqrt{12}, 1 / \sqrt{12}, 1 / \sqrt{12})
$$

-14.135 Let $w=(1,2,3)$ be a vector in Euclidean space $\mathbf{R}^{3}$. Find an orthogonal basis for $w^{1}$.

- Find a nonzero solution of $x+2 y+3 z=0$, say $v_{1}=(1,1,-1)$. Now find a nonzero solution to. the system $x+2 y+3 z=0, x+y-z=0$ to obtain $v_{2}=(5,-4,1)$. [Aiternatively, $v_{2}$ can be obtained by taking the cross product $w \times v_{i}^{-}$. Then $\left\{v_{1}, v_{2}\right\}$ is an orthogonal basis for $w^{1}$.
14.136 Find an orthonormal basis for $w^{2}$ where $w=(1,2,3)$.

1 Normalize the orthogonal basis obtained above: $\left\|v_{1}\right\|^{2}=1+1+1=3, \quad\left\|v_{z}\right\|^{2}=25+16+1=42$. Thus $\hat{v}_{1}=(1 / \sqrt{3}, 1 / \sqrt{3},-1 / \sqrt{3})$ and $v_{2}=(5 / \sqrt{42},-4 / \sqrt{42}, 1 / \sqrt{42})$ form an orthonormal basis of $w .$.

Theorem 14.3 (Generalized Phyrhagorean Theorem): Suppose $\left\{u_{1}, u_{2}, \ldots, u,\right\}$ is an orthogonal set of vectors. Then $\left\|u_{1}+u_{2}+\cdots+u_{r}\right\|^{2}=\left\|u_{1}\right\|^{2}+\left\|u_{2}\right\|^{2}+\cdots+\left\|u_{1}\right\|^{2}$.
14.137- Prove Theorem 14.3.

1 We have $\left\|u_{1}+u_{2}+\cdots+u_{r}\right\|^{2}=\left\langle u_{1}+u_{2}+\cdots+u_{r}, u_{1}+u_{2}+\cdots+u_{r}\right\rangle=\left\langle u_{1}, u_{2}\right\rangle+\left\langle u_{2}, u_{3}\right\rangle+\cdots+$ $\left\langle u_{r}, u_{r}\right\rangle+\sum_{i r j}\left\langle u_{i} ; u_{j}\right\rangle$. The theorem follows from the fact that $\left\langle u_{i}, u_{i}\right\rangle=\left\|u_{i}\right\| \|^{2}$ and $\left(u_{i}, u_{j}\right)=0$ for $i \neq j$.
14.138 Verify the Pythagorean Theorem for the following orthogonal set in $\mathbf{R}^{2}$ [see Problem 14.118\}: $\{u=$ $(1,2,-3,4), v=\{3 ; 4,1,-2), w=(3,-2,1,1)\}$.
$\int$ We have $u+v+w=(7,4,-1,3)$ and $\|u+v+w\|^{2}=49+16+j+9=75$. By Problem 14.119, $\|u\|^{2}=30,\|v\|^{2}=30$, and $\|w\|^{2}=15$. Thus $\|u\|^{2}+\|v\|^{2}+\|w\|^{2}=30+30+15=75=\|u+v+w\|^{2}$.

Problems 14.139-14.143 refer to the vector space $V=R^{2}$ with inner product defined as follows [see Problem 14.18): $\langle u, v\rangle=x_{1} y_{1}-x_{2} y_{2}-x_{2} y_{1}+3 x_{2} y_{2}$, where $u=\left(x_{1}, x_{2}\right) ; \quad v=\left(y_{1}, y_{2}\right)$.
14.139- Is $E=\{(1,0),(0,1)\}$ a basis of $V$ ?
$\int$ Yes, the question of a basis of $V$ is not affected by the inner product af $V$.
14.140 is $E$ an orthogonal or orthonormal basis of $V$ ?

$$
\int \therefore \quad\{(1,0) ;(0,1)\}=0-1+0+0=-1
$$

Thus $E$ is not ani ofthogonat basis of $V$, and so $E$ is not an orthonomal basis of $V$.

I Since $\operatorname{dim} V=2$, we need only find a nonzero vector $u_{2}=(x, y)$ such that $\left\langle u_{1}, u_{2}\right\rangle=0$. We have $\langle(1,2),(x, y)\rangle=x-y-2 x+6 y=-x+5 y=0$. A nonzero solution to the equation is $x=5, y=1$. Thus $S=\left\{u_{1}=(1,2), u_{2}=(5,1)\right\}$ is an orthogonal basis of $V$.
14.142 Find an orthonormal basis of $v$.

Normalize the above orthogonal basis of $V$.

$$
\left\|u_{1}\right\|^{2}=1-2-2+12=9 \quad\left\|u_{2}\right\|^{2}=25-5-5+3=18
$$

Thus $\hat{u}_{1}=\left(\frac{1}{3}, \frac{2}{3}\right)$ and $\hat{u}_{2}=(5 / \sqrt{18}, 1 / \sqrt{18})$ form an orthonormal basis of $V$.
4.143 Verify the Phytagorean Theorem for $u_{1}$ and $u_{2}$.

I We have $u_{1}+u_{2}=(1,2)+(5,1)=(6,3)$ and $\left\|u_{1}+u_{2}\right\|^{2}=\langle(6,3),(6,3)\rangle=36-18-18+27=27$. Thus $\left\|u_{1}\right\|^{2}+\left\|u_{2}\right\|^{2}=9+18=27=\left\|u_{1}+u_{2}\right\|^{2}$.
14.144 Show that if $\left\{u_{1}, u_{2}, \ldots, u_{r}\right\}$ is orthogonal, then $\left\{a_{1} u_{1}, a_{2} u_{2}, \ldots, a_{r} u_{r}\right\}$ is orthogonal for any choice of nonzero scalars $a_{1}, \ldots, a_{r}$ in $\mathbf{R}$.
\Since $u_{i} \neq 0$ and $a_{i} \neq 0$, we have $a_{i} u_{i} \neq 0$. Also, for $i \neq j,\left\langle u_{i}, u_{j}\right\rangle=0$ and hence $\left\langle a_{i} u_{i}, a_{j} \mu_{j}\right\rangle=a_{i} a_{j}\left(u_{i}, u_{j}\right\rangle=a_{i} a_{i} \cdot 0=0$. Thus $\left\{a_{i} u_{i}\right\}$ is orthogonal.

Problems 14.145-14.148 refer to an orthonormal basis $E=\left\{e_{1}, \ldots, e_{n}\right\}$ of an inner product space $V$.
14.145 Show that for any $u \in \dot{V}$, we have $u=\left\langle u, e_{1}\right\rangle e_{1}+\left\langle u, e_{2}\right\rangle e_{2}+\cdots+\left\langle u, e_{n}\right\rangle e_{n}$. [Compare with Theorem 14.2.]

1 Suppose $u=k_{1} e_{1}+k_{2} e_{2}+\cdots+k_{2} e_{n}$. Taking the inner producl of $u$ with $e_{1}, \quad\left\langle u, e_{1}\right\rangle=\left\langle k_{1} e_{1}+k_{2} e_{2}\right.$ $\left.+\cdots+k_{n} e_{n}, e_{1}\right\rangle=k_{1}\left\langle e_{1}, e_{1}\right\rangle+k_{2}\left(e_{2}, e_{1}\right\}+\cdots+k_{n}\left\langle e_{n}, e_{1}\right\rangle=k_{1} \cdot 1+k_{2} \cdot 0+\cdots+k_{n} \cdot 0=k_{1}$. Similarly, for $i=2, \ldots, n, \quad\left(u, e_{i}\right\rangle=\left\langle k_{1} e_{1}+\cdots+k_{i} e_{i}+\cdots+k_{n} e_{n}, e_{i}\right\rangle=k_{1}\left\langle e_{1}, e_{i}\right\rangle+\cdots+k_{i}\left\langle e_{i}, e_{i}\right\rangle+\cdots+$ $k_{n}\left\langle e_{n}, e_{i}\right\rangle=k_{1} \cdot 0+\cdots+k_{i} \cdot 1+\cdots+k_{n} \cdot 0=k_{i}$. Substituting $\left\langle u, e_{i}\right\rangle$ for $k_{i}$ in the equation $u=k_{1} e_{2}+\cdots+k_{n} e_{n}$, we obtain the desired result.
14.146 Show that $\left\langle a_{1} e_{1}+\cdots+\dot{a}_{n} e_{n}, b_{1} e_{1}+\cdots+b_{n} e_{n}\right\rangle=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}$.
\| We have

$$
\left\langle\sum_{i=1}^{n} a_{i} e_{i}, \sum_{j=1}^{n} b_{j} e_{j}\right\rangle=\sum_{i, j=1}^{n} a_{j} b_{i}\left\langle e_{i} ; e_{j}\right\rangle=\sum_{i=1}^{n} a_{i} b_{i}\left\langle e_{i}, e_{i}\right\rangle+\sum_{i \times j} a_{i} b_{j}\left\langle e_{i}, e_{j}\right\rangle
$$

But $\left\langle e_{i}, e_{j}\right\rangle=0$ for $i \neq j$, and $\left\langle e_{i}, e_{j}\right\rangle=1$ for $i=j$; hence, as required,

$$
\left\langle\sum_{i=1}^{n} a_{i} e_{i}, \sum_{j=1}^{n} b_{i} e_{j}\right\rangle=\sum_{i=1}^{n} a_{i} b_{i}=a_{i} b_{1}+a_{2} b_{2}+\cdots+a_{i i} b_{n}
$$

14.147 Show that, for any $u, v \in V,\langle u, v\rangle=\left\langle u, e_{1}\right\rangle\left\langle v, e_{1}\right\rangle+\cdots+\left\langle u, e_{n}\right\rangle\left\langle v, e_{n}\right\rangle$.
$\int$ By Problem 14.145, $u=\left\langle u, e_{1}\right\rangle e_{1}+\cdots+\left\langle u, e_{n}\right\rangle e_{n}$ and $v=\left\langle v, e_{1}\right\rangle e_{1}+\cdots+\left\langle v, e_{n}\right\rangle e_{n}$. Thus, by Problem 14.146, $\langle u, v\rangle=\left\langle u, e_{1}\right\rangle\left\langle v, e_{1}\right\rangle+\left\langle u_{,} e_{2}\right\rangle\left\langle v, e_{2}\right\rangle+\cdots+\left\langle u_{i} e_{n}\right\rangle\left\langle v, e_{n}\right\rangle$.
14.148 Suppose $T: V \rightarrow V$ is linear and suppose $A$ is the matrix representing $T$ in the given basis $\left\{e_{i}\right\}$. Show that $\left\langle T\left(e_{j}\right), e_{i}\right\rangle$ is the ij entry of $A$.
\| By Problem 14.145,

$$
\begin{aligned}
& T\left(e_{1}\right)=\left\langle T\left(e_{1}\right) \cdot e_{1}\right\rangle e_{1}+\left\langle T\left(e_{1}\right) \cdot e_{2}\right\rangle e_{2}+\cdots+\left\langle T\left(e_{1}\right), e_{n}\right\rangle e_{n} \\
& T\left(e_{2}\right)=\left\langle T\left(e_{2}\right) \cdot e_{1}\right\rangle e_{1}+\left\langle T\left(e_{2}\right) \cdot e_{2}\right\rangle e_{2}+\cdots+\left\langle T\left(e_{2}\right) e_{n}\right\rangle e_{n} \\
& \cdots T\left(e_{n}\right)=\left\langle T\left(e_{n}\right) \cdot e_{1}\right\rangle e_{1}+\left\langle T\left(e_{n}\right) \cdot e_{2}\right\rangle e_{2}+\cdots+\left(T\left(e_{n}\right) \cdot e_{n}\right\rangle e_{n}
\end{aligned}
$$

The matrix $A$ representing $T$ in the basis $\left\{e_{i}\right\}$ is the transpose of the abuve matrix of coefficients; hence the学 ij entry of $A$ is $\left\langle T\left(e_{j}\right) ; e_{j}\right\rangle$.

Problems 14.149-14.154 refer to the vector space $V$ of real $2 \times 2$ matrices with inner product defined by $\langle A, B\rangle=\operatorname{tr}\left(B^{T} A\right)$.

Show that the following usual basis $S$ of $V$ is orthogonal:

$$
S=\left\{E_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), E_{2}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), E_{3}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), E_{4}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\right\}
$$

We have $\left\langle E_{3}, E_{2}\right\rangle=\operatorname{tr}\left(E_{2}^{T} E_{1}\right)=t\left[\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right]=\operatorname{tr}\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)=0+0=0$. Similarly, $\left\langle E_{j}, E_{j}\right\rangle=$ $\operatorname{tr}\left(E_{i}^{T} E_{j}\right)=0$ for $i \neq j$. Thus $S$ is orthogonal.

1450
Show that $S$ is, in fact, orthonormal.
We have $\left\langle E_{1}, E_{1}\right\rangle=\operatorname{tr}\left(E_{1}^{T} E_{1}\right)=\operatorname{rr}\left[\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right]=\operatorname{rr}\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)=1+0=1, \quad\left\langle E_{2}, E_{2}\right\rangle=\operatorname{tr}\left(E_{2}^{T} E_{2}\right)=$ $\left[\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right]=\operatorname{tr}\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)=0+1=1$. Similarly, $\left\langle E_{3}, E_{3}\right\rangle=1$ and $\left\langle E_{3}, E_{4}\right\rangle_{-}=1$. Thus $S$ is orthanormal.

Let $W$ be the subspace of $V$ consisting of the diagonal matrices. Find an orthogonal basis of $W^{\text {J. }}$, the orthogonal complement of $W$ :
$W$ is spanned by the matrices $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ and $\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$ which are part of the above usual basis $S$ of $V$. Thus the other matrices $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ and $\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$ in $S$ form an ortiogonal basis for $W^{ \pm}$

Find an orthonormal basis of $W^{\perp}$.

- Since $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ and $\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$ are already unit vectors, they form an orthonormal basis of $w^{\perp}$.

Let $U$ be the subspace of $V$ consisting of the symmetric matrices. Find an orthogonal basis for $\boldsymbol{U}^{2}$. $U$ is spanned by the matrices $\bar{A}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right), \quad B=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right), \quad C=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right) \quad U^{2}$ consists of all matrices $M=\left(\begin{array}{ll}x & y \\ z & i\end{array}\right)$ orthogonal to $A, B$, and $C$. Thus

$$
\begin{aligned}
& \langle M, A\rangle=\operatorname{tr}\left[\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
x & y \\
z & t
\end{array}\right)\right]=\operatorname{tr}\left(\begin{array}{ll}
x & y \\
0 & 0
\end{array}\right)=x=0 \\
& \langle M, B\rangle=\operatorname{tr}\left[\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
x & y \\
z & t
\end{array}\right)\right]=\operatorname{tr}\left(\begin{array}{ll}
z & 1 \\
x & y
\end{array}\right)=y+z=0 \\
& \langle M, C\rangle=\operatorname{tr}\left[\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
x & y \\
z & t
\end{array}\right)\right]=\operatorname{tr}\left(\begin{array}{ll}
0 & 0 \\
z & 1
\end{array}\right)=t=0
\end{aligned}
$$

The sysiem $x=0, y+z=0, z=0$ has only one free variable which is $z$. Thus $x=0, y=1, z=$ $-1, t=0$ is a basis for the solution space of the system. Accordingly, $M=\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$ forms a basis for $\boldsymbol{U}^{\perp}$. In particular it is an orthogonai basis for $U^{\perp}$.

Find an orthonormal basis for $U^{2}$.

- Simply normalize $M$. We have $\langle M, M\rangle=1+1=2$. Thus $\dot{M}=\left(\begin{array}{cc}0 & 1 / \sqrt{2} \\ -1 / \sqrt{2} & 0\end{array}\right)$ forms an orthonormar basis of $\boldsymbol{\theta}^{2}$.


## ORTHOGONAL MATRICES

Recall \{Section 4.13\}, that a reat matrix $P$ is said to be orthogonal if $P$ is invertible and if $P^{\prime}=P^{-1}$.
i.e., if $P P^{T}=P^{T} P=1$. This section further investigates these matrices. Furthermore, since our vectors in
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$\mathbf{R}^{n}$ may be muitiplied by matrices, we assume that such vectors are column vectors unless otherwise stated or inplied. Thus, for vectors $u, v \in \mathbf{R}^{n},\langle u, v\rangle=u^{\top} v$ with respect to the usual inner product on $\mathbf{R}^{n}$.

Theorem 14.4: Let $P$ be a real $n$-square matrix. Then the following three properties are equivalent: -
(i) $P$ is orthogonal, i.e., $P^{T} \equiv P^{-1}$.
(ii) The rows of $P$ form an orthonormal set of vectors.
(iii) The columss of $P$ form an orthonormal set of vectors.
14.155 Discuss the validity of Theorem 14.4 [See Theorem 4.9].
\| This theorem [proved in Problems 4.235-4.236] is true only with respect to the usual inner product on $\mathbf{R}_{n}$. It is not true if $\mathbf{R}^{\boldsymbol{\prime}}$ is given any other inner product.
14.156 Show that $\left(\begin{array}{cc}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right)$ is orthogonal for any real number $\theta$.

I We have $(\cos \theta,-\sin \theta) \cdot(\sin \theta, \cos \theta)=\sin \theta \cos \theta-\sin \theta \cos \theta=0$ and so the rows are orthogonal. Also $\|(\cos \theta,-\sin \theta)\|^{2}=\cos ^{2} \theta+\sin ^{2} \theta=1, \quad\|(\sin \theta, \cos \theta)\|^{2}=\sin ^{2} \theta+\cos ^{2} \theta=1$ and so the rows are unit vectors. Thus the matrix is orthogonal.

Remark: Actually, we have the following stronger result proved in Problems 4.241-4.242:

Theorem 14.5: Any $2 \times 2$ orthogonal matrix $P$ has the form

$$
\left(\begin{array}{rr}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right) \text { or }\left(\begin{array}{rr}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{array}\right)
$$

for some real number $\theta$.
14.157 Find an orthogonal matrix $P$ with first row ( $1 / \sqrt{10}, 3 / \sqrt{10}$ ).

1 By Theorem 14.5, $P=\left(\begin{array}{rr}1 / \sqrt{10} & 3 / \sqrt{10} \\ -3 / \sqrt{10} & 1 / \sqrt{10}\end{array}\right)$ or $\left(\begin{array}{ll}1 / \sqrt{10} & 3 / \sqrt{10} \\ 3 / \sqrt{10} & -1 / \sqrt{10}\end{array}\right)$.
14.158 Find an orthogonal matrix $P$ whose first row is $u_{1}=\left(\frac{1}{3}, \frac{2}{3}, \frac{\pi}{3}\right)$.
\| First find a nonzero vector. $w_{2}=(x, y, z)$ which is orthogonal to $u_{1}$, or, equivalently, to $w_{1}=3 u_{1}=$ $(1,2,2)$. We have:

$$
\left\langle w_{1}, w_{2}\right\rangle=(1,2,2) \cdot(x, y, z)=0 \quad \text { or } \quad x+2 y+2 z=0
$$

One such solution is $w_{2}=(0,1,-1)$. Next find a nonzero vector $w_{3}=(x, y, z)$ which is orthogonal to both $w_{1}$ and $w_{2}$. We have

$$
\begin{aligned}
& \left\langle w_{1}, w_{3}\right\rangle=(1,2,2) \cdot(x, y, z)=x+2 y+2 z=0 \\
& \left\langle w_{2}, w_{3}\right\rangle=(0,1,-1) \cdot(x, y, z)=y-z=0
\end{aligned}
$$

Set $z=-1$ and find the solution $w_{3}=(4,-1,-1)$. Normalize $w_{2}$ and $w_{3}$ to obtain, respectively,

$$
u_{2}=(0,1 / \sqrt{2},-1 / \sqrt{2}) \quad \text { and } \quad u_{3}=(4 / \sqrt{18},-1 / \sqrt{18},-1 / \sqrt{18})
$$

Thus

$$
P=\left(\begin{array}{ccc}
\frac{1}{3} & \frac{2}{3} & \frac{2}{3} \\
0 & 1 / \sqrt{2} & -1 / \sqrt{3} \\
4 / 3 \sqrt{2} & -1 / 3 \sqrt{2} & -1 / 3 \sqrt{2}
\end{array}\right)
$$

We emphasize that the above matrix $P$ is not unique.
Problems 14.159-14.164 refer to the matrix $A=\left(\begin{array}{rrr}1 & 1 & -1 \\ 1 & 3 & 4 \\ 7 & -5 & 2\end{array}\right)$.
14.159 Are the rows of $A$ orthogonal?

- Yes, since

$$
\begin{array}{r}
(1,1,-1) \cdot(1,3,4)=1+3-4=0 \\
(1,1,-1) \cdot(7,-5,2)=7-5-2=0 \\
(1,3,4) \cdot(7,-5,2)=7-15+8=0
\end{array}
$$

Is $A$ an orthogonal matrix?
I No, since the rows of $A$ are not unit vectors, e.g., $(1,1,-1)^{2}=1+1+i=3$.
Are the columins of $A$ orthogonal?
$\int$ No, e.g., $(1,1,7) \cdot(1,3,-5)=1+3-35=-31 \neq 0$.
Let $B$ be the matrix obtained by normalizing each row of $A$. Find $B$.
I We have $\|(1,1,-1)\|^{2}=1+1+1=3, \quad\|(1,3,4)\|^{2}=1+9+16=26, \quad\|(7,-5,2)\|^{2}=49+25+4=78$. Thus

$$
B=\left(\begin{array}{ccc}
1 / \sqrt{3} & 1 / \sqrt{3} & -1 / \sqrt{3} \\
1 / \sqrt{26} & 3 / \sqrt{26} & 4 / \sqrt{26} \\
T /(6 \sqrt{2}) & -5 /(6 \sqrt{2}) & 2 /(6 \sqrt{2})
\end{array}\right)
$$

S点163 is $B$ an orthogonal matrix? -

- Yes, since the rows of $B$ are still orthogonal and are now unit vectors.

Are the columns of $B$ orthogonal?
Yes, since the rows of $B$ form an orthonormal set of vectors then, by Theorem 144 , the columns of $B$ must automatically form an orthonormal set.

Find a symmetric orthogonal matrix $P$ whose first Jow is $\left(\frac{1}{3}, \frac{2}{3}, \frac{2}{3}\right)$. [Compare with Problem 14.158.]

- Since $P$ is symmetric, $P$ must have the form

$$
P=\left(\begin{array}{lll}
\frac{1}{3} & \frac{2}{3} & \frac{2}{3} \\
\frac{2}{3} & x & y \\
\frac{2}{3} & y & z
\end{array}\right)
$$

Since the first and second rows are orthogonal, we get $\frac{2}{9}+\frac{2}{3} x+\frac{2}{3} y=0$ or $1+3 x+3 y=0$. Since the second row is a unit vector, we get $\frac{4}{9}+x^{2}+y^{2}=1$ or $9 x^{2}+9 y^{2}=5$. Substitute $y=-(1+3 x) / 3$. into $9 x^{2}+9 y^{2}=5$ to get $9 x^{2}+3 x-2=0$ or $(3 x-1)(3 x+2)=0$. There are two cases.

Case (i): $x=\frac{1}{3}$. Then $y=-\frac{2}{3}$. Since the first and third rows are orthogonal, we get $\frac{2}{9}-\frac{4}{9}+\frac{2}{3} z=0$ or $z=\frac{1}{3}$. Thus

$$
P=\left(\begin{array}{rrr}
\frac{1}{3} & \frac{2}{3} & \frac{2}{3} \\
\frac{2}{3} & \frac{1}{3} & -\frac{2}{3} \\
\frac{2}{3} & -\frac{2}{3} & \frac{1}{3}
\end{array}\right)
$$

Case (ii): $x=-\frac{2}{3}$. Then $y=\frac{1}{3}$. Since the first and third rows are orthogonal, we get $\frac{2}{9}+\frac{2}{9}+\frac{2}{3} z=0$ or $z=-\frac{2}{3}$. Thus

$$
P=\left(\begin{array}{rrr}
\frac{1}{3} & \frac{2}{3} & \frac{2}{3} \\
\frac{2}{3} & -\frac{2}{3} & \frac{1}{3} \\
\frac{2}{3} & \frac{1}{3} & -\frac{2}{3}
\end{array}\right)
$$

14.166 Prove:
(a) $P$ is orthogonal if and only if $P^{T}$ is orthogonat.
(b) $I P$ is orthogonal, then $P^{-1}$ is orthogonal.
(c) If $P$ is orthogonal, then $P Q$ is orthogonal.
(d) If $P$ is onhogonal; then $\operatorname{det}(P)=1$ or $\operatorname{det}(P)=-1$.
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(a) We have $\left(P^{r}\right)^{T}=P$. Thus $P$ is orthogonal iff $P P^{r}=I$ iff $P^{T r} P^{r}=I$ iff $P^{r}$ is orthogonal.
[Here "iff" is short for "if and only if."]
(b) We have $P^{T}=P^{-1}$ since $P$ is orthogonal. Thus, by (a), $P^{-1}$ is orithogonal.
(c) We have $P^{T}=P^{-1}$ and $Q^{T}=Q^{-1}$. Thus $(P Q)(P Q)^{T}=P Q Q^{T} P^{T}=P Q Q^{-1} P^{-1}=I$. Thus
$(P Q)^{r}=(P Q)^{-1}$, and so $P Q$ is orthogonal.
(d) We have $P P^{T}=1$. Using $|P|=\left|P^{T}\right|, \quad \ddagger=|I|=\left|P P^{T}\right|=|P|\left|P^{T}\right|=|P|^{2}$. Thus $|P|=1$ or -1 .
14.167 Let $\theta_{n}$ denote the collection of all $n$-square orthogonal matrices. Show that $\theta_{n}$ is a group under multiplication [čalled the orthogonal group].

IThe identity matrix $I \in O_{n}$ since $I$ is orthogonal. By Problem 14.166, $O_{n}$ is closed under multiplication and inverses. Thus $\sigma_{n}$ is a group.
14.168 Let $P$ be a matrix with rows $R_{i}^{T}$ and columns $C_{j}$. Show that (a) the $i j$ entry of $P P^{T}$ is $\left\langle R_{i}, R_{j}\right\rangle$ and (b) the $i j$ entry of $P^{\top} P$ is $\left(C_{i}, C_{i}\right\rangle$.

I (a) The columns of $P^{r}$ are $R_{1}, R_{i}, \ldots$ Thus the ij entry of $P P^{T}$ is $R_{i}^{T} R_{i}=\left\langle R_{i}, R_{j}\right\rangle$. (b) The rows. of $P^{T}$ are $C_{1}^{T}, C_{2}^{T}, \ldots$ Thus the $i j$ entry of $P^{T} P$ is $C_{i}^{T} C_{i}=\left\langle C_{i}, C_{i}\right\rangle$.

Theorem 14.6: Suppose $E=\left\{e_{i}\right\}^{-}$and $F=\left\{f_{i}\right\}$ are orthonormal bases of $V$. Let $P$ be the change-of-basis matrix from the $E$ basis to the $F$ basis. Then $P$ is orthogonal.
14.169 Prove Theorem 14.6.

1 Suppose

$$
\begin{equation*}
f_{i}=b_{i 1} e_{1}+b_{i 2} e_{2}+\cdots+b_{i n} e_{n} \quad i=1, \ldots, n \tag{I}
\end{equation*}
$$

Using Problem 14.146 and the fact that $\left\{f_{i}\right\}$ is orthogonal, we get

$$
\begin{equation*}
\delta_{i j}=\left\langle f_{i}, f_{i j}\right\rangle=b_{i 1} b_{j 1}+b_{i 2} b_{i 2}+\cdots+b_{i i n} b_{j n} \tag{2}
\end{equation*}
$$

Let $B=\left(b_{i j}\right\}$ be the matrix of coefficients in (1). [Then $P=B^{r}$.] Suppose $B B^{r}=\left(c_{i j}\right)$. Then, by Problem 14.168 and (2),$c_{i j}=b_{i 1} b_{j 1}+b_{i 2} b_{j 2}+\cdots+b_{i n} b_{j n}=\delta_{i j}$. Thus $B B^{T}=I$. Accordingly, $B$ is orthogonal, and hence $P=B^{r}$ is orthogonal.

Theorem 14.7: Let $\left(e_{1}, \ldots, e_{n}\right)$ be an orthonormal basis of an inner product space $V$. Let $P=\left(a_{i j}\right)$ be an orthogonal matrix. Then the following is an orthonormal basis: $\left\{e_{i}^{i}=a_{1 i} e_{1}+a_{2 i} e_{2}+\right.$ $\left.\cdots+n_{n i} e_{n}: i=1, \ldots, n\right\}$.
14.170 Prove Theorem 14.7.

I Since $\left\{e_{i}\right\}$ is orthonormal, we get, by Problem. 14.146, $\left\langle e_{i=}^{\prime}, e_{i}^{\prime}\right\rangle=a_{1 i} a_{1 j}+a_{2 i} a_{2 j}+\cdots+a_{n i} \dot{a}_{n j}=\left\langle C_{i j}, C_{j}\right\rangle$ where $C_{i}$ denotes the $i$ th column of the orthogonal matrix $\cdot P=\left(a_{i j}\right)$. Since $P$ is orthogonal, its columns form an orthonormal set. This implies $\left\langle e_{i}^{\prime}, e_{j}^{\prime}\right\rangle=\left\langle C_{i}, C_{j}\right\rangle=\delta_{i j}$. Thus $\left\{e_{i}^{*}\right\}$ is an orthonormal basis.
14.17] Suppose $P$ is an orthogonal matrix. Show that $\langle P u, P v\rangle=\langle u, v\rangle$ for any $u, v \in V$.

1 Using $P^{r} P=I$, we have $\langle P u, P v\rangle=(P u)^{\top}(P v)=u^{T} P^{\top} P v=u^{T} v=\langle u, v\rangle$. \{Remark: . This states that $P$, viewed as a linear map, preserves inner products.]
14.172 Suppose $P$ is orthogonal. Show that $\|P u\|=\|u\|$ for every $u \in V$.

Using $P^{T} P=1$, we have $\|P u\|^{2}=\langle P u, P u\rangle=u^{T} P^{T} P u=u^{T} u=\langle u, u\rangle=\|u\|^{2}$. Taking the square root of both sides gives us our result. [Remark: This states that $P$, viewed as a linear map, preserves lengths.]
14.173 Define orthogonally equivalent matrices.

1 Real matrices" $A$ and $B$ are orthogonally equivalent if there exists an orthogonal matrix $P$ such that $B=P^{\top} A P=P^{-1} A P$.

Problems. 14.174-14.176 show that onthogonally equivalent is an equivalence relation.
4.174 Show that any matrix $A$ is orthogonally equivalent to $A$.

The identity matrix $I$ is orthogonal, and $I^{T}=I$. Since $A=I^{T} A I$, we have $A$ is orthogonally equivalent to $A$.

There exists an orthogonal matrix $P$ such that $A=P^{T} B P=P^{-1} B P$. Then $B=P A P^{-1}=P A P^{T}=$ $\left(P^{T}\right)^{T} A P^{T}$. Thus $B$ is orthogonally equivalent to $A$.

Suppose $A$ is orthogonally equivatent to $B$ and $B$ is orthogonally equivalent to $C$. Show that $A$ is orthogonally equivalent to $C$.
1 There exist orthogonal matrices $P$ and $Q$ such that $A=P^{T} B P$ and $B=Q^{T} C Q$. Then $A=P^{T} B P=$ $P^{r}\left(Q^{r} C Q\right) P=(Q P)^{T} C(Q P)$. However, $Q P$ is also orthogona!. Thus $A$ is orthogonally equivalent to $C$.

## \$4.7 PROJECTIONS, GRAM-SCHMIDT ALGORITHM, APPLICATIONS

Suppose $w \neq 0$. Let $\boldsymbol{v}$ be any vector in $V$. Show that

$$
c=\frac{\langle v, \dot{w}\rangle}{\langle w, w\rangle}=\frac{\langle v, w\rangle}{\|w\|^{2}}
$$

is the unique scalar such that $v^{\prime}=v-c w$ is orthogonal to $w$.

- In order for $v^{\prime}$ to be orthogonal to $w$ we must have $\langle v-c w, w\rangle=0$ or $\langle v, w\rangle-c\langle w, w\rangle=0$ or $\langle v, w\rangle=c\langle w, w\rangle$. Thus $c=\langle v, w\rangle /\langle w, w\rangle$. Conversely, suppose $c=\langle v, w\rangle /\langle w, w\rangle$. Then

$$
\langle v-c w, w\rangle=\langle v ; w\rangle-c\langle w, w\rangle=\langle v, w\rangle-\frac{\langle v, w\rangle}{\langle w, w\rangle}\langle w, w\rangle=0
$$

Remark: The above scalar $c$ is called the Fourier coefficient of $v$ with respect to $w$ or the component of $v$ along $w$. Note: $c w$ is called the projection of $v$ along $w$ as indicated by Fig. 14-5.


Fig. 14-5
14.178 Find the Fourier coefficient $c$ and the projection $c w$ of $v=(1,-1,2)$ along $w=(0,1,1)$ in $R^{3}$.
$\int$ Compute $\langle v, w\rangle=0-1+2=1$ and $\|w\|^{2}=0+1+1=2$. Hence $c=\frac{1}{2}$ and $c w=\left(0, \frac{1}{2}, \frac{1}{2}\right)$ is the projection of $v$ along $w$.
14.179. Find the component $c$ and the projection $c w$ of $v=(1,2,3,4)$ along $w=(1,-3,4,-2)$ in $R^{4}$.

Compute $\langle v, \dot{w}\rangle=1-6+12-8=-1$ and $\|w\|^{2}=1+9+16+4=30$. Thus $c=-\frac{1}{30}$ and $c w=$ $\left(-\frac{1}{30}, \frac{1}{10},-\frac{2}{13} ; \frac{1}{13}\right)$ is the projection of $v$ along $w$.
14.180 Let $V$ be the vector space of potynomiats with inner product $\langle f, g\rangle=\int_{0}^{1} f(t) g(f) d t$. Find the Fourier coefficient $c$ and the projection $c(G)$ of $f()=2 i-1$ along $g(t)=t^{2}$.

Suppose $v_{1}, v_{2}, \ldots, v_{r}$ form a basis for a subspace $U$ of an inner product space $V$. Describe the Gram-Schmidt algorithm which yields an orthogonal basis [and by normalization an orthonormal basis] of $\boldsymbol{U}$.
$\|$ Set

$$
\begin{aligned}
& w_{1}=v_{1} \\
& w_{2}=v_{2}-c_{21} w_{1}=v_{2}-\frac{\left(v_{2}, w_{1}\right)}{\left\|w_{1}\right\|^{2}} w_{1} \\
& w_{3}=v_{3}-c_{31} w_{1}-c_{32} w_{2}=v_{3}-\frac{\left(v_{3}, w_{1}\right)}{\left\|w_{1}\right\|^{2}} w_{1}-\frac{\left(v_{3}, w_{2}\right\rangle}{\left\|w_{2}\right\|^{2}} w_{2} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots
\end{aligned}
$$

where $c_{r i}=\left\langle v_{r 2}, w_{i}\right) /\left\|w_{r}\right\|^{2}$. The set $\left(w_{1}, w_{2}, \ldots, w_{r}\right\}$ is the required orthogonal basis of $U$.

Remark: In hand calculations, it may be simpler to clear the fraction in any new $w_{k}$ by multiplying $w_{k}$ by an appropriate scalar as this does not affect the orthogonality.

Show that in the above Gram-Schmidt algorithm, $\operatorname{span}\left(v_{1}, \ldots, v_{k}\right)=\operatorname{span}\left(w_{1}, \ldots, w_{k}\right)$ for $k=1, \ldots, r$.
1 The proof is by induction on $k$. For $k=1, w_{1}=v_{1}$ and so $\operatorname{span}\left(v_{1}\right)=\operatorname{span}\left(w_{1}\right)$. Suppose $k>1$. Since $v_{k}$ is a linear combination of $w_{1}, \ldots, w_{k}$, we have $\operatorname{span}\left(v_{1}, \ldots, v_{k}\right) \subseteq \operatorname{span}\left(w_{1}, \ldots, w_{k}\right)$. Qn the other hand, $w_{k}$ is a linear combination of $v_{k}$ and $w_{1}, \ldots, w_{k-1}$. By induction, $\operatorname{span}\left(w_{1}, \ldots, w_{k-t}\right)=$ $\operatorname{span}\left(v_{1}, \ldots, v_{k-1}\right)$. Thus $w_{k}$ is a linear combination of $v_{1}, \ldots, v_{k}$ and hence $\operatorname{span}\left(w_{1}, \ldots, w_{k}\right) \subseteq$ $\operatorname{span}\left(v_{1}, \ldots, v_{k}\right)$. Both inclusions give us our result.

Show that in the above Gram-Schmidt algonthm, the vectors $w_{1}, w_{2}, \ldots, w_{7}$ form an orthogonal set.
$\int$ First we have $w_{1}=v_{1} \neq 0$. For $k>1$, we have $v_{k} \notin \operatorname{span}\left(v_{1}, \ldots, v_{k-1}\right)$.since $v_{1}, \ldots, v_{r}$ are linearly independent. Hence $w_{k} \neq 0$.

By Lemma 14.8, each $w_{k}$ is orthogonal to the preceding $w_{1}, \ldots, w_{k-1}$. Thus $\left\{w_{1}, \ldots, w_{r}\right\}$ is an orthogonal set.

Theorem 14.10: Let $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ be any basis of an inner product space $V$. Then there exists an orthonormal basis $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ of $V$ such that the change-of-basis matrix from $\left\{v_{i}\right\}$ to $\left\{u_{i}\right\}$ is triangular; i.e., for $k=1, \ldots, n, u_{k}=a_{k 1} u_{1}+a_{k 2} u_{2}+\cdots+a_{k k} u_{k}$.

188 Theorem 14.10.

- The proof follows from the Gram-Schmidt algorithm and Problems 14.186 and 14.187. Specifically, apply the algorithm to $\left\{v_{i}\right\}$ to obtain an orthogonal basis $\left\{v_{1}, \ldots, w_{n}\right\}$ and then normalize $\left\{w_{i}\right\}$ to obtain an arthonormal basis $\left\{u_{i}\right\}$ of $V$. The specific algonithm guarantees than each $w_{k}$ is a linear combination of $v_{1}, \ldots, v_{k}$ and hence each $u_{k}$ is a linear combination of $v_{1}, \ldots, v_{k}$.

Find an orthonormal basis for the subspace $U$ of $R^{4}$ spanned by $v_{i}=(1,1,1,1), v_{2}=(1,2,4,5)$, $v_{3}=(k,-3,-4,-2)$.

I First find an orthogonal basis of $U$ using the Gram-Schmidt algorithm. First set $w_{1}=u_{1}=(1,1,1,1)$. Next fand

$$
v_{2}-\frac{\left(v_{2}, w_{1}\right)}{\left\|v_{1}\right\|^{2}} w_{1}=(1,2,4,5)-\frac{12}{3}(1,1,1,1)=(-2,-1,1,2)
$$

Set $w_{2}=(-2,-1,1,2)$ Then find

$$
v_{3}-\frac{\left\langle v_{3}, w_{1}\right\rangle}{\left\|w_{1}\right\|^{2}} w_{1}-\frac{\left\langle v_{3}, w_{2}\right\rangle}{\left\|w_{2}\right\|^{2}} w_{2}=(1,-3,-4,-2)-\frac{-8}{4}(1,1,1,1)-\frac{-7}{10}(-2,-1,1,2)=\left(\frac{s}{3},-\frac{17}{10},-\frac{13}{10}, \frac{3}{5}\right)
$$

Clear fractions to obtain $w_{3}=(16,-17,-13,14)$, In hand calculations, it is usually simples to clear fractions as this does not affect the orthogonality.). Last, normalize the orthogonal basis $w_{1}=(1,5,1,1)$,
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14.192 Let $V$ be the vector space of potynomials $f(t)$ with inner product $\langle f, g\rangle=\int_{-1}^{1} f(t) g(t) d t$. Apply the Gram-Schmidt algorithm to the set $\left\{\mathrm{k}, t, t^{2}, t^{3}\right\}$ to obtain an orthonormal set $\left\{f_{0}, f_{1}, f_{2}, f_{j}\right\}$.
I Here we use the fact that if $r+s=n$ then

$$
\left\langle t^{\prime}, t^{s}\right\rangle=\int_{-1}^{1} t^{n} d t=\left[\frac{n^{n+1}}{n+1}\right]_{-1}^{1}= \begin{cases}2 /(\dot{n}+1) & \text { if } n \text { is even } \\ 0 & \text { if } n \text { is odd }\end{cases}
$$

First set $f_{0}=1$. Then find

$$
f_{1}=t-\frac{\langle t, 1\rangle}{\langle 1,1\rangle} \cdot 1=t-\frac{0}{2} \cdot 1=t-\frac{0}{2} \cdot 1=1
$$

Next find

$$
f_{2}=t^{2}-\frac{\left\langle t^{2}, 1\right)}{\langle 1,1\rangle} \cdot t-\frac{\left\langle t^{2}, t\right\rangle}{(t, t\rangle} \cdot t=t^{2}-\frac{2}{2} \cdot 1-\frac{0}{\frac{2}{3}} \cdot t=t^{2}-\frac{1}{3}
$$

Last, find

$$
f_{3}=t^{3}-\frac{\left(t^{3}, 1\right\rangle}{\langle 1,1\rangle} \cdot 1-\frac{\left\langle t^{3}, t\right\rangle}{(t, t)} t-\frac{\left(t^{3}, t^{2}-\frac{1}{3}\right)}{\left\langle t^{2}-\frac{1}{3}, t^{2}-\frac{1}{3}\right\rangle}\left\langle t^{2}-\frac{1}{3}\right)=t^{3}-0 \cdot i-\frac{2}{\frac{2}{3}} t-0\left(t^{2}-\frac{1}{3}\right)=t^{3}-\frac{3}{5} t
$$

That is, $\left\{1, t, t^{2}-\frac{1}{3}, t^{3}-\frac{3}{3}\right\}$ is the required orthonormal set of polynomials.
14.193 Find the first four Legendre polynomials.
| Take mulitiples of the orthogonal polynomials obtained in Problem 14.192 so that $p(1)=1$ for any polynomial $p(t)$ in the set. This gives $\left\{1, t, \frac{1}{2}\left(3 t^{2}-1\right), \frac{1}{2}\left(5 t^{3}-3 t\right)\right\}$. These are the first four Legendre polynomials (which are important in the study of differential equations).
14.194 Let $\boldsymbol{W}$ be a subspace of an inner product space $V$. Show that there is an orthonormal basis of $W$ which is part of an orthonormal basis of $\mathbf{V}$.
[- We choose a basis $\left\{v_{1}, \ldots, v_{n}\right\}$ of $W$ and extend it to a basis $\left\{v_{1}, \ldots, v_{n}\right\}$ of $V_{i}$. We then apply the Gram-Schmidt orthogonalization process to $\left\{v_{1}, \ldots, v_{n}\right\}$ to obtain an orthonormal basis $\left\{u_{1}, \ldots, u_{n}\right\}$ of $V$ where, for $i=1, \ldots, n, u_{i}=a_{i n} v_{1}+\cdots+a_{i i} v_{i}$. Thus $u_{1}, \ldots, u_{r} \in W$ and therefore $\left\{u_{1}, \ldots, u_{r}\right\}$ is an orthonormal basis of $W$.

Theorem 14.11: Let $w$ be a subspace of $V$; then $V=W \oplus W^{\perp}$.
14.195. Prove Theorem 14.11.

1 By Problem 14.194, there exists an orthonormal basis $\left\{u_{1}, \ldots, u_{r}\right\}$ of $W$ which is part of an orthonormal basis $\left\{u_{1}, \ldots, u_{n}\right\}$ of $V$. Since $\left\{u_{1}, \ldots, u_{n}\right\}$ is orthonormal, $u_{r+3}, \ldots, u_{n} \in W^{4}$. If $v \in V, v=a_{1} u_{1}$ $+\cdots+a_{n} u_{n}$. where $a_{1} u_{1}+\cdots+a_{r} u_{r} \in W,-\dot{a}_{r+}, u_{r+1}+\cdots+a_{n} u_{n} \in W^{\perp}$. Accordingly, $\dot{V}=W+W^{\perp}$.
On the other hand, if $w \in W \cap W^{\prime}$, then $\langle w, w\rangle=0$. This yields $w=0$; hence $W \cap W^{1}=\{0\}$.
The two conditions, $V=W+W^{1}$ and $W \cap W^{i}=\{0\}$, give the desired result $V=W \oplus W^{\perp}$.
Note that we have proved the theorem only for the case that $V$ has linite dimension; we remark that the theorem also holds for spaces of arbitrary dimension.
14.196 Let $W$ be a subspace of an inner product space $V$. Define the orthogonal projection mapping of $V$ onto $W$, denoted by $E_{W}$. What is the image and kernel of $E_{W}$ ?

- Let $v \in V$. Since $V=W \notin W^{1}$, there exists unique $w \in W$ and $w^{\prime} \in W^{\perp}$ such that $v=w+w^{\prime}$. Define $E_{w}: V \rightarrow V$ by $E_{w}(v)=w$. Then this mapping $E_{w}$ is called the orthogonal projection of $V$ onto $W$. It is linear and $\operatorname{Im}\left(E_{W}\right)=W$ and $\operatorname{Ker}\left(E_{W}\right)=W^{\perp}$.


Fig. 14-6
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14．200 Consider the basis $B=\left\{u_{1}=\langle 1,1,0), u_{2}=(1,2,3), u_{3}=(1,3,5)\right\}$ of $R^{3}$ ．Find the matrix $A$ which represents the usual inner prodnct on $\mathbf{R}^{3}$ with respect to the basis $B$ ．

Compute：$\left\langle u_{1}, u_{1}\right\rangle=1+1+0=2, \quad\left\langle u_{1}, u_{2}\right\rangle=1+2+0=3, \quad\left\langle u_{1}, u_{3}\right\rangle=1+3+0=4, \quad\left(u_{2}, u_{2}\right\rangle=$ $1+4+9=14, \quad\left\langle u_{2}, u_{3}\right\rangle=1+6+15=22, \quad\left\langle u_{3}, u_{3}\right\rangle=1+9+25=35$.
Thus

$$
A=\left(\begin{array}{rrr}
2 & 3 & 4 \\
3 & 14 & 22 \\
4 & 22 & 35
\end{array}\right)
$$

14．201 Consider the usual basis $E=\left\{e_{1}=(1,0,0), e_{2}=(0,1,0), e_{3}=(0,0,1)\right\}$ ．of $R^{3}$ ．Find the＿matrix which represents the usual inner product on $\mathbf{R}^{3}$ with respect to the usual basis $E$ ．
IWe have $\left\langle e_{1}, e_{1}\right\rangle=1, \quad\left\langle e_{1}, e_{3}\right\rangle=0,\left\langle e_{1}, e_{3}\right\rangle=0,\left\langle e_{2}, e_{2}\right\rangle=1, \quad\left\langle e_{2}, e_{3}\right\rangle=0,\left\langle e_{3}, e_{3}\right\rangle=1$ ．Thus the identity matrix $I$ represents the usual inner product on $\mathbf{R}^{3}$ with respect to the usual basis $E$ of $\mathbf{R}^{3}$ ．

Remark：The above result hotds for any orthonormal basis $\left\{e_{i}\right\}$ of an inner product space $V$ ．That is，if $\left\langle e_{i}, e_{j}\right\rangle=\delta_{i j}$ ，then the identity matrix／represents the inner product on $V$ with respect to the basis $\left\{e_{i}\right\}$ ．

14．202．Consider the basis $B=\left\{v_{1}=\{3,3), v_{2}=(2,5)\right\}$ of $\boldsymbol{R}^{2}$ ．Find the matrix $A_{1}$ which represents the usuat inner product on $\mathbf{R}^{2}$ with respect to the basis $B$ ．
ICompute $\left\langle v_{1}, v_{1}\right\rangle=1+9=10 . \quad\left\langle v_{1}, v_{2}\right\rangle=2+15=17 \quad\left\langle v_{2}, v_{2}\right\rangle=4+25=29$ ．Thus $A_{1}=\left(\begin{array}{ll}10 & 17 \\ 17 & 29\end{array}\right)$ ．

Problems 14．203－14．204 refer to the following inner product on $\mathbf{R}^{2-}$（see Problem 14．18）：$\langle u, v\rangle=$ $x_{1} y_{1}-x_{1} y_{2}-x_{2} y_{1}+3 x_{2} y_{2}$ where $u=\left(x_{1}, x_{2}\right), u=\left(y_{1}, y_{2}\right)$ ．
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14.203 Find the matrix $A$ which represents the given inner product on $R^{2}$ with respect to the usual basis $\{(1,0),(0,1)\}$ of $\mathbf{R}^{2}$.

Compute $\langle(1,0),(1,0)\rangle=1-0-0+1=1, \quad\langle(1,0),(0 ; 1)\rangle=0-1-0+0=-1,\langle(0,1),(0,1)\rangle=$ $0-0-0+3=3$. Thus. $A=\left(\begin{array}{rr}1 & -1 \\ -1 & 3\end{array}\right)$.

Remark: Assuming $u=\binom{x_{1}}{x_{2}}$ and $v=\binom{y_{1}}{y_{2}}$ are column vectors, observe that

$$
u^{T} A v=\left(x_{1}, x_{2}\right)\left(\begin{array}{rr}
1 & -1 \\
-1 & 3
\end{array}\right)\binom{y_{2}}{y_{2}}=x_{1} y_{1}-x_{1} y_{2}-x_{2} y_{1}+3 x_{2} y_{2}=\langle u, v\rangle
$$

[See Theorem 14.3.]
14.204 Find the matrix $A_{2}$ which represents the given inner product on $R^{2}$ with respect to the basis $B=\left\{v_{1}=\right.$ $\left.(1,3), v_{2}=(2,5)\right\}$, of $R^{2}$. [Compare with Problem 14.202.]
( Compute $\langle(1,3),(1,3)\rangle=1-3-3+27=22, \quad\langle(1,3),(2,5)\rangle=2-5-6+45=36, \quad\langle(2,5),(2,5)\rangle=$ $4-10-10+75=59$ : Thus $A_{2}=\left(\begin{array}{ll}22 & 36 \\ 36 & 59\end{array}\right)$.

Remark: Problems 14.202-14.204 indicate that the matrix representing an inner product depends on both the basis and the inner product on $V$.

Theorem 14.13: Let $A$ be the matrix representing an inner product on $V$ with respect to a basis $B=$ $\left\{e_{3}, \ldots, e_{n}\right\}$. Then, for any vectors $u, v \in V,\langle u, v\rangle=\{u\}^{T} A\lceil v]$ where $[u]$ and $[v]$ denote, respectively, the (column) coordinate vectors of $u$ and $v$ relative to the basis $B$.
14.205 Prove Theorem 14.13.

Suppose $A=\left(k_{i j}\right)$, so $k_{i j}=\left\langle e_{i}, e_{i}\right\rangle$. Suppose $u=a_{1} e_{1}+a_{2} e_{2}+\cdots+a_{n} e_{n}$ and $v=b_{1} e_{1}+b_{2} e_{2}$ $+\cdots+b_{n} e_{n}$. Then

$$
\begin{equation*}
\langle u, v\rangle=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} b_{j}\left\langle e_{i}, e_{j}\right\rangle \tag{1}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
& =\left(\sum_{i=1}^{n} a_{i} k_{i 1}, \sum_{i=1}^{n} a_{i} k_{i 2}, \ldots, \sum_{i=1}^{n} a_{i} k_{i m}\right)\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right)=\sum_{i=1}^{n} \sum_{i=1}^{n} a_{i} b_{i} k_{i j} \tag{2}
\end{align*}
$$

Since $\dot{k}_{i j}=\left\langle e_{i}, e_{j}\right\rangle$, the final sums in (1) and (2) are equal. Thus $\langle u, v\rangle=[u]^{T} A[u]$.

Problems. 14.206-14.208 refer to the vector space $V$ of polynomials $f(t)$ of degree $\leq 2$ with inner product defined by $\int_{-1}^{1} f(t) g(t) d t$.
14.206 Find $\langle f, g\rangle$ where $f(t)=t+2$ and $g(t)=t^{2}-3 t+4$.

1

$$
\langle f, g\rangle=\int_{-1}^{1}(t+2)\left(t^{2}-3 t+4\right) d t=\int_{-1}^{1}\left(t^{3}-t^{2}-2 t+8\right) d t=\left[\frac{t^{4}}{4}-\frac{t^{3}}{3}-t^{2}+8\right]_{-1}^{1}=\frac{46}{3}
$$

14.207 Find the matrix $A$ of the inner prodact with respect to the basis. $\left\{1, t, t^{2}\right\}$ of $V$.
14.209 Define a positive definite matrix.

A square matrix $A$ is positive definite if $A$ is symmetric and if $X^{\top} A X>0$ for any nonzero vector $X$.

Theorem 14.14: Let $A$ be a matrix which represents an inner product on $V$ with respect to any basis $B=\left\{e_{i}\right\}$. Ther $A$ is positive definite.
14.210 Prove Theoremi 14.14.

I $A$ is symmetric since $\left\langle e_{i}, e_{j}\right\rangle=\left\langle e_{j}, e_{i}\right\rangle$. Let $X$ be any nonzero vector in $\mathrm{R}^{n}$. Then $[\mu]=X$ for some nonzero vector $u \in V$. Using Theorem 14.13, we have $X^{\top} A X=[u]^{\top} A[u]=\langle u, u\rangle>0$. Thus $A$ is positive definite.

Theorem 14.15: Let $A$ be a positive definite $n$-square matrix. Define $\langle u, v\rangle_{A}=u^{\top} A v$ for any vectors $u, v \in \mathbf{R}^{n}$. Then $\langle,\rangle_{A}$ is an inner product on $\mathbf{R}^{n}$, that is, $\langle,\rangle_{A}$ satisfies axioms $[R 1 P$,$] ,$ $\left[\mathrm{RIP}_{2}\right]$, and $\left[\mathrm{RIP}_{3}\right]$. [For notational convenience, we will omit the subscript $A$ on $\langle,\rangle_{A}$.]
14.211 Show that (, ) satisfies [RIP $]$.

1 For any vectors $u_{1}, u_{2}$, and $v, \quad\left\langle v_{1}+u_{2}, v\right\rangle=\left(u_{1}+u_{2}\right)^{\top} A v=\left(u_{1}{ }^{\top}+u_{2}{ }^{\top}\right) A v=u_{1}{ }^{\top} A v+u_{2}{ }^{\top} A v=$ $\left\langle u_{1}, v\right\rangle+\left\langle u_{2}, v\right\rangle$ and, for any scalar $k$ and vectors $u, v,\langle k u, v\rangle=(k u\rangle^{\top} A v=k u^{\top} A v=k\left\langle u_{+} v\right\rangle$. Thus $\langle$,$\rangle satisfies [RIP,].$
14.212 Show that $\langle$,$\rangle satisfies \left[\mathrm{RIP}_{2}\right]$.

1 Since $u^{T} A v$ is a scalar, $\quad\left(u^{T} A v\right)^{T}=u^{T} A v$. Also, $A^{T}=A$ since $A$ is symmetric. Therefore, $\langle u, v\rangle=$ $u^{\top} A v=\left(u^{\top} A v\right)^{T}=v^{T} A^{T} u^{T T}=v^{\top} A u=\langle v, u\rangle$. Thus $\langle$,$\rangle satisfies \left[\mathrm{RIP}_{2}\right]$.
14.213 Show that $\langle$,$\rangle satisfies \left[\mathrm{RIP}_{3}\right]$.

1 Since $A$ is positive definite, $X^{\top} A X>0$ for any nonzero $X \in \mathbb{R}^{*}$. Thus, for any nonzero vector $v$, $\langle v, v\rangle=v^{\top} A v>0$. Thus $\langle$,$\rangle satisfies \left[\mathrm{RIP}_{3}\right]$.
14.214 Suppose $A$ and $B$ are positive definite matrices. Show that the sum $A+B$ is also positive definite.

I Since $A$ and $B$ are symmetric, $(A+B)^{T}=A^{T}+B^{T}=A+B$, so $A+B$ is symmetric. Also, for any nonzero vector $X$, we have $X^{\top} A X>0$ and $X^{\top} B X>0$. Thus $X^{\top}(A+B) X=X^{\top} A X+X^{\top} \cdot B X>0$ Accordingly, $A+B$ is positive definite.
14.215 Suppose $A$ is positive definite, and $k>0$. Show that $k A$ is also positive definite.

1 We have $(k A)^{T}=k A^{T}=k A$, so $k A$ is symmetric. Also, for any nonzero vector $X$, we have $X^{\top} A X>0$; hence $X^{\top}(k A) X=k\left(X^{\top} A X\right)>0$. Thus $k A$ is pasitive definite.
14.216 Suppose $B$ is a real nonsingular matrix. Show that $B^{\top} B$ is positive definite.

I We have $\left(B^{\top} B\right)^{\top}=B^{\top} B^{F T}=B^{\top} B$, so $B^{\top} B$ is symmetric. Suppose $X$ is a nonzero vector in $R^{\boldsymbol{n}}$. Since $B$ is nonsingular, $B X$ is also nonzero. Therefore, $(B X, B X)>0$ (for the usual inner product in $\left.\mathbf{R}^{n}\right]$. Hence $X^{\top}\left(B^{\top} B\right) X=(B X)^{\gamma}(B X)=\langle B X, B X\rangle>0$. Thus $B^{r} B$ is positive definite.

### 14.9 COMPLEX INNER PRODUCT SPACES

This section considers vector spaces $V$ over the complex field $C$. First we recall some properties of complex numbers. Suppose $z \in C$, say, $z=a+b \bar{i}$ where $a, b \in \mathbb{R}$. Then $\bar{z}=a-b \bar{i}, z \bar{z}=a^{2}+b^{2}$, and $|z|=\sqrt{a^{2}+b^{2}}$. Also, for any $z, z_{1}, \bar{z}_{2} \in C, \overline{z_{1}+z_{2}}=\bar{z}_{1}+\bar{z}_{2},-\overline{z_{1} z_{2}}=\bar{z}_{1}-\bar{z}_{2}, \quad \overline{\bar{z}}=z$, and $z$ is reat if and only if $\bar{z}=z$.
14.217 Define a complex inner product and a complex inner product space $V$.

I Suppose to each pair of vectors $u, v \in V$ there is assigned a complex number, denoted by $\langle u, v\rangle$. Then this function (,) is called a complex inner product on $V$ if it satisfies the following axioms [where $u_{i}, u_{i}, u, v \in V$ and $\left.a, b, k \in C\right\}$ :
$\left\{C \mathrm{CP} \mathrm{P}_{1}\right]$ (Linear Property) $\left\langle a u_{1}+b u_{2}, v\right\rangle=a\left\langle u_{1}, v\right\rangle+b\left\langle u_{2}, v\right\rangle$ or, equivalently, $(a)\left\langle u_{1}+u_{2}, v\right\rangle=$ $\left\langle u_{1}, v\right\rangle+\left\langle u_{2}, v\right\rangle$ and (b) $\langle k u, v\rangle=k\langle u, v\rangle$.
$\left[\mathrm{ClP}_{2}\right]$ (Conjugate Symmetric Property) $\langle u, v\rangle=\langle\overline{v, u}\rangle$.
$\left[\mathrm{CPP}_{3} \mid\right.$ (Positive Definite Property) If $u \neq 0$, then $\langle u, u\rangle>0$.
The complex vector space $V$ with an inner product is called a complex inner product space.

Remark: Observe that a complex inner product differs only slighty from a real inner product space [only $\left[\mathrm{CIP}_{2}\right]$ differs from $\left.\left[R I P_{2}\right]\right\}$. In fact, many of the definitions and properties of a complex inner product space are the same as that of a real inner product space. However, some of the proofs must be adapted to the complex case.

Show that $\langle 0, v\rangle=0=\langle v, 0\rangle$ for every $v$ in $V$. [Thus, in particular, $\{0,0\rangle=0$.] [Compare with Problem 14.2.]
$\langle\langle 0, v\rangle=\langle 0 v, v\rangle=0\langle 0, v\rangle=0$. Also, since 0 is real and $\overline{0}=0$, we have $\langle v, 0\rangle=\overline{\langle 0, v\rangle}=\overline{0}=0$.
14.219 Show that $\langle u, k v\rangle=\bar{k}\langle u, v\rangle$. In other words, we must take the conjugate of a complex scalar when it is taken out of the second position of the inner product.]

$$
\langle u, k v\rangle=\overline{\langle k v, u \overline{ }}=\overline{k\langle v, u\rangle}=\overline{k\langle v, u\rangle}=\bar{k} \overline{\langle u, v\rangle}=\bar{k}\langle u, v\rangle .
$$

;14.220 Verify the relation $\left\langle u, a v_{1}+b v_{2}\right\rangle=\vec{a}\left\langle u, v_{1}\right\rangle=\bar{b}\left\langle u, v_{2}\right\rangle$.
$\int\left\langle u, a v_{1}+b v_{2}\right\rangle=\overline{\left\langle a v_{1}+b v_{2}, u\right\rangle}=\overline{a\left\langle v_{1}, u\right\rangle+b\left\langle v_{2}, u\right\rangle}=\bar{a} \overline{\left\langle v_{1}, u\right\rangle}+\bar{b} \overline{\left\langle v_{2}, u\right\rangle}=\bar{a}\left\langle u, v_{1}\right\rangle+\vec{b}\left\langle u, v_{2}\right\rangle$.

Remark: One can analogously prove $\left\langle a_{1} u_{1}+a_{2} u_{2}, b_{1} v_{1}+b_{2} v_{2}\right\rangle=a_{1} \bar{b}_{1}\left\langle u_{1}, v_{1}\right\rangle+a_{1} \bar{b}_{2}\left\langle u_{1}, v_{2}\right\rangle+$ $a_{2} \bar{b}_{1}\left\langle u_{2}, v_{1}\right\rangle+a_{2} \bar{b}_{2}\left\langle u_{2}, v_{2}\right\rangle$. and, by induction, one can prove

$$
\left\langle\sum_{i=1}^{m} a_{i} u_{i}, \sum_{j=1}^{n} b_{j} v_{i}\right\rangle=\sum_{i, j} a_{i} \bar{b}_{j}\left\langle u_{i}, v_{j}\right\rangle
$$

[Compare with Problem 14.68.\}

$$
\text { In Probleras 14.221-14.223, we are given }\langle u, v\rangle=3+2 j
$$

14.221 Find $\langle(2-4 i j \mu, v\rangle$.

$$
\int\langle(2-4 i) u, v\rangle=(2-4 i)\langle u, v\rangle=(2-4 i)(3+2 i)=14-4 i .
$$

14.222 Find $\langle u,(4+3 i) v\rangle$.
| $\langle u,(4+3 i) v\rangle=\overline{(4+3 i)}\langle u, v\rangle=(4-3 i)(3+2 i)=18-i$.

14．223 Find（ $(3-6 i) u .(5-2 i) v\rangle$ ．
$\langle\langle(3-6 i) u,(5-2 i) v\rangle=(3-6 i)(\overline{5-2 i})\langle u, v\rangle=(3-6 i)(5+2 i)(3+2 i)=137-30 i$
14．224 Axiom $\left[\mathrm{ClP}_{3}\right]$ assumes that $(u, u\rangle$ is real．Show that this fact follows from $\left[\mathrm{ClP}_{2}\right]$－Also，define the length or norm of a vector a in complex inner product space $V$ ．
！ $3 y\left\{\mathrm{CIP}_{2}\right],(u, u)=\overline{\langle u, u)}$ ．Thus $\langle u, u\rangle$ must be real．By $\left[\mathrm{CIP}_{3}\right],\langle u, u\rangle$ must be nonnegative，and hence its positive real square root exists．As with real inner product spaces，we define $\|u\|=\sqrt{\langle u, u\rangle}$ to be the norm or length of $u$ ．

Remark：Besides the norm，we define the notions of orthogonality，orthogonal complement，orthogonal and orthonormal sets as before．In fact，the definitions of distance and Fourier coefficient and projection are the same as with the real case．

14．225 Define the usual or standard inner product in $\mathbf{C}^{n}$ and show that this definition reduces to the analogous one in $\mathbf{C}^{n}$ when all entries are real．
1 Let $u=\left(z_{i}\right)$ and $v=\left(w_{i}\right)$ be vectors in $C^{n}$ ．Then $\langle u, v\rangle=\sum_{i=1}^{n} z_{k} \bar{w}_{k}=z_{1} \bar{w}_{1}+z_{2} w_{2}+\cdots+z_{n} \bar{w}_{n}$ is the usual or standard inner product on $\mathbf{C}^{n}$ ．［We assume this inner product on $\mathbf{C}^{n}$ unless otherwise stated or implied．］If the entries in $u$ and $\dot{v}$ are rebl，then $\bar{w}_{k}=w_{k}$ ；hence $(u, v)=.z_{1} \bar{w}_{1}+z_{2} \bar{w}_{2}+\cdots+$ $z_{n} \bar{w}_{n}=z_{1} w_{1}+z_{2} w_{2}+\cdots+z_{n} w_{n}$ ．which is the definition for $\mathbf{R}^{n}$ ．

Remark：Assuming $u$ and $v$ are column vectors，then the above inner product may be defined by $\langle u, v\rangle$ $=u^{\boldsymbol{T}} \vec{v}$ where $u^{\boldsymbol{T}} \dot{\bar{v}}$ refers to the product of the transpose $u^{\boldsymbol{T}}$ of $u$ by the conjugate $\bar{v}$ of $v$ under matrix multiplication，e．g．，

$$
\left(\left(\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right),\left(\begin{array}{l}
w_{1} \\
w_{2} \\
w_{3}
\end{array}\right)\right)=\left(z_{1}, z_{2}, z_{3}\right)\left(\begin{array}{l}
\bar{w}_{1} \\
\bar{w}_{2} \\
\bar{w}_{3}
\end{array}\right)=z_{1} \bar{w}_{1}+z_{2} \bar{w}_{2}+z_{3} \bar{w}_{3}
$$

14．226 Define the usual inner product on each of the following complex vector spaces：（a） $\boldsymbol{U}$ is the vector space－ of $m \times n$ matrices over C．（b）$V$ is the vector space of complex continuous functions on the（real） interval $a \leq 1 \leq b$ ．
1 （a）The following is the usual inner product on $U: \quad(A, B)=\operatorname{tr}\left(B^{*} A\right)$ ．As usual，$B^{*}$ denotes the conjugate transpose of the matrix $B$ ．（b）The following is the usual inner product on $V:\langle f, g\rangle=$ $\int_{a}^{b} f(t) \overline{g(1)} d t$.

Problems 14．227－14．231 refer to the vectors $u=(1-i, 2+3 i)$ and $v=(2-5 i, 3-i)$ in $C^{2}$ ．
14．277 Find $(u, v)$ ．
1 Recall that the conjugate of the second vector appears in the inner product：$\langle u, v)=(1-i)(\overline{2-5 i})+$ $(2+3 i)(\overline{3-i})=(1-i)(2+5 i)+(2+3 i)(3+i)=7+3 i+3+11 i=10+14 i$.
14.228 Find $\langle v, u\rangle$ ．
（ $\langle v, u\rangle=(2-5 i)(\overline{1-i})+(3-i)(\overline{2+3 i})=(2-5 i)(1+i)+(3-i)(2-3 i)=7-3 i+3-11 i=10-14 i$.
［As expected from $\left[\mathrm{ClP}_{2}\right],\langle v, u\rangle=\overline{\langle u, v\rangle}$. ．
14.229 Find $\|u\|$ ．

1 Recall that $z \bar{z}=a^{2}+b^{2}$ when $z=a+b i$ ．Use $\|u\|^{2}=\langle u, u\rangle=z_{1} \bar{z}_{1}+z_{2} \bar{x}_{2}+\cdots+z_{n} \bar{z}_{n}$ where
$u=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ ．Compute $\|u\|^{2}=1^{2}+(-1)^{2}+2^{2}+3^{2}=1+1+2+9=13$ or $\|u\|=\sqrt{13}$ ．
14.230 Find $\|v\|$－

1 $\|v\|^{2}=4+25+9+1=39$ and so $\|v\|=\sqrt{39}$ ．

14.231 Find $d(u, v)$, the distance between $u$ and $v$.

1 Recall $d(u, v)=\|u-v\|$. First find $u-v=(-1+4 i=-1+4 i)$. Then $\|u-v\|^{2}=1+16+1+16=$ 34; hence $d(u, v)=\|u-v\|=\sqrt{34}$.
14.232 Find the Fourier coefficient (component) $c$ and the projection $c w$ of $v=(3+4 i, 2-3 i)$ along $w=$ $(5+i, 2 i)$ in $C^{2}$.
1 Recall $c=\langle v, w\rangle /\langle w, w\rangle$. Compute

$$
\begin{aligned}
& \langle v, w\rangle=(3+4 i)(\overline{5+i})+(2-3 i)(\overline{2 i})=(3+4 i)(5-i)+(2-3 i)(-2 i)=19+17 i-6-4 i=13+13 i \\
& \langle w, w\rangle=25+1+4=30
\end{aligned}
$$

Thus $c=(13+13 i) / 30=13 / 30+13 i / 30$. Accordingly, $c w=(26 / 15+39 i / 15 ;-13 / 15+i / 15)$.
Theorem 14.16 (Cauchy-Schwarz): $|\langle u, v\rangle| \leq\|u\|\|v\|$.
14.233 Prove Theorem 14-16 for complex mner product spaces $V$.

1 If $v=0$, the inequality reduces to $0 \leq 0$ and hence is valid. Now suppose $v \neq 0$. Using $z \bar{z}=$ $|z|^{2} \quad$ for any complex number $z$ ] and $\langle v, u\rangle=(\bar{u}, \bar{v}\rangle$, we expand $\|u-\langle u, v\rangle w\|^{2} \geq 0$ where $t$ is any real value:

$$
\begin{aligned}
0 & \leq\|u-\langle u, v\rangle v\|^{2}=\langle u-\langle u, v\rangle, v, u-\langle u, v\rangle \mid v\rangle \\
& =\langle u, u\rangle-\langle\overline{u, v}\rangle \lambda\langle u, v\rangle-\langle u, v\rangle\langle v, u\rangle+\langle u, v\rangle\langle\overline{u, v}\rangle I^{2}\langle v, v\rangle \\
& =\|u\|^{2}-2\|\langle u, v\rangle\|^{2}+\|\langle u, v\rangle\|^{2} t^{2}\|v\|^{2}
\end{aligned}
$$

Set,$t=1 /\|v\|^{2}$ to find $0 \leq\|u\|^{2}-\left(\mid\left\langle u_{2} v\right\rangle\left\|^{2}\right\| v \|^{2}\right)$, from which $\left.\|\left\{u_{3} v\right\rangle\right\}^{2} \leq\|u\|^{2}\|v\|^{2}$. Taking the square root of both sides, we obtain the required inequality.
14.234 Find an orthonormal basis of the subspace $W$ of $C^{3}$. spanned by $v_{1}=(1, i, 0)$ and $v_{2}=(1,2,1-i)$.

1 Apply the Gram-Schmidt algorithm. Set $w_{1}=v_{1}=(1, i, 0)$. Compute

$$
v_{2}-\frac{\left\langle v_{2}, w_{1}\right\rangle}{\left\|w_{1}\right\|} w_{1}=(i, 2,1-i)-\frac{1-2 i}{2}(1, i, 0)=\left(\frac{1}{2}+i, 1-\frac{1}{2} i, i-i\right)
$$

Multiply by 2 to clear fractions obtaining $w_{2}=(1+2 i, 2-i, 2-2 i)$. Next find $\left\|w_{1}\right\|=\sqrt{2}$ and $\left\|w_{2}\right\|=$ $\sqrt{18}$. Normalizing $\left\{w_{1}, w_{2}\right\}$ we obtain the following required orthonormal basis of $W$ :

$$
\left\{u_{1}=\left(\frac{1}{\sqrt{2}}, \frac{i}{\sqrt{2}}, 0\right), u_{2}=\left(\frac{1+2 i}{\sqrt{18}}, \frac{2-i}{\sqrt{18}}, \frac{2-2 i}{\sqrt{18}}\right)\right\}
$$

Following are a list of properties of a complex inner product space $V$ which are analogous to properties of real inner product spaces and whose proof are anatogous to the real case and hence are omitted.

Theorem 14.17: Let $W$ be a.subspace of a complex inner product space $V$. Then $V=W \oplus W$.

Lemma 14.18: Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be an orthonommal basis of $V$. Then
(a) For any $u \in V, u=\left\langle u, e_{1}\right\rangle e_{1}+\left\langle u, e_{2}\right\rangle e_{2}+\cdots+\left\langle u, e_{n}\right\rangle e_{n}$.
(b) $\left\langle a_{1} e_{1}+\cdots+a_{n} e_{n}, b_{1} e_{1}+\cdots+b_{n} e_{n}\right\rangle=a_{1} \bar{b}+a_{2} \bar{b}_{2}+\cdots+a_{n} \bar{b}_{n}$ -
(c) For any $u, v \in V,(u, v)=\left\langle u, e_{1}\right\rangle\left\langle\overline{v, e_{1}}\right\rangle+\cdots+\left\langle u, e_{a}\right\rangle\left(\overline{v, e_{n}}\right)$.
(d) If $T: V \rightarrow V$ is linear, then $\left(T\left(e_{j}\right), e_{i}\right)$ is the ijentry of the matrix $A$ representing $T$ in the given basis $\left\{e_{i}\right\}$.

Theorem 14.19: Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be a basis of $V$. Let $A=\left(a_{i j}\right.$ ) be the complex matrix defined by $a_{i j}=\left\{u_{i}, u_{j}\right\rangle$. Then, for any $u, v \in V, \quad\langle u, v\rangle=\{u\}^{\top} \dot{A}\{\bar{v}\}$ where $\{u\}$ and $\{u\}$ are the coordinate column vectors in the given basis $\left\{u_{i}\right\}$.- [Remark: This matrix $A$ is said to represent the inner product on $v$ z
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Theorem 14.20: Let $A$ be a Hermitian matrix [i.e., $A^{*}=\bar{A}^{T}=A$ ] such that $X^{\top} A \bar{X}$ is real and positive for every nonzero vector $X \in C^{n}$. Then $(u ; v)=u^{\top} A \bar{v}$ is an inner product on $C^{n}$.

Theorem 14.21: Let $A$ be the matrix which represents an inner product on $V$. Then $A$ is Hermitian, and $X^{T} A X$ is real and positive for any nonzero vector in $\mathrm{C}^{n}$. $\quad$

### 14.10 NORMED VECTOR SPACES

14.235 Define a normed vector space.

1 Let $V$ be a real or complex vector space. Suppose to each $v \in V$ there is assigned a real number, denoted by $\|v\|$. This function $\|\cdot\|$ is called a norm on $V$ if it satisfies the following axioms [where $u, v \in V$ and $k \in K$ ):
$\left[N_{1}\right] \quad\|u+v\| \leq\|u\|+\|v\|$.
$\left[\mathrm{N}_{2}\right]\|k v\|=|k|\|v\|$.
$\left\{\mathrm{N}_{3}\right]$ If $v \neq 0$, then $\|v\|>0$.
The vector space $V$ with a norm is called a normed vector space.
14.236. Show that $\|0\|=0$.

1 $\|0\|=\|0 v\|=0\|v\|=0$.
14.237 Show that every inner product space $V$ is a normed vector space.

IThe norm on $V$ defined by $\|v\|=\sqrt{\langle v, v\rangle}$ does satisfy $\left[\mathrm{N}_{1}\right] \cdot\left[\mathrm{N}_{2}\right]$, and $\left[\mathrm{N}_{3}\right]$. [See Problems 14.93-
14.95.] Thus $V$ is a normed vector space.
14.238 Define distance in a normed vector space $V$.

IThe distance between vectors $a ; v \in V$ is denoted and defined by $d(u, v)=\|u-v\|$.

- Problems 14.239-14.241 show that $d(u, v)$ satisfies the following three axioms of a meiric space:
$\left[M_{1}\right]$. If $u \neq v$ then $d(u, v)>0$ and $d(u, u)=0$.
$\left[\mathrm{M}_{2}\right] d(u, v)=d(v, u)$.
$\left[M_{3}\right] \quad d(u, v) \leq d(u, w)+d(w, v)$.
14.239. Show that if $u \neq v$ then $d(u, v)>0$ and $d(u, u)=0$.
$\int$ If $u \neq v$ then $u-v \neq 0$, and hence $d(u, v)=|(u-v)|>0$. Also, $d(u, u)=\|u-u\|=\|0\|=0$.
14.240 Show that $d(u, v)=d(v, u)$.
$1 d(u, v)=\|u-v\|=\|-1(v-u)\|=|-1|\|v-u\|=\|v-u\|=d(v, u)$.
14.241 Show that $d(u, v) \leq d(u, w)+d(w, v)$.
\| $d(u, v)=\|u-v\|=\|(u-w)+(w-v)\| \leq\|u-w\|+\|w-v\|=d(\dot{u}, w)+d(w, v)$.
The following three norms on $\mathbf{R}^{n}$ and $\mathbf{C}^{\prime \prime}$ will be used throughout this section:

$$
\begin{aligned}
& \left\|\left(a_{1}, \ldots, a_{n}\right)\right\|_{\infty}=\max \left(\left|a_{i}\right|\right) \\
& \|\left(a_{1}, \ldots, a_{n}\right) H_{1}=\left|a_{1}\right|+\left|a_{2}\right|+\cdots+\left|a_{n}\right| \\
& H\left(a_{1}, \ldots, a_{n}\right) \|_{2}=\sqrt{\left|a_{1}\right|^{2}+\left|a_{2}\right|^{2}+\cdots+\left|a_{n}\right|^{2}}
\end{aligned}
$$

The norms $\|\cdot\|_{x}:\|\cdot\|_{2}$, and $\|\cdot\|_{2}$ are called the infinity-norm, one-norm, and two-norm; respectively. Observe that $\|\cdot\|_{2}$ is the norm on $\mathbf{R}^{n}\left(\mathbf{C}^{n}\right)$ induced by the usual inner product on $\mathbf{R}^{n}\left(\mathbf{C}^{n}\right)$. [We will. let $d_{x}, d_{1}$. and $d_{2}$ denote, respectively, the corresponding distance functions.]

Problems 14.242-14.245 refer to the vectors $u=(1 ; 3 .-6,4)$ and $v=(3,-5,1,-2)$ in $\mathbf{R}^{4}$.
14.242 Find $\|u\|_{x}$ and $\|v\|_{x}$.

IThe infinity-norm chooses the maximum of the absolute values of the vectors. Hence $\|u\|_{=}=6$ and $\|v\|_{x}=5$.
1.4.243 Find $\|u\|_{1}$ and $\|v\|_{1}$.

- The one-norm adds the absolute values of the components. Thus $\|u\|_{1}=1+3+6+4=14$, $\|v\|_{1}=3+5+1+2=11$.

E4.244 Find $\|u\|_{2}$ and $\|v\|_{2}$.
$\int$ The two-norm is equal to the square root of the sum of the square of the components [j.e., the norm induced by the usual inner product on $\left.R^{4}\right\}$. Thus $\|u\|_{2}=\sqrt{1+9+36+.16}=\sqrt{62}$ and $\|v\|_{2}=$ $\sqrt{9+25+1+4}=\sqrt{39}$.
14.245 Find $d_{0}(u, v), d_{1}(u, v)$, and $d_{2}(u, v)$.

I-Firsi find $u-v=(-2,8,-7,6)$. Then $d_{\infty}(u, v)=\|u-v\|_{\infty}=8, \quad d_{1}(u, v)=\|u-v\|_{1}=2+8+7+6=$ 23, $d_{2}(u, v)=\|u-v\|_{2}=\sqrt{4+64+49+36}=\sqrt{153}$.
14.246 Let $D_{1}$ be the set of points $u=(x, y)$ in $R^{2}$ such that $\|u\|_{i}=1$. Plot $D_{1}$ in the coordinate plane $R^{2}$. - Plot the points $(x, y)$ such that $\|u\|_{2}{ }^{2}=x^{2}+y^{2}=1$. Thus $D_{1}$ is the upit circle as pictured in Fig. 14-7.


Fig. $14: 7$
14.247 Let $D_{2}$ be the set of points $u=(x, y)$ in $R^{2}$ such that $\|u\|_{1}=1$. Plot $D_{2}$ in the coordinate plane $\mathbf{R}^{\mathbf{2}}$. - Pot the points $(x, y)$ such that $\|u\|_{1}=|x|+|y|=1$. Thus $D_{2}$ is the diamond inside the unit circle as pictured in Fig. 14-7.
14.248 Let $D_{3}$ be the set of points $u=(x, y)$ in $\mathbf{R}^{2}$ such that $\|u\|_{x}=1$. Plor $D_{3}$ in the coordinate plane $R^{2}$.

IPlot the points. $(x, y)$ such-that $\|u\|_{\alpha}=\max (|x|,|y|)=1$. Thus $D_{3}$ is the square circumscribing the unit circle as. pictured in Fig. 14-7.

Problems 14.249-14.252 refer to the vectors $u=(5-2 i .3+4 i)$ and $v=(2+i .2-3 i)$ in $C^{2}$.
14.249 Find $\| u H_{1}$ and $\|v\|_{1}$.
$\|\quad\| u\left\|_{2}=|5-2 i|+|3+4 i|=\sqrt{29}+5 \quad\right\| v \|_{1}=|2+i|+|2-3 i|=\sqrt{5}+\sqrt{13}$.
14.250 Find $\|u\|_{=}$and $\|v\|_{\text {. }}$
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I $\|u\|_{x}=\max (|5-2 i|,|3+4 i|)=\max (\sqrt{29}, 5)=\sqrt{29}, \cdot\|v\|_{x}=\max \left(|2+i|_{,}|2-3 i|\right)=\max (\sqrt{5}, \sqrt{13})=\sqrt{13}$.
14.251 Find $\|u\|_{2}$ and $\|v\|_{2}$.
\| $\|u\|_{2}^{2}=|5-2 i|^{2}+|3+4 i|^{2}=29+25=54$; so $\|u\|_{2}=\sqrt{54}=3 \sqrt{6} . \quad\|v\|_{2}^{2}=|2+i|^{2}+|2-3 i|^{2}=5+$ $13=18 ;$ so $\|v\|_{2}=\sqrt{18}=3 \sqrt{2}$.
14.252 Find $d_{1}(u, v), d_{x}(u, v)$, and $d_{2}(u ; v)$.
| First find $u-v=(3-3 i, 1+7 i)$. Then $d_{1}(u, v)=|3-3 i|+|1+7 i|=\sqrt{18}+\sqrt{50}=3 \sqrt{2}+5 \sqrt{2}=8 \sqrt{2}$,
$d_{x}(u, v)=\max (|3-3 i|,|1+7 i|)=\max (3 \sqrt{2} ; 5 \sqrt{2})=5 \sqrt{2}$. Also, $\|u-v\|^{2}=9+9+1+49=68$, so
$d_{2}(u, v)=\sqrt{68}$.

Problems 14.253-14.254 refer to the vector space $V$ of continuous functions on the interval $a \leq \ell \leq b$.
14.253 The following defines a norm on $V:\|f\|=\int_{a}^{b}|f(t)| d t$. [This norm is analogous to the $\|\cdot\|_{1}$ norm on $R^{n}$.] Give a geometrical description of $\|f\|$ and the distance $d(f, g)$.
I As pictured in Fig. $14-8,\|f\|$ is the area between the function $|f|$ and the $t$ axis, and $d(f, g)$ is the areabetween the functions $f$ and $g$.

(a) $\|f\|$ is shaded.

(b) $d(f, g)$ is shaded.

Fig. $14-8$
14.254. The following defines a norm on $V:\|f\|=\max (|f(t)|)$. [This norm is analogous to the $\|\cdot\|_{=}$on $R^{n}$.] Give a geometrical description of $\|f\|$ and the distance function $d(f, g)$.
I As pictured in Fig. 14-9, $\|f\|$ is the maximum distance between $f$ and the $x$ axis, and $d(f, g)$ is the maximum distance between $f$ and $g$.


Fig. 14.9

This chapter investigates the ring $K[t]$ of polynomials over a field $K$ and shows that $K[t]$ has many properties which are analogous to properties of the integers. These results play an important role in obtaining canonical forms for a linear operator $T$ on a vector space $V$ over $K$.

### 15.1 RING OF POLYNOMIALS

15.1 Define a polynomial over a field $K$ and its degree.

I Let $K$ be a field. Formally, a polynomial $f$ over $K$ is an infinite sequence of elements from $K$ in which all except a finite number of them are $0: f=\left(\ldots, 0, a_{n}, \ldots, a_{1}, a_{0}\right)$. Altematively, using a symbol, say $t$, as an indeterminant, the above polynomial is usually denoted in the form $f(t)=a_{n} t^{n}+\cdots+a_{1} t+a_{u}$. The entry $a_{k}$ is called the $k$ th coefficient of $f$. If $n$ is the largest integer for which $a_{n} \neq 0$, then we say that the degree of $f$ is $n$, written $\operatorname{deg} f=n$. We also call $a_{n}$ the leading coefficient of $f_{\text {, }}$ and if $a_{n}=1$ we call $f$ a monic polynomial. On the other hand, if every coefficient of $f$ is 0 then $f$ is calted the zero polynomial, written $f=0$. The degree of the zero polynomial is not defined.

Define the ring of polynomials over the field $K$.
I Let $K[t]$ be the collection of all polynomials $f(t)$. Addition and multiplication is defined in $K[t]$ as follows. Suppose $f$ is the polynomial in Problem 15.1 and_suppose $g$ is another polynomial over $K$, say $g(t)=b_{m} t^{m}+\cdots+b_{1} t+b_{0}$. Then the sum $f+g$ is the polynomial obtained by adding corresponding coefficients. That is, if $m \leq n$ then $f(t)+g(t)=a_{n} t^{n}+\cdots+\left(a_{m}+b_{m}\right) t^{m}+\cdots+\left(a_{1}+b_{1}\right) t+\left(a_{0}+b_{0}\right)$ [or $f+g=\left(\ldots, 0, a_{n}, \ldots, a_{n}+b_{m}, \ldots, a_{1}+b_{1}, a_{0}+b_{0}\right)$ ]. Furthermore, the product of $f$ and $g$ is the polynomial $f(t) g(t)=a_{n} b_{m} t^{n+m}+\cdots+\left(a_{1} b_{0}+a_{0} b_{1}\right) t+a_{0} b_{0}$ - $\operatorname{lor} f g=\left(\ldots, 0, a_{n} b_{m}, \ldots, a_{1} b_{0}+\right.$
$\left.\left.a_{0} b_{1}, a_{0} b_{v}\right)\right\}$, i.e., the $k$ th coefficient $c_{k}$ of $f g$ is $c_{k}=\sum_{i=0}^{k} a_{i} b_{k-1}=a_{a} b_{k}+a, b_{k-1}+\cdots+a_{k} b_{n}$. Theorem 15: 1 applies.

Theorem 15.1:" $K[r\}$ under the above operations of addition and multiplication is a commutative ring with a unily element and with no zero divisors. [That is, $K[t]$ is an integral domain.]
15.3 Show how $K$ may be viewed as a subset of $K[t]$.

1 We identify the scalar $a_{01} \in K$ with the polynomial $f(t)=a_{0}$ or $a_{u n}=\left(\ldots, 0, a_{0}\right)$. Then the operations of addition and multiplication of elements of $K$ are preserved under this identification:

$$
\begin{aligned}
\left(\therefore, 0, a_{0}\right)+\left(\ldots, 0, b_{0}\right) & =\left(\ldots, 0, a_{0}+b_{0}\right) \\
\left(\ldots, 0, a_{0}\right) \cdot\left(\ldots, 0, b_{0}\right) & =\left(\ldots, 0, a_{0} b_{0}\right)
\end{aligned}
$$

Theorem 15.2: Suppose $f$ and $g$ are polynomials in $K[4$. Then $\operatorname{deg}(f g)=\operatorname{deg} f+\operatorname{deg} g$.
15.4 Prove Theorem 15.2.

I Suppose $f(t)=a_{n} t^{n}+\cdots+a_{0}$ and $g(t)=b_{m} t^{n t}+\cdots+b_{0}$ and $a_{n} \neq 0$ and $b_{m} \neq 0$. Then $f(t) g(t)=a_{n} b_{m} t^{n+m}+$ terms of lower degree. Also, since the field $K$ hass no zero divisors, $a_{n} b_{m} \neq 0$.
Thus $\operatorname{deg}(f g)=n+m=\operatorname{deg} f+\operatorname{deg} g$.
15.5 Show that the nonzero elememts of $K$ are the units of $K[1]$.

1 Suppose $f(t) g(t)=1$. Then $0=\operatorname{deg}(1)=\operatorname{deg}(f g)=\operatorname{deg} f+\operatorname{deg} g$. Hence $\operatorname{deg} f=0$ and $\operatorname{deg} g=0$ and $f$ and $g$ are scalars- in $K$. On the other hand, if $a \in K$ and $a \neq 0$, then $a \cdot a^{-3}=1$ and $a$ is a unit of $K \mid 1\}$.

Remark: A potynomial $g$ is said to divide a polynomial $f$ if there exisis a potynemial $h$ such that $f(t)=g(t) h(t)$.
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15.6 Suppose $g(t)$ divides $f(t)$. Show that $\operatorname{deg} g \leq \operatorname{deg} f$.

If $g$ divides $f$, then there exists $h$ such that $f(t)=g(t) h(t)$. Then, by Theorem 15.2, $\operatorname{deg} f=$ $\operatorname{deg} g+\operatorname{deg} h \geq \operatorname{deg} g$.
15.7 Suppose $f$ and $g$ are polynomials such that $f$ divides $g$ and $g$ divides $f$. Show that (a) $\operatorname{deg} f=\operatorname{deg} g$ and (b) $f$ and $g$ are associates, i.e., $f(t)=k g(t)$ where $k \in K$.

I (a) By Theorem 15.2, $\operatorname{deg} f \leq \operatorname{deg} g$ and $\operatorname{deg} g \leq \operatorname{deg} f$. Hence deg $f=\operatorname{deg} g$. (b) Since $g$ divides $f$, there exist $h$ such that $f(t)=h(t) g(t)$. Since $\operatorname{deg} f=\operatorname{deg} g$, we have $\operatorname{deg} h=0$. In other words, $h(t)=k$, an element of $K$.
15.8 Suppose $d$ and $d^{\prime}$ are monic polynomials such that $d$ divides $d^{\prime \prime}$ and $d^{\prime}$ divides $d$. Then $d=d^{\prime}$.
\| By Problem 15.7, $d(t)=k d^{\prime}(t)$ where $k \in K$. The leading coefficient of $d$ is 1 since $d$ is monic and the leading coefficient of $k d^{\prime}$ is $k$ since $d^{\prime}$ is monic. Hence $k=1$ and $d=d^{\prime}$.

### 15.2 EUCLIDEAN ALGORITHM, ROOTS OF POLYNOMIALS

This section uses the following theorems whose prools appear in Problems 15.13-15.15.

Theorem 15.3 (Euclidean Division Algorithm): Let $f(t)$ and $g(t)$ be polynomials over a field $K$ with $g(t) \neq 0$. Then there exist polynomials $q(t)$ and $r(t)$ such that $f(t)=q(t) g(t)+r(t)$ where either $r(t) \equiv 0$ or $\operatorname{deg} r<\operatorname{deg} g$.
[The above theorem formalizes the process known as "long division."]
Theorem 15.4: Suppose $a \in K$ is a root of a polynomial $f(t)$ over $K$ which $\operatorname{deg} f=n$. Then there exists a polynomial $q(t)$ with $\operatorname{deg} q=n-1$ such that $f(t)=(t-a) q(t)$. [That is, $t-a$ divides $f(t)$.]

Theorem 15.5: Suppose a rational number $p / q$ [reduced to lowest terms] is a root of the polynomial $f(t)=a_{4} t^{n}+\cdots+a_{1} t+a_{0}$ where $a_{n}, \cdots, a_{1}, a_{0} \in Z$. Then $p$ divides the constant term $a_{0}$ and $q$ divides the leading coefficient $a_{n}$. [In particular, if. $c=p / q$ is an integer, then $c$ divides $a_{0}$.]
15.9. Suppose $f(t)=t^{3}+t^{2}-8 t+4$. Assuming $f(t)$ has a rational root, find all the roots of $f(t)$ :

- Since the leading coefficient is 1 ; the only rational roots of $f(1)$ must be integers. Also, these integers are among $\pm 1, \pm 2, \pm 4$. Note $f(1) \neq 0$ and $f(-1) \neq 0$. By synthetic division [or dividing by $1-2$ ], we get

$$
2 \begin{array}{r}
1+1-8+4 \\
2+6-4
\end{array}
$$

Therefore, $t=2$ is a root and $f(t)=(t-2)\left(t^{2}+3 t-2\right)$. Using the quadratic formula for. $t^{2}+3 t-2=0$, we obtain the following roots of $f(t): t=2, t=(-3+\sqrt{17}) / 2, t=(-3-\sqrt{17}) / 2$.
15.10 Suppose $g(t)=t^{2}-2 t^{2}-6 t-3$. Find the roots of $g(t)$ assuming $g(t)$ has an integer root.

4 The only integer roots of $g(t)$ must be among. $\pm 1, \pm 3$. Note $f(1) \neq 0$. Using synthetic division [or dividing by $t+1]$. we get

$$
-1 \begin{array}{r}
1-2-6-3 \\
-1+3+3
\end{array}
$$

Therefore. $t=-1$ is a root and $g(t)=(1+1)\left(c^{2}-3 i-3\right)$. We can now use the quadratic formula on $t^{t}-3 t-3$ to obtain the following three roots of $g(t): t=-1 . \quad t=(3+\sqrt{2 i t}) / 2, \quad t=(3-\sqrt{21}) / 2$.

## POLYNOMIALS OVER A FIELD - 357

Suppose $h(t)=t^{3}-2 t^{3}+11 t-10$. Find all the real roots of $h(t)$ assuming there are two integer roots.
IThe integer roots must be among $\pm 1, \pm 2, \pm 5, \pm 10$. By synthetic division [or dividing by $t-1$ and then $\mathrm{f}+$ ? $\}$ we get

$$
\cdots \quad-2 \begin{array}{r}
1-2+0+11-10 \\
\frac{1-1-1+10}{1-1-1+10+0} \\
-2+6-10 \\
1-3+5+0
\end{array}
$$

Thus $t=1$ and $t=-2$ are roots and $h(t)=(t-1)(t+2)\left(t^{2}-3 t+5\right)$. The quadratic formula with $t^{2}-3 t+5$ tells us that there are no other real roots. That is, $t=1$ and $t=-2$ are the only real roots of $h(t)$.
15.12 Suppose $f(t)=2 t^{3}-3 t^{2}-6 t-2$. Find all the roots of $f(t)$-knowing that there is a rational root.

I The rational roots must be among $\pm 1, \pm 2, \pm \frac{1}{2}$. Testing each possible rational root, we get, by synthetic division (ar dividing by $2 t+1$ ),

$$
-\frac{1}{2} \left\lvert\, \begin{array}{r}
2-3-6-2 \\
-1+2+2 \\
2-4-4+0
\end{array}\right.
$$

Thus $t=-\frac{1}{2}$ is a root and $f(t)=\left(t+\frac{1}{2}\right)\left(2 t^{2}-4 t-4\right)=(2 t+1)\left(t^{2}-2 t-2\right)$. We can now use the quadratic formula on $t^{2}-2 t-2$, to obtain the following three roots of $f(t): \quad t=-\frac{1}{2}, t=1+\sqrt{3}, t=$ $1-\sqrt{3}$
15.13 Prove Theorein 15.3.

If $f(t) \equiv 0$ or if $\operatorname{deg} f<\operatorname{deg} g$, then we have the required representation $f(t)=0 g(t)+f(t)$. Now suppose $\operatorname{deg} f \geq \operatorname{deg} g$, say $f(t)=a_{n} t^{n}+\cdots+a_{t} t+a_{n}$ and $g(t)=b_{m} t^{m}+\cdots+b_{1} t+b_{0}$ where $a_{1 \prime}, b_{m} \neq 0$ and $n \geq m$. We form the polynomial

$$
\begin{equation*}
f_{1}(t)=f(t)-\frac{a_{n}}{b_{i n}} t^{n-\cdots} g(t) \tag{1}
\end{equation*}
$$

[This is the first step in "long division."]. Then $\operatorname{deg} f_{i}<\operatorname{deg} f . \quad B y$ induction, there exist polynomials $q_{1}(l)$ and $r(l)$ such that $f_{1}(l)=q_{1}(l) g(t)+r(l)$ where either $r(l) \equiv 0$ or deg $r \leq \operatorname{deg} g$. Substituting this into (1) and solving for $f(1)$, we get

$$
f(t)=\left\{q_{1}(t)+\frac{\dot{a}_{n}}{b_{m}} t^{n-m}\right\} g(t)+r(t)
$$

which is the desired representation.
15.14 Prave Theorem 15.4.

- By Theorem 15.3, there exist $q(t)$ and $r(t)$ such that

$$
\begin{equation*}
f(t)=(t-a)(t)+r(t) \tag{1}
\end{equation*}
$$

with $r(t) \equiv 0$ or $\operatorname{deg} r<\operatorname{deg}(t-a)=1$. Thus $r(t)=k$, a constant. Substituting $t=a$ and $r(t)=k$ into (t) yietds $f(a)=(a-a) g(t)+k$. Since $f(a)=0$ and $a-a=0$, we get $k=n(t)=0$. Thus $f(t)=(t-a) q(1)$ Also $n=\operatorname{deg} f=\operatorname{deg}(t-a)+\operatorname{deg} q=1+\operatorname{deg} q$. Hence $\operatorname{deg} q=n-1$.
15.15. Prove Theorem 15:5.

I Substitute $t=p / q$ into $f(t)=0$ to obtain $a_{n}(p / q)^{n}+\cdots+a_{1}(p / q)+a_{n}=0$. Multiply both sides of the equation by $q^{n}$ to obtain

$$
\begin{equation*}
a_{n} p^{n}+a_{n-1} p^{n-1} q+a_{n-2} p^{n-2} q^{2}+\cdots+a_{1} p q^{n-1}+a_{0} q^{n}=0 \tag{1}
\end{equation*}
$$

Since $p$ divides all of the first $n$ terms of (1), $p$ must divide the las! term $a_{n} q^{\prime \prime}$. Assuming $p$ and $q$ are relatively prime. $p$ divides $a_{i n}$ Similarly, $q$ divides the last $n$ terms of ( $f$ ), hence $q$ divides the first term $a_{n} P^{n}$. Since $\dot{p}$ and a are relatively prime. $q$ divites $a_{n}$ -

Prove Theorem 15.7
Since $\operatorname{deg} c=2$, there exist $q(t)$ and $M, N \in \mathbf{R}$ such that

$$
\begin{equation*}
f(t)=c(t) q(t)+M t+N \tag{1}
\end{equation*}
$$

Since $z=a+b i$ is a root of $f(t)$ and $c(t)$, we have by substituting $t=a+b i$ in (I)

$$
f(z)=c(z) q(z)+M(z)+N \quad \text { or } \quad 0=0 q(z)+M(z)+N \quad \text { or } \quad M(a+b i)+N=0
$$

Thus $M a+N=0$ and $M b=0$. Since $b \neq 0$, we must have $\dot{M}=0$. Then $0+N=0$ or $N=0$. Accordingly, $f(t)=c(t) q(t)$ and $\bar{z}=a-b i$ is a root of $f(t)$.
15.18.Suppose $f(t)=t^{4}-3 t^{3}+6 t^{2}+25 t-39$. Find all the roots of $f(t)$ given that $t=2+3 i$ is a root.

I Since $2+3 i$ is a root, then $2-3 i$ is a root and $c(t)=t^{2}-4 t+13$ is a factor of $f(t)$. Dividing $f(t)$ by $c(t)$ we get $f(t)=\left(t^{2}-4 t+13\right)\left(t^{2}+t-3\right)$. The quadratic formula with $t^{2}+t-3$ gives us the other roots of $f(t)$. That is, the four roots of $f(t)$ follow: $2+3 i, 2-3 i,(-1+\sqrt{13}) / 2,(-1-\sqrt{13}) / 2$.
15.19 Suppose $f(t)$ is a real polynomial with odd degree. Show that $f(t)$ must have a real root.

IThe complex roots of $f(t)$ come in pairs by Theorem 15.7. Hence one root of $f(t)$ must be real.
15.20. Give a geometrical proof of the fact that a real polynomial $f(t)$ of odd degree has a real root.


Fig. 15-1

I Suppose the leading coefficient of $f(t)$ is positive [otherwise, multiply $f(t)$ by -1 ]. Since $\operatorname{deg} f=n$ where $n$ is odd, we have

$$
\lim _{x \rightarrow \infty} f(t)=+\infty \quad \text { and } \quad \lim _{x \rightarrow-\infty} f(t)=-\infty
$$

Thus the graph of $f(t)$ nust cross the $t$ axis in at least one point as pictured in Fig. 15-1.

### 15.3 PRINCIPAL IDEAE DOMAIN, UNIQUE FACTORIZATION DOMAIN

This section proves that the ring $K[r]$ of polynomials over a field $K$ is a principal ideal domain and a unique factorization domain. [The reader is referred to Section 6.8 for relevant definition.]

Theorem 15.8: The ring $K[t]$ of polynomials over a field $K$ is a principal ideal domain. If $J$ is an ideal in $K[t]$, then there exists a anique monic polynomial $d$ which generates $J$, i.e., such that $d$ divides every polynomial $f \in J$.

Prove Theorem 15.8.

- Lei $d$ be a polynomial of lowest degree in $J$. Since we can multiply $d$ by a nonzero scalar and still. remain in $J$; we can assume without loss in generality that $d$ is a monic polynomial. Now suppose $f \in J$. By the division algorithm there exist polynomials $q$ and $r$ such that $f=q d+r$ where either $r=0$ or deg $r<\operatorname{deg} d$. Now $f, d \in J$ implies $q d \in J$ and hence $r=f-q d \in J$. But $\dot{d}$ is a polynomial of lowest degree in J. Accordingly, $r=0$ and $f=q d$, that is, $d$ divides $f$. It remains to show that $d$ is 'unique. If $d^{\prime}$ is another monic polynomial which generates $J$, then $d$ divides $d^{\prime}$ and $d^{\prime}$ divides $d$. This implies that $d=d^{\prime}$, because $d$ and $d^{\prime}$ are monic. Thus the theorem is proved.

Theorem 15.9: Let $f$ and $g$ be nonzero polynomials in $K[f]$. Then there exists a unique monic polynomial $d$ such that (i) $d$ divídes $f$ arid $g$ and (iii) if $d^{\prime}$ divides $f$ and $g$, then $d^{\prime}$ divides $d$.

## Prove Theorem 15.9.

$\boldsymbol{I}$ The set $I=\{m f+n g: m, n \in K[f\}\}$ is an ideal. Let $d$ be the monic polynomial which generates $I$. Note $f, g \in I$; hence $d$ divides $f$ and $g$. Now suppose $d^{\prime}$ divides $f$ and $g$. Let $J$ be the ideal generated by $d^{\prime}$. Then $f, g \in J$ and hence $I C J$. Accordingly, $d \in J$. and so $d^{\prime}$ divides $d$ as claimed. It remains to show that $d$ is unique. If $d_{1}$ is another [monic] greatest common divisor of $f$ and $g$, then $d$ divides $d_{1}$. and $d_{2}$ divides $d$. This implies that $d=d_{1}$ because $d$ and $d$, are monic. Thus the theorem is proved.

Remark: The above polynomial $d$ is called the greatest common divisor of $f$ and $g$. If $d=1$, then $f$ and $g$ are said to be relatively prime.

Corollary 15.10: Let $d$ be the greatest common divisor of the polynomials $f$ and $g$. Then there exist polynomials $m$ and $n$ such that $d=m f+n g$. In particular, if $f$ and $g$ are relatively prime then there exist polynomials $m$ and $n$ such that $m f+n g=1$.

Prove Corollary 15:10.
From the proof of Theorem 15.9, $d$ generates the ideal $I=\{m f+n g: m, n \in K \mid t\}$. Thus there exists $m, n \in K[t]$ such that $d=m f+n g$.
15.24 Define an irreducible polynomial.

I A polynomiat $p \in K|r|$ is said to be irreducible if $p$ has positive degree li.e., $p$ is not a constant $\}$ and if $p=f g$ implies $f$ or $g$ is a scalar.

Lemma 15.11: Suppose $p \in K\}$ is irreducible. If $p$ divides the product $f g$ of polynomials. $f, g \in K\{t]$, then $p$ divides $f$ or $p$ divides $g$. More gene ratly, if $p$ divides the prodục of $n$ polynömials $f_{1} f_{2} \ldots f_{n}$, then $p$ divides one of them.
15.30 Find $g(A)$ where $g(t)=t^{2}-5 t-2$. Is $A$ a root of $g(t)$ ?

I

$$
\begin{aligned}
g(A) & =A^{2}-5 A-2 I=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)^{2}-5\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)-2\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{rr}
7 & 10 \\
15 & 22
\end{array}\right)+\left(\begin{array}{rr}
-5 & -10 \\
-15 & -20
\end{array}\right)+\left(\begin{array}{rr}
-2 & 0 \\
0 & -2
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
\end{aligned}
$$

$A$ is a zero of $g(t)$ since $g(t)$ is the zero matrix.
15:31 Find $f(B)$ where $f(t)=2 t^{2}-3 t+7$.
I

$$
\begin{aligned}
f(B) & =2 B^{2}-3 B+7 I=2\left(\begin{array}{rr}
1 & -2 \\
4 & 5
\end{array}\right)^{2}-3\left(\begin{array}{rr}
1 & -2 \\
4 & 5
\end{array}\right)+7\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{rr}
-14 & -24 \\
48 & 34
\end{array}\right)+\left(\begin{array}{rr}
-3 & 6 \\
-12 & -15
\end{array}\right)+\left(\begin{array}{ll}
7 & 0 \\
0 & 7
\end{array}\right)=\left(\begin{array}{rr}
-10 & -18 \\
36 & 26
\end{array}\right)
\end{aligned}
$$

15.32 Find $h(B)$ where $h(t)=t^{2}-6 t+13$.

I $h(B)=B^{2}-6 \hat{B}+13 I=\left(\begin{array}{cc}-7 & -12 \\ 24 & 17\end{array}\right)+\left(\begin{array}{rr}-6 & 12 \\ -24 & -30\end{array}\right)+\left(\begin{array}{rr}13 & 0 \\ 0 & 13\end{array}\right)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$
[Thus $B$ is a root of $h(1)$.]
15.33 Show that $A=\left(\begin{array}{ll}1 & 4 \\ 2 & 3\end{array}\right)$ is a zero of $f(t)=t^{2}-4 t-5$.

$$
f(A)=A^{2}-4 A-5 I=\left(\begin{array}{ll}
9 & 16 \\
8 & 17
\end{array}\right)+\left(\begin{array}{ll}
-4 & -16 \\
-8 & -12
\end{array}\right)+\left(\begin{array}{rr}
-5 & 0 \\
0 & -5
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

15.34 - Let $A=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$. Find $A^{2}, A^{3}, A^{n}$.
$1 \quad A^{2}=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)\left(\begin{array}{ll}1 & 1 \\ 0 & \cdots\end{array}\right)=\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right) \quad A^{3}=A A^{2}=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right)=\left(\begin{array}{ll}1 & 3 \\ 0 & 1\end{array}\right)$
We claim that $A^{n}=\left(\begin{array}{ll}1 & n \\ 0 & 1\end{array}\right)$. It is true for $n=1,2$, and 3 . Assuming it is true for $n-1$, we have

$$
A^{n}=A A^{n-1}=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & n-1 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1 & n \\
0 & 1
\end{array}\right)
$$

Theorem 15.14: Let $f$ and $g$ be polynomials over $K$ and let $A$ be an $n$-square matrix over $K$. Then
(i) $(f+g)(A)=f(A)+g(A)$.
(ii) $(f g)(A)=f(A) g(A)$.
(iii) $(k f)(A)=k f(A)$ where $k \in K$.
15.35 Prove (i) of Theorem 15.14.

1 Suppose $f=a_{n} t^{n}+\cdots+a_{1} t+a_{0}$ and. $g=b_{m} t^{n}+\cdots+b_{1} t+b_{0}$. Then by definition, $f(A)=$ $a_{n} A^{n}+\cdots+a_{3} A+a_{0} I$ and $g(A)=b_{m} A^{m}+\cdots+b_{1} A+b_{0} I$. Suppose $m \leq n$ and let $b_{i}=0$ if $i>m$. Then $f+g=\left(a_{n}+b_{n}\right) k^{n}+\cdots+\left(a_{1}+b_{1}\right) t+\left(a_{0}+b_{0}\right)$. Hence $(f+g)(A)=\left(a_{n}+b_{n}\right) A^{n}+\cdots+$ $\left(a_{1}+b_{v}\right) A+\left(a_{0}+b_{0}\right) I=a_{n} A^{n}+b_{n} A^{n}+\cdots+a_{1} A+b_{1} A+a_{0} I+b_{9} I=f(A)+g(A)$.
15.36 Prove (ii) of Theorem 15.14.

1 By definition, $f g=c_{n+m} t^{n+m}+\cdots+c_{1} t+c_{n}=\sum_{k=0}^{n+m} c_{k} t^{k}$ where $c_{k}=\sum_{i=0}^{k} a_{i} b_{k-i}$. Hence $\quad(f g)(A)=$ $\sum_{n=0}^{n+n} c_{k} A^{n}$ and

$$
f(A) g(A)=\left(\sum_{i=1}^{n} a_{i} A^{i}\right)\left(\sum_{j=0}^{m} b_{j} A^{i}\right)=\sum_{i=0}^{n} \sum_{j=0}^{m} a_{i} b_{j} A^{i+j}=\sum_{k=10}^{n+m} c_{i} A^{k}=(f g)(A)
$$

15.40 Let $A$ be a matrix representation of an operator $T$. Show that $f(A)$ is the matrix representation of $f(T)$, for any polynomial $f(t)$.
ILet $\phi$ be the mapping $T \mapsto A$, i.e., which sends the operator $T$ into its matrix representation $A$. We need to prove that $\cdot \phi(f(T))=f(A)$. Suppose $f(t)=a_{n} t^{t}+\cdots+a_{1} t+a_{0}$. The proof is by induction on $n$, the degree of $f(t)$ :
Suppose $n=0$. Recall that $\theta\left(I^{\prime}\right)=I$ where $l^{\prime}$ is the identity mapping and $l$ is the identity matrix.
Thus $\phi(f(T))=\phi\left(a_{0} I^{\prime}\right)=a_{\mathrm{a}} \phi\left(I^{\prime}\right)=a_{0} l=f(A)$. and so the theorem holds for $\cdot n=0$.
Now assume the theorem holds for polynomials of degree less than $n$. Then since $\phi$ is an algebra isomorphism, $\phi(f(T))=\phi\left(a_{n} T^{n}+a_{n-1} T^{n-1}+\cdots+a_{1} T+a_{0} r^{\prime}\right)=a_{n} \phi(T) \phi\left(T^{n-1}\right)+\phi\left(a_{n-1} T^{n-1}+\cdots+\right.$ $\left.a_{1} T+a_{0} I^{\prime}\right)=a_{n} A A^{n-1}+\left(a_{n-1} A^{n-1}+\cdots+a_{1} A+a_{0} I\right)=f(A)$ and the theorem is proved.
15.41 Let $A$ be any square matrix and let $P$ be a nonsingular matrix of the same order. Show that (a) $\left(P^{-1} A P\right)^{n}=P^{-1} A^{1} P$, for every positive $n$, and $(b) f\left(P^{-1} A P\right)=P^{-1} f(A) P$, for any polynomial $f(t)$.
I (a) The condition trivially holds for $n=1$. Then, by induction and $n>1$,

$$
\left(P^{-1} A P\right)^{n}=\left(P^{-1} A P\right)\left(P^{-1} A P\right)^{n-1}=\left(P^{-1} A P\right)\left(P^{-1} A^{n-1} P\right)=p^{-1} A^{4} P^{-1} .
$$

(b) Suppose $f(t)=a_{n} n^{n}+\cdots+a_{1} t+a_{u 0}$. Then

$$
\begin{aligned}
f\left(P^{-1} A P\right) & =a_{n}\left(P^{-1} A P\right)^{n}+a_{n-1}\left(P^{-1} A P\right)^{-1}+\cdots+a_{1}\left(P^{-1} A P\right)+a_{0} I \\
& =a_{n}\left(P^{-1} A^{n} P\right)+a_{n-1}\left(P^{-1} A^{n-1} P\right)+\cdots+a_{1}\left(P^{-1} A P\right)+a_{0}\left(P^{-1} I P\right) \\
& =P^{-1}\left(a_{n} A^{n}+a_{n-1} A^{n-1}+\cdots+a_{1} A+a_{0} I\right) P=P^{-1} f(A) P .
\end{aligned}
$$

15.42 Suppose a matrix $B$ is similar to a matrix $A$. Show that $f(B)$ is similar to $f(A)$ for any polynomial $f(t)$.

I Since $B$ is similar to $A$, there exists a nonsingular matrix $P$ such that $B=P^{-}$. $A P$. Then, by Problem. 15.41, $f(B)=f\left(P^{-1} A P\right)=P^{-1} f(A) P$. Thus $f(B)$ is similar to $f(A)$.
15.43 Let $A$ be any square matrix. Show that (a) $\left(A^{x}\right)^{n}=\left(A^{n}\right)^{\boldsymbol{r}}$ for any positive $n$, and $\left.(b) f\left(A^{T}\right)=\| f(A)\right]^{r}$. for any polynomial $f(t)$.

I (a) The condition holds trivially for $n=1$. Then, by induction and $n>1$,

$$
\left(A^{T}\right)^{n}=A^{T}\left(A^{T}\right)^{n-1}=A^{T}\left(A^{n-1}\right)^{T}=\left(A^{n-1} A\right)^{T}=\left(A^{n}\right)^{T} .
$$

(b) Suppose $f(t)=a_{n} I^{n}+a_{n-1} t^{n-t}+\cdots+a_{1} t+a_{0}$. Then, using the fact that $(P+Q)^{T}=P^{T}+Q^{T}$ and $(k P)^{T}=k P^{T}$, we have

$$
\begin{aligned}
f\left(A^{T}\right) & =a_{n}\left(A^{T}\right)^{n}+a_{n-1}\left(A^{T}\right)^{n-1}+\cdots+a_{1} A^{T}+a_{0} I \\
& =a_{n}\left(A^{n}\right)^{T}+a_{n-1}\left(A^{n-1}\right)^{T}+\cdots+a_{1} A^{T}+a_{0} I^{T} \\
& =\left[a_{n} A^{n}+a_{n-1} a^{n-1}+\cdots+a_{1} A+a_{0} I\right]^{T}=[f(A)]^{T} .
\end{aligned}
$$

15.44 Suppose $A$ is symmetric. Show that $f(A)$ is symmetric for any polynomial $f(t)$.

I Since $A$ is symmetric, $A^{T}=A$. Then, by Problem 15.43, $[f(A)]^{T}=f\left(A^{T}\right)=f(A)$. Hence $f(A)$ is symmetric.
15.45 Let $A$ be an $n$-square matrix. Show that $A$ is a zero of some nonzero polynomial.
$I$ Let $N=n^{2}$. Consider the following $N+1$ matrices: $1, A, A^{2}, \ldots, A^{N}$. Recall that the vector space of $V$ of $n$-square matrices has dimension $N=n^{2}$. Thus the above $N+1$ matrices are linearly dependent. Hence there exist scalars $a_{0}, a_{1}, \ldots, a_{v}$ such that $a_{N} A^{N}+\cdots+a_{1} A+a_{0} I=0$. Accordingly, $A$ is a zero of the polynomial $f(t)=a_{n} t^{n}+\cdots+a_{1} t+a_{0}$.

Remark: The above result is an existence proof; it does not tell us how to find a polvnomial in which $A$ is a root. The next chapter gives us such a polynomial, the characteristic polynomial of $A$.
15.46 Consider a block diagonal matrix

$$
M=\left(\begin{array}{cccc}
A_{1} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & A_{n}
\end{array}\right)
$$

Describe $f(M)$ for any polynomial $f(t)$.
I Since the diagonal blocks add and multiply independently, $f(M)$ has the following form where the diagonal blocks are $f\left(A_{1}\right), \ldots, f\left(A_{n}\right)$ :

$$
f(M)=\left(\begin{array}{cccc}
f\left(A_{1}\right) & 0 & \cdots & 0 \\
0 & f\left(A_{2}\right) & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & f\left(A_{n}\right)
\end{array}\right)
$$

Consider a block triangular matrix

$$
N=\left(\begin{array}{cccc}
A_{1} & B & \cdots & C \\
0 & A_{2} & \cdots & D \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & A_{n}
\end{array}\right)
$$

where the $A_{i}$ are square matrices. Describe $f(N)$ for any polynomial $f(t)$.
I Since the sum and product of block diaganal matrices are again block triangular matrices, and since the diagonat etements add and multiply independently, $f(N)$ has the following form where $f\left(A_{1} h_{2}, \ldots, f\left(A_{n}\right)\right.$ are the diagonal blocks:

$$
f(N)=\left(\begin{array}{cccc}
f\left(A_{1}\right) & X & \cdots & y \\
0 & \left(A_{2}\right) & \cdots & Z \\
\cdots & 0 & \cdots & f\left(A_{n}\right)
\end{array}\right)
$$

### 16.1 CHARACTERISTIC POLYNOMIAL, CAYLEY-HAMILTON THEOREM

16.1 Consider an $n$-squase matrix $A$ over a field $K$ :

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{22} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right)
$$

Define the characteristic polynomial of $A$.
IT The matrix $I_{n}-A$, where $I_{n}$ is the $n$-square identity matrix and $t$ is an indeterminant, is called the characteristic matrix of $A$ :

$$
\| I_{n}-A=\left(\begin{array}{cccc}
1-a_{11} & -a_{12} & \cdots & -a_{2 n} \\
-a_{21} & 1-a_{22} & \cdots & -a_{2 n} \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right)
$$

Its determinant $\Delta_{\Lambda}(t)=\operatorname{det}\left(t_{n}-A\right)$, which is a polynomial in $t$, is called the characteristic polynomial of $A$. We also call $\Delta_{A}(t)=\operatorname{det}\left(I_{n}-A\right)=0$ the characteristic equation of $A$.

Theorem 16.1, which is proved in Problem 16.20 and used below, is one of the most important theorems in linear algebra.

Theorem 16.1 (Cayley-Hamilton): Every square matrix $A$ is a zero of its characteristic polynomial.
16.2 Find the characteristic polynomial of $A=\left(\begin{array}{rr}2 & -3 \\ 5 & 1\end{array}\right)$.

IForm the characteristic matrix $I I-A$ :

$$
u-A=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+\left(\begin{array}{cc}
-2 & 3 \\
-5 & -1
\end{array}\right)=\left(\begin{array}{cc}
1-2 & 3 \\
-5 & 1-1
\end{array}\right)
$$

The characteristic polynomial $\Delta(t)$ of $A$ is its determinant:

$$
\Delta(t)=|t I-A|=\left|\begin{array}{cc}
t-2 & 3 \\
-5 & t-1
\end{array}\right|=(t-2)(t-1)+15=t^{2}-3 t+17
$$

16.3 Find the characteristic polynomial $\Delta(t)$ of $B=\left(\begin{array}{rrr}1 & 3 & 0 \\ -2 & 2 & -1 \\ 4 & 0 & -2\end{array}\right)$.

$$
\text { 1. } \Delta(t)=|t|-B\left|=\left|\begin{array}{ccc}
t-1 & -3 & 0 \\
2 & t-2 & 1 \\
-4 & 0 & t+2
\end{array}\right|=(t-1)(t-2)(t+2)+12+6(t+2)=t^{3}-t^{2}+2 t+28\right.
$$

16.4 Find the characteristic polynomial $\Delta(t)$ of $A=\left(\begin{array}{ll}1 & 2 \\ 3 & 2\end{array}\right)$.

$$
\Delta(t)=|t-A|=\left|\begin{array}{cc}
t-3 & -2 \\
-3 & t-2
\end{array}\right|=(t-1)(t-2)-6=t^{2}-3 t-4
$$

1
16.5 Verify the Cayley-Hamiton theorem for the matrix $A$ in Problem I6.4, i.e., verify that $A$ is a root of its characteristic polynomial.
1 Given $\Delta(t)=t^{2}-3 t-4$, we have

$$
\Delta(A)=A^{2}-3 A-4 I=\left(\begin{array}{rr}
7 & 6 \\
9 & 10
\end{array}\right)+\left(\begin{array}{rr}
-3 & -6 \\
-9 & -6
\end{array}\right)+\left(\begin{array}{rr}
-4 & 0 \\
0 & -4
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

16.6 Consider an $n$-square matrix $A=\left(a_{i j}\right)$ [as in Problem 16.1]. Determine the first and second terms and the constant term of the characteristic polynomial $\Delta_{A}(1)$ of $A$.

- Each term in the determinant contains one and only one entry from each row and from each column; hence the above characteristic polynomial is of the form

$$
\Delta_{A}(t)=\left(t-a_{11}\right)\left(t-a_{21}\right) \cdots\left(t-a_{n n}\right)+\text { terms with at most } n-2 \text { factors of the form } t-a_{i i}
$$

Accordingly;

$$
\Delta_{A}(t)=t^{n}-\left(a_{11}+a_{22}+\cdots+a_{n n}\right) l^{n-1}+\text { terms of lower degree }
$$

Recall that the trace of $A$ is the sum of its diagonal elements. Thus the characteristic polynomial $\Delta_{A}(t)=$ $\operatorname{det}\left(t I_{n}-A\right)$ of $A$ is a monic polynomial of degree $n$, and the coefficient of $t^{n-1}$ is the negative of the trace of $A$. [A polynomial is monic if its leading coefficient is l.]

Furthermore, if we set $t=0$ in $\Delta_{A}(t)$, we obtain $\left.\Delta_{A}(0)=|-A|=7-1\right)^{n}|A|$. But $\Delta_{A}(0)$ is the constant term of the polynomial $\Delta_{A}(t)$. Thus the constant term of the characteristic polynomial of the matrix $A$ is $(-j)^{n}|A|$ where $n$ is the order of $A$.
Find the characteristic polynomial $\Delta(l)$ of $A=\left(\begin{array}{rr}-2 & -6 \\ 4 & 9\end{array}\right)$.

- Here $\operatorname{tr}(A)=-2+9=7$ and $\operatorname{det}(A)=-18+24=6$. Hence $\Delta(t)=t^{2}-7 t+6$.

Find the characteristic polynomial $\Delta(t)$ of $B=\left(\begin{array}{rr}4 & 5 \\ -3 & -7\end{array}\right)$.

- Here $\operatorname{tr}(B)=4+(-7)=-3$ and $\operatorname{det}(B)=-28+15=-13$. Hence $\Delta(t)=t^{2}+3 t-13$. [We emphasize that it is the negative of the trace which is the coefficient of $\left.t^{n-1}.\right]$
Suppose $A=\left(\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right)$. The following is a formula for the characteristic polynomial $\Delta(t)$ of $A$ :

$$
\begin{aligned}
\Delta(t) & =t^{3}-\left(a_{11}+a_{22}+a_{33}\right) t^{2}+\left(\left|\begin{array}{ll}
a_{22} & a_{23} \\
a_{32} & a_{33}
\end{array}\right|+\left|\begin{array}{ll}
a_{11} & a_{13} \\
a_{31} & a_{33}
\end{array}\right|+\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{32}
\end{array}\right| t-\left|\begin{array}{lll}
a_{11} & a_{12} & a_{33} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|\right. \\
& =t^{3}-\operatorname{tr}(A) t^{2}+\left(A_{11}+A_{22}+A_{33}\right) t-\operatorname{det}(A)
\end{aligned}
$$

[Here $A_{11}, A_{22}, A_{33}$ dencte, respectively, the cofactors of the diagonal elements $a_{11}, a_{22}, a_{33}$ ] Find $\Delta(t)$ when

$$
A=\left(\begin{array}{lll}
1 & 2 & 3 \\
5 & 4 & 1 \\
2 & 7 & 2
\end{array}\right)
$$

- Here $\operatorname{ur}\left(A_{2}=1+4+2=7, \quad A_{11}=\left|\begin{array}{ll}4 & 1 \\ 7 & 2\end{array}\right|=1, \quad A_{32}=\left|\begin{array}{ll}1 & 3 \\ 2 & 2\end{array}\right|=-4, \quad A_{33}=\left|\begin{array}{ll}1 & 2 \\ 5 & 4\end{array}\right|=-6, \quad A_{11}+A_{22}+\right.$ $A_{33}=-9$, and

$$
\left\lfloorA \left|=\left|\begin{array}{lll}
3 & 2 & 3 \\
5 & 4 & 1 \\
2 & 7 & 2
\end{array}\right|=8+4+105-24-7-20=66\right.\right.
$$

Thus $\Delta(t)=t^{3}-7 t^{2}-9 t-66$.

Pyoblems 16:10-16.12 refer to the following marices:

$$
A=\left(\begin{array}{rr}
2 & 5 \\
3 & -3
\end{array}\right) \quad B=\left(\begin{array}{rr}
2 & -3 \\
7 & -4
\end{array}\right) \quad C=\left(\begin{array}{rrr}
1 & 4 & -3 \\
0 & 3 & 1 \\
0 & 2 & -1
\end{array}\right)
$$
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16.10 Find a polynomial $f(t)$ for which $A$ is a root.

IBy the Cayley-Hamiltonian theorem every matrix is a root of its characteristic polynomial. Therefore, let $f(t)$ be the characteristic polynomial of $A$ :

$$
f(t)=-|I I-A|=\left|\begin{array}{cc}
t-2 & -5 \\
-1 & t+3
\end{array}\right|=t^{2}+t-1!
$$

16.11 Find a polynomial $g(t)$ for which $B$ is a zero.
$\int$ Let $g(1)$ be the characteristic polynomial of $B$ :

$$
g(t)=|t t-B|=\left|\begin{array}{cc}
t-2 & 3 \\
-7 & t+4
\end{array}\right|=t^{2}+2 t+13
$$

16.12 Find a polynomial $h(t)$ for which $C$ is a root.
$\boldsymbol{I}$

$$
h(t)=|t I-C|=\left|\begin{array}{ccc}
t-1 & -4 & 3 \\
0 & t-3 & -1 \\
0 & -2 & t+1
\end{array}\right|=(t-1)\left(t^{2}-2 t-5\right)
$$

16.13 Find the characteristic polynomial $\Delta(t)$ of a triangular matrix
I. Since $A$ is triangular and $t I$ is diagonal, $I-A$ is also triangular with diagonal elements $t-a_{i i}$ :

$$
I-A=\left(\begin{array}{cccc}
t-a_{11} & -a_{12} & \cdots & -a_{11} \\
0 & t-a_{22} & \cdots & -a_{2 n} \\
\cdots & & \cdots & \cdots
\end{array}\right)
$$

Then $\Delta(t)=|t t-A|$ is the product of the diagonal elements $t-a_{i i}: \Delta(t)=\left(t-a_{1 i}\right)\left(t-a_{22}\right) \cdots\left(t-a_{n n}\right)$.
16.14 Show that a matrix $A$ and its transpose $A^{r}$ have the same characteristic polynomial.

I By the transpose operation, $(I I-A)^{T}=-I^{T}-A^{T}$. Since a matrix and its transpose have the same determinant, $\quad U-A=(t /-A)^{T}=t l-A^{T}$. Thus $A$ and $A^{T}$ have the same characteristic polynomial.
16.15 Suppose $M=\left(\begin{array}{cc}A_{1} & B \\ 0 & A_{2}\end{array}\right)$ where $A_{1}$ and $A_{2}$ are square matrices. Show that the characteristic polynomial of $M$ is the product of the characteristic polynomials of $A_{1}$ and $A_{2}$.
I Here $t I-M=\left(\begin{array}{cc}I I-A_{1} & -B \\ 0 & I I-A_{2}\end{array}\right)$. However, the determinant of a block triangular matrix is the product of the determinants of the diagonal blocks. Thus $|I I-M|=\left|\begin{array}{cc}t I-A_{1} & -B \\ 0 & t I-A_{2}\end{array}\right|=|t I-A||I I-B|$, as required.
16.16 Generalize the statement in Problem 16.15.

IThe characteristic polynomial $\Delta_{M}(t)$ of the triangular block matrix

$$
M=\left(\begin{array}{cccc}
A_{1} & B & \cdots & C \\
0 & A_{2} & \cdots & D \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & A_{n}
\end{array}\right)
$$

is the product of the characteristic polynomials of the diagonal blocks $A_{i}$, that is, $\Delta_{M}(t)=\Delta_{A_{1}}(t) A_{A_{2}}(t)$ $\cdots A_{A_{n}}(t)$.

Problems 16.17-16.19 refer to the following matrices:

$$
R=\left(\begin{array}{rrrr}
1 & 2 & 3 & 4 \\
0 & 2 & 8 & -6 \\
0 & 0 & 3 & -5 \\
0 & 0 & 0 & 4
\end{array}\right) \quad S=\left(\begin{array}{rrrr}
2 & 5 & 7 & -9 \\
1 & 4 & -6 & 4 \\
0 & 0 & 6 & -5 \\
0 & 0 & 2 & 3
\end{array}\right) \quad T=\left(\begin{array}{rrrr}
5 & 8 & -1 & 0 \\
0 & 3 & 6 & 7 \\
0 & -3 & 5 & -4 \\
0 & 0 & 0 & 7
\end{array}\right)
$$

16.17 Find the characteristic polynomial $\Delta(t)$ of $R$.

1 Since $R$ is triangular, $\Delta(t)=(t-1)(t-2)(t-3)(t-4)$.
16.18 Find the characteristic polynomial $\Delta(t)$ of $S$.

Note $S$ is block triangular with diagonal blocks $A_{1}=\left(\begin{array}{ll}2 & 5 \\ 1 & 4\end{array}\right)$ and $A_{2}=\left(\begin{array}{rr}6 & -5 \\ 2 & 3\end{array}\right)$. Thus $\Delta(t)=\Delta_{A_{1}}(t) \Delta_{A_{2}}(t)=\left(t^{2}-6 t+3\right)\left(t^{2}-9 t+28\right)$.
16.19 Find the characteristic polynomial $\Delta(t)$ of $T$.
' Note $T$ is block triangular with diagonal blocks (5), ( $\left.\begin{array}{rr}3 & 6 \\ -3 & 5\end{array}\right)$, and (7). Thus $\Delta(t)=(t-5)\left(t^{2}-8 t+\right.$ $33)(t-7)$.
16.20 Prove the Cayley-Hamilton theorem 16.1.

- Let $A$ be an arbitrary $n$-square matrix and let $\Delta(t)$ be its characteristic polynomial; say, $\Delta(t)=$ $|I I-A|=t^{n}+a_{n-1} t^{n-1}+\cdots+a_{2} t+a_{0}$. Now let $B(t)$ denote the classical adjoint of the matrix $t I-A$. The elements of $B(t)$ are cofactors of the matrix $i I-A$ and hence are polynomials in $t$ of degree not exceeding $n-1$. Thus $B(t)=B_{n-1} t^{n-1}+\cdots+B_{1} t+B_{0}$, where the $B_{i}$ are $n$-square matrices over $K$ which are independent on $t$. By the fundamental property of the classical adjoint [Theorem 8.11],
or

$$
\begin{aligned}
\cdot(t \mid-A) B(t) & =|t I-A| t \quad \therefore \quad \therefore \\
(t I-A)\left(B_{n-1} t^{n-1}+\cdots+B_{1} t+B_{0}\right) & =\left(t^{n}+a_{n-1} t^{n-1}+\cdots+a_{1} t+a_{0}\right) t
\end{aligned}
$$

Removing parentheses and equating the coefficients of corresponding powers of $t$,

$$
\begin{aligned}
& B_{n-1}=I \\
& B_{n-2}-A B_{n-1}=a_{n-1} J \\
& B_{n-3}-A B_{n-2}=a_{n-2} I \\
& \cdots \cdots \cdots \cdots \cdots \\
& B_{0}-A B_{1}=a_{1} l
\end{aligned}
$$

Multiplying the above matrix equations by $A^{n}, A^{n-1}, \ldots, A, I$, respectively,

$$
\begin{aligned}
& A^{n} B_{n-1}=A^{n} \\
& A^{n-1} B_{n-2}-A^{n} B_{n-1}=a_{n-1} A^{n-1} \\
& A^{n-2} B_{n-1}-A^{n-1} B_{n-2}=a_{n-2} A^{n-2} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& A B_{0}-A^{2} B_{3}=a_{1} A \\
&-A B_{0}=a_{0} I
\end{aligned}
$$

Adding the above matrix equations, $0=A^{n}+a_{n-1} A^{n-1}+\cdots+a_{1} A+a_{0} J . \quad$ In other words, $\Delta(A)=0$. That is, $A$ is a zero of its characteristic polynomial.

Theorem 16.2: Simitar matrices have the same characteristic polynomial.

## Prove Theorem 16.2.

Suppose $A$ and $B$ are simitar matrices, say $B=P^{-1} A P$ where $P$ is invertible. Using $I I=P^{-3} I P$, $|t I-B|=\left|I I-P^{-1} A P\right|=\left\{P^{-1} t \mid P-P^{-1} A P\right\}=\left|P^{-1}(I I-A) P\right|=\left|P^{-1}\right||I I-A||P|$. Since determinants are scalars and commute and since $|P-||P|=1$. we finaty obtain $| t|-B|=|t|-A|$. That is. $A$ and $B$ have the same characteristic potynomial.
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16.22 Suppose $L: V \rightarrow V$ is a linear operator on a vector space $V$ with finite dimension. Define the characteristic polynomial $\Delta(t)$ of $L$.
Let $A$ be the matrix representation of $L$ relative to some basis of $V$. Then $\Delta(t)$ is defined to be the characteristic polynomial of $A$.
16.23 Since a linear map $L: V \rightarrow V$ may have many matrix representations, is it possible for $L$ to have many characteristic polynomials?

I No. All matrix representations of $L$ are similar matrices and similar matrices have the same characteristic polynomial by Theorem 16.2. In other words, the characteristic polynomial $\Delta(t)$ of $L$ is unique.
16.24 Let $L: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ be defined by $L(x, y, z)=(2 x+3 y-2 z, 5 y+4 z, x-z)$. Find the characteristic polynomial $\Delta(t)$ of $L$.

- Find a matrix representation of $L$. Using the usual basis of $\mathbf{R}$, we have

$$
[L]=\left(\begin{array}{rrr}
2 & 3 & -2 \\
0 & 5 & 4 \\
1 & 0 & -1
\end{array}\right)
$$

Thus

$$
\Delta(t)=\left|\begin{array}{ccc}
t-2 & -3 & -2 \\
0 & t-5 & -4 \\
-1 & 0 & t+1
\end{array}\right| \doteq t^{3}-6 t^{2}+5 t-12
$$

16.25 Let $V$ be the vector space of functions which have $B=\{\sin \theta, \cos \theta\}$ as a basis, and let $D$ be the differential operator on $V$. Find the characteristic polynomial $\Delta(t)$ of $D$,
! First find the matrix $A$ which represents $D$ in the basis $B$ :

$$
\begin{aligned}
& D(\sin \theta)=\cos \theta=0(\sin \theta)+1(\cos \theta) \\
& D(\cos \theta)=-\sin \theta=-1(\sin \theta)+0(\cos \theta)
\end{aligned}
$$

Thus $[D]=A=\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$ and $\operatorname{det}(I I-A)=\left|\begin{array}{rr}t & -1 \\ 1 & t\end{array}\right|=t^{2}+1$. Accordingly, $\Delta(t)=t^{2}+1$ is the characteristic polynomial of $D$.

### 16.2 EIGENVALUES AND EIGENVECTORS

The following definitions are used throughout this section. Each definition has two forms, one for matrices and one for linear operators.

Definitions $A$ : Let $A$ be an $n$-square matrix over a field $K$. A scalar $\lambda \in K$ is called an eigenvalue of $A$ if there exists a nonzero (column) vector $v \in K^{\prime \prime}$ for which $A v=\lambda v$. Every vector satisfying this relation is then called an eigenvector of $A$ belonging to the eigenvalue $\lambda$. The set $E_{\lambda}$ of all eigenvectors belonging to $\lambda$ is a subspace of $K^{n}$ called the eigenspace of $\lambda$.
The terms characteristic value and characteristic vector [or proper value and proper vector] are frequently used instead of eigenvalue and eigenvector.

Definitions B: Let $T: V \rightarrow V$ be a linear operator on a vector space $V$ over a field $K$. A scalar $\lambda \in K$ is called an eigenvalue of $T$ if there exists a nonzero vector $v \in V$ for which $T(v)=\lambda v$. Every vector satisfying this relation is then called an eigenvector of $T$ belonging to the eigenvalue $\lambda$. The set $E_{\lambda}$ of all such vectors is a subspace of $V$ [Problem 16:30] called the eigenspace of $\lambda$.

Theorem 16.3. proved in Problem 16.37. is used below.
Theorem 16.3: Nonzero eigenvectors belonging to distinct eigenvalues are linearly independen.
16.26 Let $l: V \rightarrow V$ be the idenity mapping on any nonzero vector space $V$. Show that $\lambda=1$ is an eigenvalue of $l$. What is the eigenspace $E_{1}$ of $\lambda=1$ ?

1 For every $u \in V, I(v)=v=1 v$. This $\lambda=1$ is an cigenvalue of $I$, and $E_{1}=V$ since every vector in $V$ is an eigenvector belonging to 1 .
36.27 Let $L: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ be the linear operator which rotates each vector $v \in \mathbf{R}^{2}$ by an angle $\theta=\pi / 2=90^{\circ}$. Show geometrically that $L$ has no eigenvalues and hence no eigenvectors.
1 Observe that no nonzero vector is a multiple of itself, which is the defining condition for an eigenvalue. Thus $L$ has no eigenvalues and hence no eigenvectors.
16.28 Let $A=\left(\begin{array}{ll}1 & 2 \\ 3 & 2\end{array}\right)$. Show that (a) $v_{1}=(2,3)^{r}$ is an eigenvector of $A$ belonging to the eigenvalue $\lambda_{1}=4$ of $A$; $(b) \quad v_{2}=(1,1)^{r}$ is an cigenvector of $A$ belonging to the eigenvalue $\lambda_{2}=-1$ of $A$.
(a)

$$
A v_{1}=\left(\begin{array}{ll}
1 & 2 \\
3 & 2
\end{array}\right)\binom{2}{3}=\binom{8}{12}=4\binom{2}{3}=4 v_{1}
$$

Thus $u_{1}$ is an eigenvector of $A$ belonging to $\lambda_{1}=4$.
(b).

$$
A v_{2}=\left(\begin{array}{ll}
1 & 2 \\
3 & 2
\end{array}\right)\binom{1}{-1}=\binom{-1}{1}=(-1) v_{2}
$$

Thus $v_{2}$ is an eigenvector of $A$ belonging to $\lambda_{2}=-1$.
16.29 Let $V$ be the vector space of differentiable functions on $\mathbb{R}$ and $D: V \rightarrow V$ be the differential operator. Show that the functions $e^{n_{1}} 1^{\prime}, e^{n_{2} t}, \ldots, e^{n-n^{t}}$, where $a_{1}, \ldots, a_{n}$ are distinct nonzero scalars, are eigenvectors of D. To which eigenvalue $\lambda_{i}$-does $e^{q_{i}}$ belong? Show that the functions are linearly independent.
| $D\left(e^{\mu^{\prime \prime},}\right)=a_{i} e^{u^{\prime \prime} ;}$; hence $e^{m_{i},}$ is an eigenvector of $D$ belonging to the eigenvalue $\lambda_{i}=a_{i}$. By Theorem 16.3 the functions are linearly independent since they are nonzero eigenvectors of $D$ belonging to distinct eigenvalues.
16.30 Let $\lambda$ be an eigervalue of a linear operator $T: V \rightarrow V$. Let $E_{\lambda}$ be the eigenspace of $\lambda$, i.e., the set of all eigenvectors of $T$ belonging to $\lambda$. Show that $E_{A}$ is a subspace of $V_{r}$ i.e., show that
(a). If $u \in E_{\lambda}$, then $k v \in E_{\lambda}$ for any scalar,$k \in K$.
(b) If $u, v \in E_{\lambda}$, then $u+v \in E_{\lambda}$.
(a) Since $v \in E_{\lambda}$, we have $T(v)=\lambda v$. Then $T(k v)=k T(v)=k(\lambda v)=\lambda(k v)$. Thus $k v \in E_{\lambda}$.
(b) Since $u, v \in E_{\lambda}$, we have $T(u)=\lambda v$ and $T(v)=\lambda v$. Then $T(u+v)=T(u)+T(v)=\lambda u+\lambda v=$ $\hat{\lambda}(u+\dot{v})$. Thus $u+v \in E_{\lambda}$.

Theorem 16.4: Let $T: V \rightarrow V$ be a linear operator on a vector space over $K$. Then $\lambda \in K$ is an eigenvalue of $T$ if and only if the operator $\lambda I-T$ is singular. The eigenspace of $\lambda$ is then the kernel of $A I-T$.
16.31 Prove Theorem 16.4 which gives an important characterization of eigenvabues which is frequently used as its definition.

I The scaiar $\lambda$ is an eigenvalue of $T$ if and only if there exists a nonzero vector $v$ such that $T(v)=\lambda v$ or $(\lambda 1)(v)-T(v)=0$ or $(\lambda I-T)(v)=0$, that is, $\lambda I-T$ is singular. We also have that $v$ is in the eigenspace of $\lambda$ if and only if the above relations hold, hence $v$ is in the kernel of $\lambda I-T$.

Theorem 16.5: A linear operator $T: V \rightarrow V$ can be represented by a diagonal matrix $B$ if and only if $V$ has a basis consisting of eigenvectors of $T$. In this case the diagonal elements of $B$ are the corresponding eigenvalues.
16.32 Prove Theorem I6.5.

If can be rearesented by a diagonal matrix

$$
\left(\begin{array}{cccc}
k_{3} & 0 & \cdots & 0 \\
0 & k_{2} & \cdots & 0 \\
\hdashline & \cdots & \cdots & \cdots
\end{array}\right)
$$
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if and only if there exists a basis $\left\{v_{1}, \ldots, v_{n}\right\}$ of $V$ for which

i.e., such that the vectors $v_{1}, \ldots, v_{n}$ are eigenvectors of $T$ belonging respectively to eigenvalues $k_{1}, \ldots, k_{n}$.
16.33 Prove Theorem 16.6.

1. The first part of the theorem is simply a restatement of Theorem 16.5 for matrices. We need only show that the columns of $P$ are the eigenvectors. Now $A$ may be viewed as the matrix of a linear miap $T$ on $K^{n}$ relative to the usual basis $\left\{e_{j}\right\}$ of $K^{n}, B$ may be viewed as the matrix of $T$ relative to the basis $\left\{v_{i}\right\}$ of eigenvectors, and $P$ is the change-of-basis matrix from $\left\{e_{i}\right\}$ to $\left\{v_{i}\right\}$. However, since $\left\{e_{i}\right\}$ is the isual basis, $P$ is the matrix whose columns are the vectors $v_{i}$. Thus the theorem is proved.
16.34 Verify Theorem 16.6 for the matrix $A=\left(\begin{array}{ll}1 & 2 \\ 3 & 2\end{array}\right)$ in Problem 16.28.

I By Problem 16.28, $A$ has two linearly independent eigenvectors $\binom{2}{3}$ and $\binom{1}{-1}$. Set $P=\left(\begin{array}{rr}2 & 1 \\ 3 & -1\end{array}\right)$, and so $P^{-1}=\left(\begin{array}{lll}\frac{1}{3} & \frac{1}{5} \\ \frac{3}{5} & -\frac{2}{5}\end{array}\right)$. Then $A$ is similar to the diagonal matrix

$$
B=P^{-1} A P=\left(\begin{array}{rr}
\frac{1}{5} & \frac{1}{5} \\
3 & -\frac{2}{3}
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
3 & 2
\end{array}\right)\left(\begin{array}{rr}
2 & 1 \\
3 & -1
\end{array}\right)=\left(\begin{array}{rr}
4 & 0 \\
0 & -1
\end{array}\right)
$$

As expected, the diagonal elements 4 and -1 of the diagonal matrix $B$ are the eigenvalues corresponding to the given eigenvectors.

Theorem 16.7: Let $A$ be an $n$-square matrix over a field $K$. A scalar $\lambda \in K$ is an eigenvalue of $A$ if and only if $\lambda$ is a root of the characteristic polynomial $\Delta(t)$ of $A$.
16.35 Prove Theorem 16.7 which is used in the diagonalization algorithm in Section 16.3.

I Now $\lambda$ is an eigenvalue of $A$ if and only if the matrix $\lambda I-A$ is singular. However, $\lambda I-A$ is singular if and only if $\operatorname{det}(\lambda I-A)=0$. But $\cdot \operatorname{det}(\lambda I-A)=0$ if and only if $\lambda$ is a root of $\Delta(l)$. Thus the theorem is proved.

Corollary 16.8: Suppose the characteristic polynomial $\Delta(t)$ of an $n$-square matrix $A$ is a product of $n$ distinct factors, say, $\Delta(t)=\left(t-a_{1}\right)\left(t-a_{2}\right) \cdots\left(t-a_{n}\right)$. Then $A$ is similar to a diagonak matrix whose diagonal elements are the $a_{i}$.
16.36 Prove Cȯrollary 16.8 which gives us a sufficient condition for a matrix to be diagonalizable.

1 By Theorem 16.7, the $a_{i}$ are eigenvalues of $A$. Let $v_{i}$ be corresponding eigenvectors. By Theorem 16.3, the vectors $v_{i}$ are lineariy independent and hence form a basis of $K^{n}$. Thus $A$ is diagonalizable by Theorem 16.6.
16.37 Prove Theorem 16.3: Let $v_{1}, \ldots, v_{n}$ be nonzero eigenvectors of an operator $T: V \rightarrow V$ belonging to distinct eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$. Then $v_{1}, \ldots, v_{n}$ are linearly independent.
IThe proof is by induction on $n$. If $n=1$, then $v_{1}$ is linearly independent since $v_{1} \neq 0$. Assume $n>1$. Suppose

$$
\begin{equation*}
a_{1} v_{1}+\dot{a}_{2} v_{2}+\cdots+a_{n} v_{n}=0 \tag{1}
\end{equation*}
$$

where the $a_{i}$ are scalars. Applying $T$ to the above relation, we obtain by linearity $a_{1} T\left(v_{1}\right)+a_{2} T\left(v_{2}\right)+$ $\because+a_{n} T\left(v_{n}\right)=T(0)=0$. But by hypothesis $T\left(v_{i}\right)=\lambda_{i} v_{i}$; hence

$$
\begin{equation*}
a_{1} \lambda_{1} v_{1}+a_{2} \lambda_{2} v_{2}+\cdots+a_{n} \lambda_{n} v_{n}=0 \tag{2}
\end{equation*}
$$

On the other hand, multiplying (1) by $\lambda_{n}$,

$$
\begin{equation*}
a_{1} \lambda_{n} v_{1}+a_{2} \lambda_{n} v_{2}+\cdots+a_{n} \lambda_{n} v_{n}=0 \tag{3}
\end{equation*}
$$

Now subtracling (3) from (2), $a_{1}\left(\lambda_{1}-\lambda_{n}\right) v_{1}+a_{2}\left(\lambda_{2}-\lambda_{n}\right) v_{2}+\cdots+a_{n-1}\left(\lambda_{n-1}-\lambda_{n}\right) v_{n-1}=0$. By induction, $v_{1}, v_{2}, \ldots, v_{n-1}$ are linearly independent; hence each of the above coefficients is $\theta_{\text {. }}$. Since the $\lambda_{i}$ are distinct, $\lambda_{i}-\lambda_{n} \neq 0$ for $i \neq n$. Hence $a_{1}=\cdots=a_{n-1}=0$. Substituting this into (1) we get $a_{n} v_{n}=0$, and hence $a_{n}=0$. Thus the $v_{i}$ are linearly independent.

Let $\lambda$ be an eigenvalue of a linear operator $T: V \rightarrow V$. Define the algebraic muftiplicity and the geometric multiplicity of $\lambda$.

- The algebraic muttiplicity of $\lambda$ is defined to be the multiplicity of $\lambda$ as a root of the characteristic polynomial of $T$. The geometric multiplicity of $\lambda$ is defined to be the dimension of its eigenspace.

Theorem 16.9: . Let $\lambda$ be an eigenvalue of a linear operator $T: V \rightarrow V$. Then the geometric multiplicity of $\lambda$ does not exceed its algebraic multiplicity.
16.39 Prove Theorem 16.9.

1. Suppose the geometric multiplicity of $\lambda$ is $r$. Then $\lambda$ contains $r$ linearly independent eigenvectors $v_{1}, \ldots, v_{r}$. Extend the set $\left\{v_{i}\right\}$ to a basis of $V:\left\{v_{1}, \ldots, v_{r}, w_{1}, \ldots, w_{3}\right\}$. We have

$$
\begin{aligned}
& T\left(v_{1}\right)=\lambda v_{1} \\
& T\left(v_{2}\right)=\quad \because
\end{aligned}
$$

$$
T\left(v_{r}\right)=a_{1} \cdot v_{1}+\cdots+v_{1} v_{r}+b_{1}, w_{1}+\cdots+b_{1,} w_{s}
$$

$$
T\left(w_{2}\right)=a_{21} v_{1}+\cdots+a_{2 r} v_{r}+b_{21} w_{1}+\cdots+b_{2 s} w_{s}
$$

$$
T\left(w_{s}\right)=a_{s 1} v_{1}+\cdots+a_{s r} v_{r}+b_{s y} w_{s}+\cdots+b_{s y} w_{s}
$$

The matrix of $T$ in the above basis is

$$
\left.M=\left\lvert\, \begin{array}{cccc:cccc}
\lambda & 0 & \cdots & 0 & a_{11} & a_{21} & \cdots & a_{s 1} \\
0 & \lambda & \cdots & 0 & a_{12} & a_{23} & \cdots & a_{s 2} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \lambda & a_{1 r} & a_{3 r} & \cdots & a_{s r} \\
\hdashline 0 & 0 & \cdots & 0 & b_{11} & b_{21} & \cdots & b_{r 1} \\
0 & 0 & \cdots & 0 & b_{12} & b_{22} & \cdots & b_{s 2} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0 & b_{1} & b_{2 s} & \cdots & b_{s s}
\end{array}\right.\right)=\left(\begin{array}{c:c}
\lambda I_{r} & A \\
\hdashline 0 & B
\end{array}\right\}
$$

where $A=\left(a_{i j}\right)^{r}$ and $B=\left(b_{i j}\right)^{r}$.
Since $M$ is a block triangular matrix, the characteristic polynomial of $\lambda 1$, , which is ( $t-\lambda$ ), must divide the cliaracteristic potynomial of $M$ and hence 7 . Thus the algebraic multiplicity of $\lambda$ for the operator $T$ is at least $r$. as required.
16.40 Show that 0 is an eigenvalue of $T$ if and only if $T$ is singular.

- We have that 0 is an eigenvalue of $T$ if and only if there exists a nantero vector $v$ such that $T(v)=$ $0 v=0$, i.e., that $T$ is singular.

Let $A$ and $B$ be $n$-square matrices. Show that $A B$ and $B A$ have the same eigenvalues.
1 Since the product of nonsingular matrices is nonsingular, the fotowing statements are equivalent: (i) 0 -

16.45. Find an eigenvector $v_{2}$ of $A$ belonging to the eigenvalue $\lambda_{2}=-1$.

1 Substitute $i=-1$ into $I-A$ to obtain $M=\left(\begin{array}{ll}-2 & -4 \\ -2 & -4\end{array}\right)$ which yields the homogeneous system

$$
\left(\begin{array}{ll}
-2 & -4 \\
-2 & -4
\end{array}\right)\binom{x}{y}=\binom{0}{0} \quad \text { or } \quad\left\{\begin{array}{l}
-2 x-4 y=0 \\
-2 x-4 y=0
\end{array} \quad \text { or } \quad x+2 y=0\right.
$$

The systern has only one independent solution; for example, $x=2, y=-1$. Thus $v_{2}=(2,-1)$ is an eigenvector which spans the eigenspace of $\lambda_{2}=-1$.

Find an invertible matrix $P$ such that $P^{-1} A P$ is diagonal.
1 Let $P$ be the matrix whose columns are the above eigenvectors: $P=\left(\begin{array}{rr}1 & 2 \\ 1 & -1\end{array}\right)$. Then $B=P^{-1} A P$ is the diagonat matrix whose diagonal entries are the respective eigenvalues:

$$
B=P^{-1} A P=\left(\begin{array}{rr}
\frac{1}{3} & \frac{2}{3} \\
\frac{1}{3} & -\frac{1}{3}
\end{array}\right)\left(\begin{array}{ll}
1 & 4 \\
2 & 3
\end{array}\right)\left(\begin{array}{rr}
1 & 2 \\
1 & -1
\end{array}\right)=\left(\begin{array}{rr}
5 & 0 \\
0 & -1
\end{array}\right)
$$

\{Remark: Here $P$ is the transition matrix from the usual basis of $R^{2}$ to the basis $\left\{v_{1}, v_{z}\right\}$. Hence $B$ is the matrix representation of the operator $A$ in this new basis.\}

Find all eigenvalues and a maxinfum set of linearly independent eigenvectors of the matrix $B=\left(\begin{array}{rr}1 & 3 \\ 2 & -4\end{array}\right)$.
IFind the characteristic polynomial $\Delta(t)=t^{2}+3 t-10=(t+5)(t-2)$ : Then eigenvalues are $\lambda_{1}=-5$ and $\lambda_{2}=2$.
(i) Subtract $\lambda_{1}=-5$ (or add 5 ) down the diagonal of $B$ to obtain $\dot{M}=\left(\begin{array}{ll}6 & 3 \\ 2 & 1\end{array}\right)$ which corresponds to the homogeneous system

$$
\left(\begin{array}{ll}
6 & 3 \\
2 & 1
\end{array}\right)\binom{x}{y}=0 \quad \text { or } \quad \begin{aligned}
& 6 x+3 y=0 \\
& 2 x+y=0 \quad \text { or } \quad 2 x+y=0
\end{aligned}
$$

Here $v_{1}=\left(k_{2}-2\right)$ is a nonzero solution of the system and hence $v_{2}$ is an eigenvector of $B$ belonging to $\lambda_{1}=-5$.
(ii). Subtract $\lambda_{2}=2$ down the diagonal of $B$ to obtain $M=\left(\begin{array}{rr}-1 & 3 \\ 2 & -6\end{array}\right)$ which corresponds to the homogeneous system $x-3 y=0$. Here $v_{2}=(3,1)$ is a nonzero of the system and hence $v_{2}$ is an eigenvectar belonging to $\lambda_{2}=2$.
The set $\left\{v_{1}=(1,-2), v_{2}=(3,1)\right\}$ is a maximum set of independent eigenvectors of the matrix $B$.
16.48 . Is the above matrix $B$ diagonalizable? If yes, find $P$ such that $P^{-1} B P$ is diagonal.

Since the eigenvectors $v_{1}=(1,-2)$ and $v_{2}=\left(3_{i}\right)$ ) form a basis of $R^{2}, B$ is diagonalizable. Lei $P$ be the matrix whose columns are $v_{1}$ and $v_{2}$, that is, $P=\left(\begin{array}{rl}1 & 3 \\ -2 & 1\end{array}\right)$. Then $P^{-1} B P=\left(\begin{array}{rr}-5 & 0 \\ 0 & 2\end{array}\right)$.
16.49 Find afl eigenvalues and a maximum set of lineatly independent eigenvectors of the matrix $C=\left(\begin{array}{cc}5 \cdot & -1 \\ 1 & 3\end{array}\right)$.

1 Find $\Delta(t)=t^{2}-8 t+16=(t-4)^{2}$. Thus $\lambda=4$ is the only eigenvaiue. Subtract $\lambda=4$ down the diagonal of $C$ to obtain $M=\left(\begin{array}{ll}1 & -1 \\ 1 & -1\end{array}\right)$, which corresponds to the homogeneous system $x+y=0$. Here $v=(1,1)$ is a nonzero solution of the system and hence $v$ is an eigenvector of $C$ belonging to $\lambda=4$. Since there are no other eigenvalues, $\quad(v=(1,1)\}$ is, a maximum set of linearly independent eigenvectors.
16.50 Is the above matrix $C$ diagonalizable? If yes, find $P$ such that $P^{-1} C P$ is diagonal.

I $C$ is not diagonalizable since the number of independent eigenvector is not equal to the dimension of $V=\boldsymbol{R}^{2}$. Thus no such matrix $P$ exists.
16.51 Find all eigenvalies and a maximum set of linearly independent eigenvectors of the matrix $\quad D=\left(\begin{array}{ll}5 & 6 \\ 3 & -2\end{array}\right)$.

1 Hère $\Delta(t)=|t-D|=t^{2}-3 t-28=(t-7)(t+4)$. Thus the eigenvalues of $D$ are $x_{z}=7$ and $\lambda_{2}=-4$.
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(i) Subtract $\lambda_{1}=7$ down the diagonal of $D$ to obtain $M=\left(\begin{array}{rr}-2 & 6 \\ 3 & -9\end{array}\right)$ which corresponds to the system

$$
\begin{aligned}
-2 x+6 y & =0 \\
3 x-9 y & =0
\end{aligned} \text { or } \quad x-3 y=0
$$

Here $v_{1}=(3,1)$ is the eigenvector of $\lambda_{1}=7$.
(ii) Subtract $\lambda_{2}=-4$ [or add 4] down the diagonal of $D$ to obtain $=\left(\begin{array}{ll}9 & 6 \\ 3 & 2\end{array}\right)$ which corresponds to the system $3 x+2 y=0$.
Here $v_{2}=(2,-3)$ is a solution and hence an eigenvector of $\lambda_{2}=-4$. Thus $\left\{v_{1}=(3,1), v_{2}=\right.$ $(2,-3)$ ) is a maximum set of linearly independent eigenvectors of $D$.

Problems $16.52-16.55$ refer to the matrix $A=\left(\begin{array}{ll}1 & -1 \\ 2 & -1\end{array}\right)$.
16.52 Find all eigenvalues and corresponding eigenvectors of $A$ assuming $A$ is a real matrix.

1 Here $\Delta(t)=|t|-A \mid=t^{2}+I$. Since $t^{2}+1$ has no solution in $R, A$ has no eigenvalues and hence no eigenveetors.
16.53 Is $A$ diagonalizable? If yes, find $P$ such that $P^{-1} A P$ is diagonal.

I Viewed as a real matrix $A$ has no eigenvectors and hence $A$ is not diagonalizable.
16.54 Find all eigenvalues and corresponding eigenvectors of $A$ assuming $A$ is a cómplex matrix.

I Again. $\Delta(t)=|t I-A|=t^{2}+1$. Now, however,. $\lambda_{1}=i$ and $\lambda_{2}=-i$ are eigenvalues of $A$.
(i) Substitute $t=i$ in $I-B$ to obtain the homogeneous system

$$
\left(\begin{array}{cc}
i-1 & 1 \\
-2 & i+1
\end{array}\right)\binom{x}{y}=\binom{0}{0} \quad \text { or } \quad\left(\begin{array}{r}
(i-1) x+\cdots \\
-2 x+(i+1) y=0
\end{array} \quad \text { or } \quad(i-1) x+y=0\right.
$$

The system has only one independent solution, i.e., $x=1, y=1-i$. Thus $v_{1}=(1, i-i)$ is an eigenvector which spans the eigenspace of $\lambda_{1}=i$.
(ii) Substitute $t=-i$ into $I I-B$ to obtain the homogeneous system

$$
\left(\begin{array}{cc}
-i-1 & 1 \\
-2 & -i-1
\end{array}\right)\binom{x}{y}=\binom{0}{0} \quad \text { or } \quad\left\{\begin{array}{r}
(-i-1) x+\quad \begin{array}{r}
y=0 \\
-2 x+(-i-i) y=0
\end{array} \quad \text { or } \quad(-i-1) x+y=0 .
\end{array}\right.
$$

The system has only one independent solution, i.e., $x=1, y=1+i$. Thius ${ }^{-} v_{2}=(1,1+i)$ is an eigenvector of $A$ which spans the eigenspace of $\lambda_{2}=-\boldsymbol{i}$.
16.55 Is $A$ diagonalizable? If yes, find $P$ such that $P^{-1} A P$ is diagonal.

I As a complex matrix, $A$ is diagonalizable. Let $P$ be the matrix whose columins are $v_{1}$ and $v_{2}$, that is, $P=\left(\begin{array}{cc}1 & 1 \\ 1-i & 1+i\end{array}\right)$. Then $P^{-1} A P=\left(\begin{array}{cc}i & 0 \\ 0 & -i\end{array}\right)$.

Remark: Problems 16.52-16.55 indicale that the question of eigenvalues and eigenvectors and diagonalizability of a matrix $A$ depends on the underlying field $K$ since the roots of the characteristic polynomial $\Delta(t)$ depend on the underlying field $K$.

Problems $16.56-16.60$ refer to the matrix $A=\left(\begin{array}{lll}1 & -3 & 3 \\ 3 & -5 & 3 \\ 6 & -6 & 4\end{array}\right)$.
16.56 Find the characteristic polynomial $\Delta(t)$ of $A$.

1

$$
\Delta(t)=|I I-A|=\left|\begin{array}{ccc}
t-1 & 3 & -3 \\
-3 & t+5 & -3 \\
-6 & 6 & t-4
\end{array}\right|=t^{3}-12 t-16
$$

Allematively, $\Delta(t)=t^{3}-\operatorname{tr}(A) r^{2}+\left(A_{11}+A_{22}+A_{33}\right) r-|A|=t^{3}-j 2 t-16$. [Here $A_{i i}$ is the cofactor of $a_{i i}$ in the matrix A.]

Find the eigenvalues of $A$.
I Assuming $\Delta(t)$ has a rational root, it must be among $\pm 1, \pm 2, \pm 4, \pm 16$. Testing, we get

$$
-2 \begin{array}{r}
1+0-12-16 \\
-2+4+16 \\
1-2-8+0
\end{array}
$$

Thus $t=-2$ is a root of $\Delta(t)$ and hence $\Delta(t)=(t+2)\left(t^{2}-2 t-8\right)=(t+2)(t-4)(t+2)=(t+2)^{2}(t-4)$. Accordingly, $\lambda_{1}=-2$ and $\lambda_{2}=4$ are the eigenvalues of $A$.
16.58 Find a basis for the eigenspace of $\lambda_{1}=-2$.
| Substitute $t=-2$ into $\|-A$ to obtain the homogeneous system

$$
\left(\begin{array}{lll}
-3 & 3 & -3 \\
-3 & 3 & -3 \\
-6 & 6 & -6
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \quad \text { or } \quad\left\{\begin{array}{l}
-3 x+3 y-3 z=0 \\
-3 x+3 y-3 z=0 \\
-6 x+6 y-6 z=0
\end{array} \quad \text { or } \quad x-y+z=0\right.
$$

The system has two independent solutions, i.e., $x=1, y=1, z=0$ and $x=1, y=0, z=-t$. Thus $u=(t, 1,0)$ and $v=(t, 0,-1)$ are independent eigenvectors which span the eigenspace of $\lambda_{1}=-2$. That is, $u$ and $v$ form a basis for the eigenspace of $\lambda_{1}=-2$. This means that every other eigenvector belonging to $\lambda_{1}=-2$ is a linear combination of $u$ and $v$.
16.59 What is the algebraic multiplicity and geometric multiplicity of the eigenvalue $\lambda_{1}=-2$ ?

I Since $t+2$ occurs twice in the characteristic polynomial $\Delta(t)=(t+2)^{2}(t-4)$, the algebraic multiplicity of $\lambda_{1}$ is two. Also, the geometric multiplicity of $\lambda_{1}$ is two since $\operatorname{dim} E_{\lambda_{1}}=2$ where $E_{\lambda_{1}}$ is the eigenspace of $\lambda_{1}$. [Compare with Problem 16.64.]
16.60 Find a basis for the eigenspace of $\lambda_{\mathbf{2}}=4$.

I Substitute $t=4$ into $\boldsymbol{l}$ - $A$ to obtain the homogeneous system

$$
\left(\begin{array}{rrr}
3 & 3 & -3 \\
-3 & 9 & -3 \\
-6 & 6 & 0
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \quad \text { or } \quad\left\{\begin{array} { r l } 
{ 3 x + 3 y - 3 z } & { = 0 } \\
{ - 3 x + 9 y - 3 z } & { = 0 } \\
{ - 6 x + 6 y } & { = 0 }
\end{array} \quad \text { or } \quad \left\{\begin{array}{r}
x+y-z=0 \\
2 y-z=0
\end{array}\right.\right.
$$

The systen has only one free variable; hence any particular nonzero solution, e.g., $x=1, y=1, z=2$, spans the solution space. Thus $w=(1,1,2)$ is an eigenvector of $A$ which spans, and so forms a basis, of the eigenspace of $\lambda_{2}=4$.

Is $A$ diagonalizable? If yes, find $P$ such that $P^{-1} A P$ is diagonal.
I. Since $A$ has three linearly independent eigenvectors, $A$ is diagonalizable. Let $P$ be the matrix whose columns are the three independent eigenvectors:

$$
P=\left(\begin{array}{rrr}
1 & 1 & 1 \\
1 & 0 & 1 \\
0 & -1 & 2
\end{array}\right) \quad \text { Then } \quad P^{-1} A P=\left(\begin{array}{rrr}
-2 & 0 & 0 \\
0 & -2 & 0 \\
0 & 0 & 4
\end{array}\right)
$$

As expected, the diagonal elements of $P^{-1} A P$ are the eigenvalues of $A$ corresponding to the columns of $P$.

$$
\text { Problems 16.62-16.66 refer to the matrix } B=\left(\begin{array}{lll}
-3 & 1 & -I \\
-7 & 5 & -1 \\
-6 & 6 & -2
\end{array}\right)
$$

16.62 Find the characteristic polynomial $\Delta(t)$ and eigenvakues of $B$ :

$$
\Delta(t)=|V I-B|^{2}=\left|\begin{array}{ccc}
t+3 & -1 & 1 \\
7 & 1-5 & 1 \\
6 & -6 & 1+2
\end{array}\right|=t^{3}-12 t-16
$$

By Problem 16.57. $\Delta(t)=(t+2)^{2}(1-4)$. Thus $\lambda_{1}=-2$ and $\lambda_{2}=4$ are the eigenvatues of $B$ :
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16.63 Find a basis for the eigenspace of $\lambda_{1}=\mathbf{- 2}$.

$$
\begin{aligned}
& \text { I Substitute } t=-2 \text { into } t I-B \text { to obtain the homogeneous system } \\
& \qquad\left(\begin{array}{lll}
1 & -1 & 1 \\
7 & -7 & 1 \\
6 & -6 & 0
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \text { or }\left\{\begin{aligned}
& x-y+z=0 \\
& 7 x-7 y+z=0 \\
& 6 x-6 y \text { or }=0
\end{aligned} \quad\left\{\begin{array}{l}
x-y t z=0 \\
x-y
\end{array}\right)\right.
\end{aligned}
$$

The system has only one independent solution, i.e., $x=1, y=1, z=0$. Thus $u=(1,1,0)$ forms a basis for the eigenspace of $\lambda_{1}=-2$.
16.64 What is the algebraic multiplicity and geometric multiplicity of $\lambda_{1}=-2$.
I. The algebraic multiplicity of $\lambda_{1}$ is two since $t+2$ occurs twice in the characteristic polynomial $\Delta(t)=$ $(i+2)^{2}(z-4)$. However, the geometric multiplicity of $\lambda_{1}$ is one since dim $E_{\lambda_{1}}=1$ where $E_{\lambda_{1}}$ is the eigenspace of $\lambda_{1}$. [Compare with Problem 16.59.]
16.65 Find a basis for the eigenspace of $\lambda_{2}=4$.

I Substitute $t=4$ into $I I-B$ to obtain the homogeneous system

$$
\left(\begin{array}{lll}
7 & -1 & 1 \\
7 & -1 & 1 \\
6 & -6 & 6
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \quad \text { or } \quad\left\{\begin{array} { l } 
{ 7 x - y + z = 0 } \\
{ 7 x - y + z = 0 } \\
{ 6 x - 6 y + 6 z = 0 }
\end{array} \quad \text { or } \quad \left\{\begin{array}{c}
7 x-y+z=0 \\
x
\end{array}=0\right.\right.
$$

The system has only one independent solution, i.e., $x=0, y=1, z=1$. Thus $v=(0,1,1)$ forms a basis of the eigenspace of $\lambda_{2}=4$.
16.66. Is $B$ diagonalizable? If yes, find $P$ such that $P^{-1} B P$ is diagonal.

I Since $B$ has a maximum of two independent eigenvectors, $B$ is not similar to a diagonal matrix, i.e., $B$ is not diagonalizable.
16.67

Are the above matrices ${ }^{*} A$ and $B$ similar?
I Since $A$ can be diagonalized but $B$ cannot, $A$ and $B$ are nol similar matrices, even though they have the same characteristic polynomial.
16.68 Show that $A=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ is not diagonalizable.

1 The characteristic polynomial of $A$ is $\Delta(t)=(t-1)^{2}$; hence 1 is the only eigenvalue of $A$. We find a basis of the eigenspace of the eigenvalue 1 . Substitute $t=1$ into the matrix $-t /-A$ to oblain the homogeneous system.
16.69 Let $A=\left(\begin{array}{ll}2 & 2 \\ 1 & 3\end{array}\right)$. Is $A$ diagonalizable? If yes, find $P$ such that $P^{-1} A P$ is diagonal.

1 Here $\Delta(t)=t^{2}-\operatorname{tr}(A) t+|A|=t^{2}-5 t+4=(t-1)(t-4)$. Hence $\lambda_{1}=1$ and $\lambda_{2}=4$ are eigenvalues of $A$. We find corresponding eigenvectors:
(i) Subtract $\lambda_{1}=1$ down the diagonal of $A$ to obtain $M=\left(\begin{array}{ll}1 & 2 \\ 1 & 2\end{array}\right)$ which corresponds to the
homogeneous system $x+2 y=0$. Here $v=(2,-1)$ is a nonzero solution of the system homogeneous system $x+2 y=0$. Here $v_{1}=(2,-1)$ is a nonzero solution of the system and so is an eigenvector of $A$ belonging to $\lambda_{1}=1$.
(ii) Subtract $\lambda_{2}=4$ down the diagonal of $A$ to obtain $M=\left(\begin{array}{rr}-2 & 2 \\ 1 & -1\end{array}\right)$ which corresponds to the homogeneous system $x-y=0$. Here $v_{2}=(1,1)$ is a nonzero solution and so is an eigenvector of $A$ belonging to $\lambda_{2}=4$.
Let $P$ be the matrix whose cohmms are $v_{1}$ and $v_{2}$, that is, $P=\left(\begin{array}{rr}2 & 1 \\ -1 & -1\end{array}\right)$. Then $P^{-1} A P=\left(\begin{array}{ll}1 & 0 \\ 0 & 4\end{array}\right)$. 16.70 Suppose in Problem 16.69 we let $P=\left(\begin{array}{rr}1 & 2 \\ -1 & -1\end{array}\right)$ [by interchanging the eigenvectors]. Does $P$ still diagonalize $A$ ?

1 Yes. However, now $P^{-1} A P=\left(\begin{array}{ll}4 & 0 \\ 0 & 1\end{array}\right)$. In other words, the order of the eigenvalues in $P^{-1} A P$ corresponds to the corresponding eigenvectors in $P$.
16.71 Let $B=\left(\begin{array}{ll}2 & 4 \\ 3 & 1\end{array}\right)$. Is $B$ diagonalizable? If yes, find $P$ such that $P^{-1} B P$ is diagonal.

1 Here $\Delta(t)=t^{2}-\operatorname{tr}(B) t+|B|=t^{2}-3 t-10=(t-5)(t+2)$. This $\lambda_{1}=5$ and $\lambda_{2}=-2$ are the cigenvalues of $B$.
$\therefore$ (i) Subtract $\lambda_{1}=5$ down the diagonal of $B$ to obtain $M=\left(\begin{array}{rr}-3 & 4 \\ 3 & -4\end{array}\right)$ which corresponds to the homogeneous sysiem $3 x-4 y=0$. Here $v_{1}=(4,3)$ is a nonzero solution.
(ii) Subtract $\lambda_{2}=-2$ (or add 2 ) down the diagonat of $B$ to obtain $M=\left(\begin{array}{ll}4 & 4 \\ 3 & 3\end{array}\right)$ which corresponds to the system $x+y=0$ which has a nonzero solution $v_{2}=(1,-1)$.
Since $B$ has two independent eigenvectors, $B$ is diagonalizable. Let $P=\left(\begin{array}{rr}4 & 1 \\ 3 & -1\end{array}\right)$. Then $P^{-1} B P=$ $\left(\begin{array}{rr}5 & 0 \\ 0 & -2\end{array}\right)$.

Problems $16.72-16.76$ refer to the matrix $C=\left(\begin{array}{ccc}4 & 1 & -1 \\ 2 & 5 & -2 \\ 1 & 1 & 2\end{array}\right)$
16.72 Find the characteristic polynomial $\Delta(t)$ of $C$.

1

$$
\Delta(t)=|t I-C|=\left|\begin{array}{ccc}
t-4 & -1 & 1 \\
-2 & t-5 & 2 \\
-1 & -1 & t-2
\end{array}\right|=t^{3}-11 t^{2}+39 t-45
$$

- Alternatively, $\Delta(t)=t^{3}-\operatorname{tr}(C) t^{2}+\left(C_{11}+C_{22}+C_{33}\right) t-|C|=t^{3}-11 t^{2}-39 t-45$. [Here $C_{i i}$ is the cofactor of $c_{i i}$ in C. See Problem 16.9.]

Find the eigenvalues of $C$.
I Assuming $\Delta(t)$ has a rational root, it must be among $\pm 1, \pm 3, \pm 5, \pm 9, \pm 45$. Testing, we get

$$
\begin{array}{r}
3-11+39-45 \\
3-24+45 \\
1-8+15+0
\end{array}
$$

Thus $t=3$ is a root of $\Delta(t)$ and $\Delta(t)=(t-3)\left(t^{2}-8 t+15\right)=(t-3)^{2}(t-5)$. Accordingly, $\lambda_{1}=3$ and $\lambda_{2}=5$ are the eigenvalues of $C$.
16.74 Find a maximum set of linearly independent eigenvectors of $C$.

I Find independent eigenvectors for each eigenvalue of $C$.
(i). Subtract $\lambda_{1}=3$ down the diagonal of $C$ to obtain the matrix

$$
M=\left(\begin{array}{lll}
1 & 1 & -1 \\
2 & 2 & -2 \\
1 & 1 & -1
\end{array}\right)
$$

which corresponds to the homogeneous $x+y-z=0$. Here $u=(1,-1,0)$ and $v=(1,0,1)$ are two independent solutions.
(ii). Subtract $\lambda_{2}=5$ down the diagonal of $C$ to obtain

$$
M=\left(\begin{array}{rrr}
-1 & 1 & -1 \\
2 & 0 & -2 \\
1 & 1 & -3
\end{array}\right)
$$

which corresponds to the homogeneous system

$$
\begin{aligned}
-x+y-z & =0 & & z \\
2 x-2 z & =0 & \text { or } & x \\
x+y-3 z & =0 & &
\end{aligned}
$$

Only $z$ is a free variable. Here $w=(1,2,1)$ is a solution. Thus $\{u=(1,-1,0,0=(1,0,1)$ : $\boldsymbol{y}=(1,2,1)\}$ is a maximum set of linearly independent eigenvectors of $C$. polynomials of the $A_{i}$.

Problems 16.87-16.88 refer to the matrix $A=\left(\begin{array}{lll}4 & -2 & 2 \\ 6 & -3 & 4 \\ 3 & -2 & 3\end{array}\right)$,
16.87 Find the characteristic polynomial $\Delta(t)$ of. $A$.

1

$$
\Delta(t)=|t I-A|=\left(\begin{array}{ccc}
t-4 & 2 & -2 \\
-6 & t+3 & -4 \\
-3 & 2 & t-3
\end{array}\right)=t^{3}-4 t^{2}+5 t-2=(t-2)(t-1)^{2}
$$

Alternatively, $\Delta(t)=t^{3}-\operatorname{tr}(A) t^{2}+\left(A_{11}+A_{i 2}+A_{33}\right) t-|A|=t^{3}-4 t^{2} \pm 5 t-2=(t-2)(t-1)^{2}$. [Here $A_{i t}$ is the cofactor of $a_{i i}$ in $A$. See Problem 16.9.]
16.88 Find the minimum polynomial $m(t)$ of $A$.

I The minimum polynomial $m(t)$ must divide. $\Delta(t)$. Also, each irreducible factor of $\Delta(t)$, that is, $t-2$ and $t-1$ must also be a factor of $m(t)$. Thus $m(t)$ is exactly only one of the following: $f(t)=$ $(t-2)(t-1)$ or $g(t)=(t-2)(t-1)^{2}$. Testing $f(t)$ we have

$$
f(A)=(A-2 I)(A-l)=\left(\begin{array}{lll}
2 & -2 & 2 \\
6 & -5 & 4 \\
3 & -2 & 1
\end{array}\right)\left(\begin{array}{rrr}
3 & -2 & 2 \\
6 & -4 & 4 \\
3 & 2 & 2
\end{array}\right)=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Thus $f(t)=m(t)=(t-2)(t-1)=t^{2}-3 t+2$ is the minimal polynomial of $A$.
Problems 16.89-16.90 refer to the matrix $B=\left(\begin{array}{lll}3 & -2 & 2 \\ 4 & -4 & 6 \\ 2 & -3 & 5\end{array}\right)$.
16.89 Find the characteristic polynomial $\Delta(t)$ of $A$.

$$
\Delta(t)=|t I-B|=\left|\begin{array}{ccc}
t-3 & 2 & -2 \\
-4 & t+4 & -6 \\
-2 & 3 & t-5
\end{array}\right|=t^{3}-4 t^{2}+5 t-2=(t-2)(t-1)^{2}
$$

16.9 Find the minimum polynomial $m(l)$ of $B$.

I The minimum polynomial $m(t)$ is exactly one of the fotlowing: $f(t)=(t-2)(t-1)$ or $g(t)=$ $(t-2)(t-1)^{2}$. Testing $f(t)$ we have

$$
f(B)=(B-2 l)(B-I)=\left(\begin{array}{lll}
1 & -2 & 2 \\
4 & -6 & 6 \\
2 & -3 & 3
\end{array}\right)\left(\begin{array}{ccc}
2 & -2 & 2 \\
4 & -5 & 6 \\
2 & -3 & 4
\end{array}\right)=\left(\begin{array}{ccc}
-2 & 2 & -2 \\
-4 & 4 & -4 \\
-2 & 2 & -2
\end{array}\right) \neq 0
$$

Thus $f(t) \neq m(t)$. Accordingly $m(t)=g(t)=(t-2)(t-1)^{2}$ is the minimum polynomiat of $B$. [We do not need to compute $g(B)$; we know $g(B)=0$ by the Cayley-Hamilton theorem.]

Problems 16.91-16.93 refer to the following polynomials [where $a \neq 0$ ]:

$$
A=\left(\begin{array}{ll}
\lambda & a \\
0 & \lambda
\end{array}\right) \quad B=\left(\begin{array}{lll}
\lambda & a & 0 \\
0 & \lambda & a \\
0 & 0 & \lambda
\end{array}\right) \cdots C=\left(\begin{array}{llll}
\lambda & a & 0 & 0 \\
0 & \lambda & a & 0 \\
0 & 0 & \lambda & a \\
0 & 0 & 0 & \lambda
\end{array}\right)
$$

16.91. Find the minimum polynomial $m(t)$ of $A$.

The characteristic polynomial of $A$ is $\Delta(t)=(t-\lambda)^{2}$. We find $A-\lambda I \neq 0$; hence $m(t)=\Delta(t)=$ $(t-\lambda)^{2}$.
16.92 Find the minimum polynomial $m(t)$ of $B$.

The characteristic polynomial of $B$ is $\Delta(t)=(t-\lambda)^{3}$. Wote $m(i)$ is exactly one of $p-\lambda,(t-\lambda)^{2}$, or $\left.(t-\lambda)^{3} \cdot\right\}$ We find $(B-\lambda I)^{2} \neq 0$; thus $m(t)=\Delta(t)=(t-\lambda)^{3}$.
16.93 Find the minimum polynomial $m(t)$ of $C$.

The characteristic polynomial of $C$ is $\Delta(t)=(t-\lambda)^{4}$. We find $(C-\lambda I)^{3} \neq 0$; hence $m(t)=\Delta(t)=$ $(1-\lambda)^{3}$
16.94 Generalize the result of Problems 16.91-16.93.

1 Consider the following $n$-square matrix $M$ with $\lambda$ 's on the diagonal and $a$ 's on the superdiagonal $(a \neq 0)$ :

$$
M=\left(\begin{array}{cccccc}
\lambda & a & 0 & \cdots & 0 & 0 \\
0 & \lambda & a & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \cdots & a \\
0 & 0 & 0 & \cdots & 0 & \lambda
\end{array}\right)
$$

Then $f(t)=(t-\lambda)^{n}$ is both the characteristic and minimum polynomial of $M$.
16.95 Let $M=\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)$ where $A$ and $B$ are square matrices. Show that the minimum polynomial $m(f)$ of $M$ is. the least common multiple of the minimum polynomials $g(t)$ and $h(t)$ of $A$ and $B$, respectively. [Theorem 16.14, which generalizes this result, follows directly from this resull using induction.)

Since $m(1)$ is the minimum polynomial of $M, m(M)=\left(\begin{array}{cc}m(A) & 0 \\ 0 & m(B)\end{array}\right)=0$ and hence $m(A)=0$ and $m(B)=0$. Since $g(t)$ is the minimum polynomial of $A, g(t)$ divides $m(t)$. Similarly, $h(t)$ divides $m(t)$. Thus $m(t)$ is a multiple of $g(t)$ and $h(t)$.
Now let $f(t)$ be another multiple of $g(t)$ and $h(t)$, then $f(M)=\left(\begin{array}{cc}f(A) & 0 \\ 0 & f(B)\end{array}\right)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)=0$. But $m(t)$ is the minimum polynomial of $M$; hence $m(t)$ divides $f(t)$. Thus $m(t)$ is the least common multiple of $g(t)$. and $h(t)$.
16.96 Find the minimum polynomial $m(t)$ of

$$
\left.M=\left\lvert\, \begin{array}{lllllll}
2 & 8 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 2 & 0 & 0 & 0 \\
0 & 0 & 1 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 5
\end{array}\right.\right)
$$

I Observe that $M=\left(\begin{array}{lll}A & & \\ & B & \\ & & C\end{array}\right)$ where $A=\left(\begin{array}{ll}2 & 8 \\ 0 & 2\end{array}\right), \quad B=\left(\begin{array}{ll}4 & 2 \\ 1 & 3\end{array}\right), \quad C=\left(\begin{array}{ll}0 & 3 \\ 0 & 0\end{array}\right), \quad D=(5)$ : Thus. $m(t)$ is the least common multiple of the minimum polynomials of $A, B, C$, and $D$. Using Problem 16.94, the minimum polynomials of $A, C$, and $E$ are $-(t-2)^{2}, t^{2}$, and $t-5$, respectively. The characteristic polynomial of $B$ is.
16.97 Find the characteristic polynomial $\Delta(t)$ of $A$.

I Note $A$ is a block diagonal matrix with diagonal blocks

$$
A_{1}=\left(\begin{array}{ll}
2 & 5 \\
0 & 2
\end{array}\right) \quad A_{2}=\left(\begin{array}{ll}
4 & 2 \\
3 & 5
\end{array}\right) \quad A_{3}=\{(2)
$$

Then $\Delta(t)$ is the product of the characteristic polynomials $\Delta_{1}(t), \Delta_{2}(t)$, and $\Delta_{3}(t)$ of $A_{1}, A_{2}$, and $A_{3}$, respectively. Since $A_{1}$ and $A_{3}$ are triangular, $\Delta_{1}(t)=(t-2)^{2}$ and $\Delta_{3}(t)=(t-7)$. Also, $\Delta_{2}(t)=$ $t^{2}-9 t+14=(t-2)(t-7)$. Thus $\Delta(t)=(t-2)^{3}(t-7)^{2}$. [As expected, $\operatorname{deg} m(t)=5$.]
16.98 Find the minimum polynomial $m(t)$ of $A$.

I Note that the minimum polynomials $m_{1}(t), m_{2}(t)$, and $m_{3}(t)$ of the diagonal blocks $A_{1}, A_{2}$, and $A_{3}$, respectively, are equal to the characteristic polynomials; i.e., $m_{1}(t)=(t-2)^{2}, \quad m_{2}(t)=(t-2)(t-7)$, $m_{3}(t)=t-7$. But $m(t)$ is equal to the least common multiple of $m_{1}(t), m_{2}(t), m_{3}(t)$. Thus $m(t)=$ $(t-2)^{2}(t-7)$
16.99 Find the characteristic polynomial $\Delta(t)$ and minimum polynomial $m(t)$ of $B$.

I $B$ is a block diagonal matrix with diagonal blocks

$$
B_{1}=\left(\begin{array}{ll}
3 & 1 \\
0 & 3
\end{array}\right) \quad \text { and } \quad B_{2}=\left(\begin{array}{lll}
3 & 1 & 0 \\
0 & 3 & 1 \\
0 & 0 & 3
\end{array}\right)
$$

By Problem 16.94, the characteristic and minimum polynomial of $B_{1}$ is $f(t)=(t-3)^{2}$ and the characteristic and minimum polynomial of $B_{2}$ is $g(t)=(t-3)^{3}$. Thus $\Delta(t)=f(t) g(t)=(t-3)^{5}$ but $m(t)=g c d(f(t), g(t))=(t-3)^{3}$ [which is the size of the largest block].
16.100 Find the characteristic polynomial $\Delta(t)$ and the minimum polynomial $m(t)$ of $C$. [Note $C$ is a scalar matrix, i.e., $C=\lambda I$.]

I Since $C$ is triangular, $\Delta(t)=(t-\lambda)^{3}$. On the other hand, $m(t)=t-\lambda$ since. $C-\lambda I=0$.
16.101 Let $A$ be any square matrix. Suppose $m_{1}(t)$ and $m_{2}(t)$ are monic polynomials of minimal degree for which $A$ is a root. Show that $m_{1}(t)=m_{2}(t)$.

I Let $n=\operatorname{deg} m_{1}=\operatorname{deg} m_{2}$. Suppose $m_{1}(t) \neq m_{2}(t)$. Then the difference $f(t)=m_{1}(t)-m_{2}(t)$ is a polynomial which has $A$ as a root and $\operatorname{deg} f<n$. Dividing $f$ by its leading coefficient gives a monic polynomial $f^{\prime}$ which has $A$ as a root and $\operatorname{deg} f^{\prime}=\operatorname{det} f<n$. Fhis contradicts the minimality of $m_{1}$ and $m_{2}$. Thus $m_{1}(t)=m_{2}(t)$.

### 16.102 Prove Theorem 16.11.

I Suppose $f(t)$ is a polynomial for which $f(A)=0$. By the division algorithm there exist polynomials $q(t)$ and $r(t)$ for which $f(t)=m(t) q(t)+r(t)$ and $r(t)=0$ or $\operatorname{deg} r(t)<\operatorname{deg} m(t)$. Substituting $t=A$ in this equation, and using $f(A)=0$ and $m(A)=0$, we obtain $r(A)=0$. If $r(t) \neq 0$, then $r(t)$ is a polynomial of degree less than $m(t)$ which has $A$ as a zero; this contradicts the definition of the minimum polynomial. Thus $r(t)=0$ and so $f(t)=m(t) q(t)$, that is, $m(t)$ divides $f(t)$.
16.103 Let $m(1)$ be the minimum polynomial of an $n$-square matrix $A$. Show that the characteristic polynomial of A divides $(m(t))^{n}$.
I Suppose $m(t)=t^{r}+c_{1} t^{r-1}+\cdots+c_{r-i} t+c_{r}$ - Consider the following matrices:

$$
\begin{aligned}
& B_{0}=I \\
& B_{1}=A+c_{1} I \\
& B_{2}=A^{2}+c_{1} A+c_{2} I
\end{aligned}
$$

$$
B_{r-1}=A^{r-1}+c_{1} A^{r-2}+\cdots+c_{r-1} I
$$

Then

$$
\begin{aligned}
B_{0} & =I \\
B_{1}-A B_{0} & =c_{1} I \\
B_{2}-A B_{1} & =c_{2} I \\
\ldots \ldots \ldots \ldots & B_{r-1}-A B_{r-2}
\end{aligned}=c_{r-1} I, ~ l
$$

Also,

$$
\begin{aligned}
-A B_{r-i} & =c_{r} J-\left(A^{r}+c_{1} A^{r-1}+\cdots+c_{r-1} A+c_{r} I\right) \\
& =c_{r} I-m(A) \\
& =c_{l} I
\end{aligned}
$$

- 

$$
B(t)=t^{r-1} B_{0}+t^{r-2} B_{1}+\cdots+t B_{r-2}+B_{r-1}
$$

Then

$$
\begin{aligned}
(I I-A) \cdot B(t) & =\left(t^{\prime} B_{0}+r^{r-1} B_{1}+\cdots+t B_{r-1}\right)=\left(t^{r-1} A B_{0}+t^{r-2} A B_{1}+\cdots+A B_{r-1}\right) \\
& =t^{\prime} B_{0}+r^{r-2}\left(B_{1}-A B_{0}\right)+t^{-2}\left(B_{2}-A B_{1}\right)+\cdots+t\left(B_{r-1}-A B_{r-2}\right)-A B_{r-1} \\
& =t^{r} I+c_{1} r^{-1} I+c_{2} f^{r-2} I+\cdots+c_{r-1} I+c_{r} I \\
& =m(t)_{r}
\end{aligned}
$$

The determinant of both sides gives $|t I-A||B(t)|=|m(t) I|=(m(t))^{n}$. Since $\eta B(t) \mid$ is a polynomial, $[t]$ - $A \mid$ divides $(m(t))^{\boldsymbol{F}}$; i.e., the characteristic polynomial of $A$ divides ( $\left.m(t)\right\}^{n}$.
16.104 Prove Theorem 16.12.

I Suppose $f(t)$ is an irreducible polynomial. If $f(t)$ divides $m(t)$ then, since $m(t)$ divides $\Delta(t)$, $f(t)$ divides $\Delta(t)$. On the other hand, if $f(t)$ divides $\Delta(t)$ then, by the preceding problem, $f(t)$ divides $(m(t))^{n}$. But $f(t)$, is irreducible; hence $f(t)$ also divides $m(t)$. Thus $m(t)$ and $\Delta(t)$ have the same irreducible factors.
16.105 Let $T$ be a linear operator on a vector space $V$ of finite dimension. Show that $T$ is invertible if and only if the constant term of the minimal (characteristic) polynomial of $T$ is not zero.

I Suppose the minimal (characteristic) polynomial of $T$ is $f(t)=t+a_{s-1} t^{r-1}+\cdots+a_{1} t+a_{0}$. Each of the following statements is equivalent_to the succeeding one by previous results: (i) $T$ is invertible; (ii). $T$ is nonsingular; (iii) 0 is not an eigenvalue of $T$; (iv) 0 is not a root of $m(t)$; (v) the constant term $a_{0}$ is not zero. Thus the result is proved.
16.106 Suppose $\operatorname{dim} V=n$. Let $T: V \rightarrow V$ be an inventible operator. Show that $T^{-1}$ is equal to a polynomial in $T$ of degree not exceeding $n$.

I Let $m(t)$ be the mininal polynomial of $T$. Then $m(r)=r+a_{r-1} r^{r-1}+\cdots+a_{3} t+a_{0}$, where $r \leq n$. Since $T$ is invertible, $a_{0} \neq 0$ : We have $m(T)=T^{r}+a_{r \ldots,} T^{r-z}+\cdots+a_{9} T+a_{0} I=0$. Hence

$$
-\frac{1}{a_{0}}\left(T^{r-1}+a_{r-1} T^{r-2}+\cdots+a_{1} I\right) T=I \quad \text { and } \quad T^{-1}=-\frac{1}{a_{0}}\left(T^{-1}+a_{r-1} T^{r-2}+\cdots+a_{1} I\right)
$$

16.107 Let $F$ be an extension of a field $K$. Let $A$ be an $n$-square matrix over $K$. Note that $A$ may also be viewed as a matrix $\hat{A}$ over $F$. Clearly $|I!-A|=|\mu|-\left.\hat{A}\right|_{2}$ that is; $A$ and $\hat{A}$ have the same characteristic polynomial. Show that $A$ and $\hat{A}$ also have the same minimum polynomial.
Let $m(l)$ and $m^{\prime}(t)$ be the minimum polynomials of $A$ and $\dot{A}$, respectively Now $m^{\prime}(t)$ divides every
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polynomial over $F$ which has $A$ as a zero. Since $m(t)$ has $A$ as a zero and since $m(t)$ may be viewed as a polynomial over $F, m^{\prime}(t)$ divides $m(t)$. We show now that $m(t)$ divides $m^{\prime}(t)$.
Since $m^{\prime}(t)$ is a polynomial over $F$ which is an extension of $K$, we may write $m^{\prime}(t)=f_{1}(t) b_{1}+f_{2}(t) b_{2}+$ $\cdots+f_{n}(t) b_{n}$ where $f_{i}(t)$ are polynomials over $K$, and $b_{1}, \ldots, b_{n}$ belong to $F$ and are linearly independent over $K$. We have

$$
m^{\prime}(A)=f_{1}(A) b_{1}+f_{2}(A) b_{2}+\cdots+f_{n}(A) b_{n}=0
$$

Let $a_{i j}^{(k)}$ denote the $i j$ entry of $f_{\hbar}(A)$. The above matrix equation implies that, for each pair ( $i, j$ ), $a_{i j}^{(1)} b_{1}+a_{i j}^{(2)} b_{2}+\cdots+a_{i j}^{(n)} b_{n}=0$. Since the $b_{i}$ are linearly independent over $K$ and since the $a_{i j}^{(k)} \in K$, every $a_{i j}^{(k)}=0$. Then $f_{1}(A)=0, f_{2}(A)=0, \ldots, f_{n}(A)=0$. Since the $f_{i}(t)$ are polynomials over $K$ which have $A$ as a zero and since $m(t)$ is the minimum polynomial of $A$ as a matrix over $K, m(t)$ divides each of the $f_{i}(t)$. Accordingly, by ( $l$, $m(t)$ must also divide $m^{\prime}(t)$. But monic polynomials which divide each other are necessarily equal. That is, $m(t)=m^{\prime}(t)$, as required.
16.108 Let $\left\{v_{1}, \ldots, v_{n}\right\}$ be a basis of $V$. Let $T: V \rightarrow V$ be an operator for which $T\left(v_{1}\right)=0, T\left(v_{2}\right)=a_{21} v_{1}$, $T\left(v_{3}\right)=a_{31} v_{1}+a_{32} v_{2}, \ldots, T\left(v_{n}\right)=a_{n 1} v_{1}+\cdots+a_{n, n-1} v_{n-t}$. Show that $T^{n}=0$. Thus the minimum polynomial of $T$ has the form $m(t)=t^{r}$ where $r \leq n$.

I It suffices to show that

$$
\begin{equation*}
T^{i}\left(v_{j}\right)=0 \tag{I}
\end{equation*}
$$

for $j=1, \ldots, n$. For then it follows that $T^{n}\left(v_{j}\right)=\dot{T}^{n-i}\left(T^{j}\left(v_{j}\right)\right)=T^{n-j}(0)=0$, for $j=1, \ldots, n$, and, since $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis, $T^{n}=0$.
We prove (1) by induction on $j$. The case $j=1$ is true by hypothesis. The inductive step follows [for $j=2, \ldots, n$ ] from

$$
\begin{aligned}
T^{j}\left(v_{j}\right) & =T^{j-1}\left(T\left(v_{j}\right)\right)=T^{j-1}\left(a_{j i} v_{1}+\cdots+a_{i j-i} v_{j-1}\right) \\
& =a_{j 1}{ }^{i-1}\left(v_{1}\right)+\cdots+a_{j, i-1} T^{j-1}\left(v_{j-1}\right) \\
& =a_{j 1} 0+\cdots+a_{i, i-1} 0=0
\end{aligned}
$$

Remark: Observe that the matrix representation of $T$ in the above basis is triangular with diagonal elements 0 :

$$
\left(\begin{array}{ccccc}
0 & a_{21} & a_{31} & \cdots & a_{n 1} \\
0 & 0 & a_{32} & \cdots & a_{n 2} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & a_{n, n-1} \\
0 & 0 & 0 & \cdots & 0
\end{array}\right)
$$

### 16.5 FURTHER PROPERTIES OF EIGENVALUES AND EIGENVECTORS

16.109 Suppose $\lambda$ is an eigenvalue of an invertible operator $T$. Show that $\lambda^{-1}$ is an eigenvalue of $T^{-1}$.

I Since $f$ is invertible, it is also nonsingular; hence $\lambda \neq 0$.
By definition of an eigenvalue, there exists a nonzero vector $u$ for which $T(v)=\lambda v$. Applying $T^{\sim 1}$ to both sides, we obtain $v=T^{-1}(\lambda v)=\lambda T^{-1}(v)$. Hence $T^{-1}(v)=\lambda^{-1} v$; that is, $\lambda^{-1}$ is an eigenvalue of $T^{-1}$.
16.110 Suppose $v$ is a nonzero eigenvector of linear maps $S$ and $T$. Show that $v$ is an eigenvector of $S+T$.

1 Suppose $S(v)=\lambda_{1}(v)$ and $T(v)=\lambda_{2}(v)$. Then $(S+T)(v)=S(v)+T(v)=\lambda_{1} v+\lambda_{2} v=\left(\lambda_{1}+\lambda_{2}\right) v$. Thus $v$ is an eigenvector of $S+T$ belonging to the eigenvalue $\dot{\lambda}_{1}+\lambda_{2}$.
16.111 Suppose $v$ is a nonzero eigenvector of $T$. Show that, for any $k \in K, v$ is an eigenvector of $k T$.

1 Suppose $T(v)=\lambda v$. Then $(k T)(v)=k T(v)=k(\lambda v)=\{k \lambda) v$. Thus $v$ is an eigenvector of $k T$ belonging to the eigenvalue $k \lambda$.
16.112 Suppose $\lambda$ is an eigenvalue of a hinear operator $T$. (a) Show that $\lambda^{2}$ is an eigenvalue of $T^{2}$. (b) More generally, show that $\lambda^{n}$ is an eigenvalue of $T^{n}$ for $n \geqslant 1$.
$\int$ Since $A$ is an eigenvalue of $T$, there exists a nonzero vector $v$ such that $T(v)=\lambda v$.
(a) We have $T^{2}(v)=T(T(v))=T(\lambda v)=\lambda(T(v))=\lambda(\lambda v)=\lambda^{2} v$. Thus $\lambda^{2}$ is an eigenvaluc of $T^{2}$.
(b) Suppose $n>1$ and the result holds for $n-1$. Then $T^{n}(v)=T\left(T^{n-1}(v)\right)=T\left(\lambda^{n-1} v\right)=$ $\lambda^{n-1}(T(v))=\lambda^{n-1}(\lambda v)=\lambda^{n} v$. Thus $\lambda^{n}$ is an eigenvalue of $T^{n}$.
16.113 Suppose $\lambda$ is an eigenvalue of a linear operator $T$. Show that $f(\lambda)$ is an eigenvalue of $f(T)$ for any polynomial $f(t)$

I There exists a nonzero vector $v$ such that $T(v)=\lambda v$. Suppose $f(t)=a_{n} t^{n}+\cdots+a_{1} t+a_{0}$. Then

$$
\begin{aligned}
f(T)(v) & =\left(a_{n} T^{n}+\cdots+a_{1} T+a_{0} I\right)(v)=a_{n} T^{n}(v)+\cdots+a_{1} T(v)+a_{0}(v) \\
& =a_{n} \lambda^{n} v+\cdots+a_{1} \lambda v+a_{0} v=\left(a_{n} \lambda^{n}+\cdots+a_{1} \lambda+a_{0}\right)(v) \\
& =f(\lambda) v
\end{aligned}
$$

Thus $f(\lambda)$ is an eigenvalue of $f(T)$.
16.114. Let $A$ be an $n$-square matrix for which $A^{k}=0$ for some $k>n$. Show that $A^{n}=0$.

1. Here $A$ is a root of $f(t)=t^{k}$. Since the minimum polynomial $m(t)$ of $A$ must divide $f(t)$, we have $m(t)=l^{\prime}$ for $r \leq k$. However, the degree of $m(i)$ cannot exceed the degree of the characteristic polynomial $\Delta(t)$ of $A$ which has degree $n$. Hence $A$ is a root of $m(t)=t^{r}$ for $r \leq n$. Thus $A$ is a root of $t^{n}$.
16.115 Let $E: V \rightarrow V$ be a projection operator, i.e., $E^{2}=E$. Show that $E$ is diagonalizable and, in fact, can be represented by the diagonal matrix $A=\left(\begin{array}{ll}I_{r} & 0 \\ 0 & 0\end{array}\right)$.
1 Since $E^{2}=E$, the projection operator $E$ is a root of $f(t)=t^{2}-t=t(t-1)$. The minimum polynomial $m(t)$ of $E$ divides $m(t)$. Thus $m(t)$ has distinct roots and hence $E$ is diagonalizable. The eigenvalues must be 0 or 1 or both 0 and 1 . Thus the diagonal matrix $A$ representing $E$ bas ks and/or 0 s on the diagonal. By putting the eigenvectors with eigenvalue 1 first, $A$ will have the given form.
16.116 Consider an arbitrary monic polynomial $f(t)=t^{n}+a_{n-1} t^{n-1}+\cdots+a_{1} t+a_{0}$. Define the companion matrix $A$ of $f(r)$. What is the minimum polynomial $m(t)$ and the characteristic polynomial $\Delta(t)$ of $A$ ?
I $A$ is an $n$-square matrix with is on the subdiagonat, the negatives of the coefficient in the last column, and Os elsewhere as follows:

$$
A=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & -a_{n} \\
1 & 0 & \cdots & 0 & -a_{1} \\
0 & 1 & \cdots & 0 & -a_{2} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 1 & -a_{n-1}
\end{array}\right)
$$

The minimum polynomial $m(t)$ and the characteristic polynomial $\Delta(t)$ are both equal to $f(t)$.
16.117 Find a matrix $A$ whose minimum polynomial is $t^{3}-5 t^{2}+6 t+8$.

I Let $A$ be the companion matrix, i.e., $A=\left(\begin{array}{ccc}0 & 0 & -8 \\ 1 & 0 & -6 \\ 0 & 1 & 5\end{array}\right)$.
16.118 Find a matrix $B$ whose minimum polynomial is. $t^{3}-5 t^{3}-2 t^{2}+7 t+4$.

I Let $B$ be the companion matrix, i.e.,

$$
B=\left(\begin{array}{lllr}
0 & 0 & 0 & -4 \\
1 & 0 & 0 & -7 \\
0 & 1 & 0 & 2 \\
0 & 0 & 1 & 5
\end{array}\right)
$$
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Canonical Forms


Let $T$ be a linear operator on a vector space of finite dimension. As seen in the preceding chapter, $T$ may not have a diagonal matrix representation. However, it is still possible to "simplify" the matrix representation of $T$ in a number of ways. This is the main topic of this chapter. In particular, we obtain the primary decomposition theorem and the triangular, Jordan, and rational canonical forms.

### 17.1 INVARIANT SUBSPACES

37.1 Define an invariant subspace of a linear operator.
$\int$ Let $T: V \rightarrow V$ be linear. A subspace $W$ of $V$ is said to be invariant under $T$ or $T$-invariant if $T$ maps $W$ into itself, i.e., if $v \in W$ implies $T(v) \in W$. In this case $T$ restricted to $W$ defines a linear operator on $W$; that is, $T$ induces a linear operator $\hat{T}: W \rightarrow W$ defined by $\hat{T}(w)=T(w)$ for every $w \in W$.

Problems 17.2-17.5 refer to the linear operator $T: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{\mathbf{3}}$ which rotates each vector about the $z$ axis by an angle $\theta$ as pictured in Fig. 17-1; i.e., $T(x, y, z)=(x \cos \theta-y \sin \theta, x \sin \theta+y \cos \theta, z)$.


Fig. 17-1
17.2 Let $W$ be the $x y$ plane in $\mathrm{R}^{3}$. Is $W$ invariant under $T$ ?

1 Each vector $w=(a, b, 0)$ in the $x y$ plane $W$ remains in $W$ under the mapping $W$ as indicated in Fig. 17-1. Thus $W$ is invariant under $T$. The restriction of $T$ to $W$ rotates each vector in $W$ about the origin 0 .
17.3 Let $W^{\prime}$ be the $y z$ plane in $\mathbf{R}^{3}$. Is $W^{\prime}$ invariant under $T$ ?

1 A nonzero vector $\boldsymbol{w}^{\prime}=(0, b, c)$ in $W^{\prime}$ does not remain in $W^{\prime}$ under $T$ [unless $\theta=\pi$ or a multiple of $\pi$ ]. Thus $W^{\prime}$ is not $T$-invariant.
17.4. Let $U$ be the $z$ axis in $\mathbf{R}^{3}$. Is $U$ invariant under $T$ ?

1 For any vector $u=(0,0, z)$ in $U$, we have $T(u)=u$. Thus $U$ is invariant under $T$. In fact, the restriction of $T$ to $U$ is the identity mapping on $U$.
17.5 Let $U^{\prime}$ be the $x$ axis in $R^{3}$. Is $U^{\prime}$ invariant undes $T$ ?

1 A nonzero vector $u^{\prime}=(a, 0,0)$ in $U^{\prime}$ does not remain in $U^{\prime}$ under $T$ lunless $\theta=\pi$ or a multiple of m]. Thus $U^{\prime}$ is not invariant under $T$.
17.6 What, if any, is the relationship between eigenvectors of a linear operator $T$ and invariant subspaces of $T$ ?

If $v$ is any nonzero eigenvector of $T$, then span( $(v)$ is a one-dimensionat invariant subspace of $T$. Conversely, if $W$ is a one-dimensional invariant subspace of $T$, then any nonzero vector in $W$ is an cigenvector of $T$.

Problems 17.7-17.10 refer to any linear operator $T: V \rightarrow V$.
17.7 Show that $\{0\}$ is invariant under $T$.
f. We have $T(0)=0 \in\{0\}$; hence $\{0\}$ is invariant under $T$.
17.8 Show that $V$ is invariant under $T$.

- For every $u \in V, T(v) \in V$; hence $V$ is invariant under $T$.
17.9 Show that the kernel of $T$ is invariant under $T$.

Let $u \in \operatorname{Ker} T$. Then $T(u)=0 \in \operatorname{Ker} T$ since the kemel of $T$ is a subspace of $V$. Thus Ker $T$ is invariant under $T$.
17.10 Show that the image of $\cdot T$ is invariant under $T$.

- Since $T(v) \in \operatorname{Im} T$ for every $v \in V, \quad$ it is certainly true if $v \in \ln T$. Hence the image of $T$ is invariant under $T$.
17.11 Find all invariant subspaces of $A=\left(\begin{array}{ll}2 & -5 \\ 1 & -2\end{array}\right)$ viewed as an operator on $R^{2}$.

IFirst of all, we have that $\boldsymbol{R}^{2}$ and $\{0\}$ are invariant under $A$. Now if $A$ has any other invariant subspaces, then it must be one-dimensional. However, the characteristic polynomial of $A$ is

$$
\dot{\Delta(t)}=|!-A|=\left|\begin{array}{cc}
t-2 & 5 \\
-1 & t+2
\end{array}\right|=i^{2}+1
$$

Hence $A$ has no eigenvalues (in $R$ ) and so $A$ has no eigenvectors. But the one-dimensional invariant subspaces correspond to the eigenvectors; thus $R^{2}$ and $\{0\}$ are the only subspaces invariant under $A$.
17.12 Suppose $\left\{W_{i}\right\}$ is a collection of $T$-invariant subspaces of a vector space $V$. Show that the intersection $W=\cap_{i} W_{i}$ is also $T$-invariant.

Suppose $v \in W_{;}$. then $v \in W_{;}$for every $i$. Since $W_{i}$ is $T$-invariant, $T(v) \in W_{j}$ for every $i$. Thus $T(v) \in W=\cap_{i} W_{i}$ and so $W$ is $T$-invariant.

Theorem 17.1: Let $T: V \rightarrow V$ be linear, and let $f(f)$ be any polynomial. Then the kernel of $f(T)$ is invariant under $T$.

Prove Theorem 17.1
1 Suppose $v \in \operatorname{Ker} f(T)$, that is, $f(T)(v)=0$. We need to show that $T(v)$ also belongs to the kernel of $f(T)$, that is, $f(T)(T(v))=0$. Since $f(t) t=t(t)$, we have $f(T) T=T f(T)$. Thus $f(T) T(v)=$ $T f(T)(v)=T(0)=0$ as required.

Theorem 17.2: Suppose $W$ is an invariant subspace of $T: V \rightarrow V$. Then $T$ has a block matrix representation $\left(\begin{array}{ll}A & B \\ 0 & C\end{array}\right)$ where $A$ is a matrix representation of the restriction $\hat{T}$ of $T$ to $W$.
17.14

Prave Theorem 17.2.
I We choose a basis $\left(w_{1}, \ldots, m_{r}\right)$ of $W$ and extend it to a basis $\left(w_{1}, \ldots, w_{r}, v_{1}, \ldots, v_{s}\right)$ of $V$. Then

$$
\begin{aligned}
& \hat{T}\left(w_{1}\right)=T\left(w_{1}\right)=a_{13} w_{1}+\cdots+a_{1 r} w_{r} \\
& \hat{T}\left(w_{2}\right)=\boldsymbol{T}\left(w_{2}\right)=a_{21} w_{1}+\cdots+a_{2 w r} \\
& T\left(w_{r}\right)=T\left(w_{r}\right)=a_{r} w_{1}+\cdots+a_{r r} w_{r} \\
& \mathcal{F}\left(v_{3}\right)=b_{11} w_{1}+\cdots+b_{1 r} w_{5}+c_{11} v_{3}+\cdots+c_{1 s} v_{s} \\
& T\left(v_{2}\right)=b_{2,} w_{1}+\cdots+b_{2} w_{2}+c_{21} v_{1}+\cdots+c_{25} v_{s} \\
& T\left(v_{s}\right)=b_{s 1} w_{1}+\cdots+b_{s r} w_{r}+c_{s s} v_{1}+\cdots+c_{s p} v_{s}
\end{aligned}
$$
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But the matrix of $T$ in this basis is the transpose of the matrix of coefficient in the above system of equations. Therefore it has the form $\left(\begin{array}{cc}A & B \\ 0 & C\end{array}\right)$ where $A$ is the transpose of the matrix of coefficients for the obvious subsystem. By the same argument, $A$ is the matrix of $\hat{T}$ relative to the basis $\left\{w_{i}\right\}$ of $W$.

Problems.17.15-17.16 refer to the restriction $\hat{\boldsymbol{T}}$ of a linear operator $\boldsymbol{T}$ to an invariant subspace $W$, that is, $\hat{T}(w)=T(w)$ for every $w \in W$.
17.15 Prove: For ańy polynomial $f(t), f(\hat{T})(w)=f(\tau)(w)$.

I If $f(t)=0$ or if $f(t)$ is a constant, i.e., of degree $i$, then the result clearly holds. Assume deg $f=$ $n>1$ and that the result holds for polynomials of degree less than $n$. Suppose that $f(t)=a_{n} t^{n}+a_{n-1} t^{n-1}$ $+\cdots+a_{1} t+a_{u}$. Then

$$
\begin{aligned}
f(\hat{T})(w) & =\left(a_{a} \hat{T}^{n}+a_{a_{i-1}} \hat{T}^{-1}+\cdots+a_{0} I\right)(w) \\
& =\left(a_{n} \hat{T}^{n-1}\right)(\hat{T}(w))+\left(a_{n-1} \hat{T}_{0} n^{-1}+\cdots+a_{0} I\right)(w) \\
& =\left(a_{w} T^{n-1}\right)(T(w))+\left(a_{n-1} T^{n-1}+\cdots+a_{0} I\right)(w) \\
& =f(T)(w)
\end{aligned}
$$

17.16 Prove: The minimum polynomial of $\hat{T}$ divides the minimum polynomial of $\boldsymbol{T}$.

1 Let $m(t)$ denote the minimum polynomial of $T$. Then by Problem 17.15, $m(\hat{T})(w)=m(T)(w)=$ $0(w)=0$ for every $w \in W$; that is, $\hat{T}$ is a zero of the polynomial $m(t)$. Hence the minimum polynomial of $\hat{T}$ divides $m(l)$.
17.17 Show that every subspace of $V$ is invariant under $I$ and 0 , the identity and zero operators.
$\int$ Suppose $W$ is a subspace of $V$ and $w \in W$. Then $l(w)=w \in W$ and $O(w)=0 \in W$. Thus $W$ is invariant under $l$ and 0 .
17.18 Determine the invariant subspaces of $A=\left(\begin{array}{ll}2 & -4 \\ 5 & -2\end{array}\right)$ viewed as a linear operator $\mathbf{R}^{2}$.
I. Here $\Delta(t)=t^{2}+16$ is the characteristic polynomial of $A$. There are no eigenvalues (in $\mathbf{R}$ ) and hence there are no eigenvectors. Thus there are no one-dimensional invariant subspaces. Accordingty, \{0\} and $\mathbf{R}^{2}$ are the only $A$-invariant subspaces.
17.19 Determine the invariant subspace of the above matrix $A$ viewed as a linear operator on $\mathbf{C}^{2}$.

I Since $\Delta(t)=t^{2}+16=(t+4 i)(t-4 i)$, there are two eigenvalues, $\lambda_{i}=4 i$ and $\lambda_{2}=-4 i$. Setting $\lambda_{1} I-A=0$ yields a nonzero solution $v_{1}=(2,1-2 i)$ and selting $\lambda_{2} I-A=0$ yields a nonzero solution $v_{2}=(2,1+2 i)$. Thus the only invariant subspaces are the following: $\{0\}, \mathrm{C}^{2}, W_{i}=\operatorname{span}(2,1-2 i), W_{2}=$ $\operatorname{span}(2,1+2 i)$.

Problems 17.20-17.23 refer to a subspace $W$ which is invariant under $S: V \rightarrow V$ and $T: V \rightarrow V$.
17.20 Show that $W$ is invariant under $S+T$.

I Let $w \in W$. Then $S(w) \in W$ and $T(w) \in W$. Since $W$ is a subspace $S(w)+T(w) \in W$. Therefore, $(S+T)(w)=S(w)+T(w)$ belongs to $W$. Thus $W$ is invariant under $S+T$ :
17.21 Show that $W$ is invariant under the composition SOT.

I Let $w \in W$. Then $T(w) \in W$ and hence $(S \circ T)(w)=S(T(w)) \in W$. Thus $W$ is invariant under $S \circ T$.
17.22. Show that $W$ is invariant under $k T$ for any scalar $k \in K$.

I Let $w \in W$. Then $T(w) \in W$. Since $W$ is a subspace $k T(w) \in W$. Thus $(k T)(w)=k T(w)$ belongs to $W$. Hence $W$ is invariant under $k T$.
17.23 Show that $W$ is invariant under $f(T)$ for any polynomial $f(i)$.
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1 By Problem 17.21, $W$ is invariant under $T^{2}$ and, by induction, $W$ is invariant under $T^{k}$ for any $k \geq 1$. By Problem 17.22, $W$ is invariant under $a_{k} T^{k}$ for any scalar $a_{k}$. Also, $W$ is invariant under $/$ by Problem 17.17 [where $F$ is the identity map]. Last, by Problem 17.20, $W$ is invariant under $a_{n} T+\cdots+a_{1} T+a_{0} I$. in other words, $W$ is invariant under $f(T)$ for any polynomial $f(t)$.

Is $\mathbf{R}^{3}=U \oplus W$ ?
$\boldsymbol{I} \mathbf{R}^{3}=U+W$ since every vector in $\mathbf{R}^{3}$ is the sum of a vector in $\boldsymbol{U}$ and a vector in $W$. However, $\mathbf{R}^{3}$ is not the direct sum of $U$ and $W$ since such sums are not unique; e.g., $(1,2,3)=(1,1,0)+(0,1,1)=$ $(1,3,0)+(0,-1,3)$ :
17.26 Is $\mathrm{R}^{3}=U \oplus Z$ ?

1 Any vector $(a, b, c) \in \mathbf{R}^{3}$ can be written as the sum of a vector in $U$ and a vector in $Z$ in one and only one way: $(a, b, c)=(a, b, 0)=(0,0, c)$. Thus $\mathbf{R}^{3}=\boldsymbol{U} \oplus \mathrm{Z}$.
17.27 Given $\mathbf{R}^{3}=U \oplus L$, find the projections $E_{U}$ and $E_{L}$ of $V$ into $U$ and $L$, respectively.

1 For any vector $(a, b, c) \in \mathrm{R}^{3}$, the unique representation is as follows: $(a, b, c)=(a-c, b-c, 0)+$ $(c, c, c)$. Thus $E_{U}$ and $E_{L}$ are defined by $E_{U}(a, b, c)=(a-c, b-c, 0)$ and $E_{L}(a, b, c)=(c, c, c)$.
17.28 Given $\mathbb{R}^{3}=W \oplus \mathcal{L}$, find the projections $E_{W}$ and $E_{L}$ onto $W$ and $L$, respectively.

I We have $(a, b, c)=(0, b-a, c-a)+(a, a, a)$ is the unique representation; hence $E_{w}(a, b, c)=$ $(0, b-a, c-a)$ and $E_{L}(a, b, c)=(a, a, a)$.

Theorem 17.3: Suppose $W_{1}, \ldots, W_{r}$ are subspaces of $V$ and suppose $B_{i}=\left(w_{i 1}, \ldots, w_{i_{i}}\right)$ is a basis for $W_{i}$ for $i=1, \ldots, r$. Let $B$ be the union of all the basis vectors, i.e.,
(i) If $B$ is a basis of $V$, then $V=W_{1} \oplus \cdots \oplus W_{r}$.
(ii) If $V=W_{\mathrm{r}} \oplus \cdots \oplus W_{f}$, then $B$ is a basis of $V$.
17.29 Prove (i) of Theorem 17.3.

1 Let $v \in V$. Since $B$ is a basis for $V \quad v=a_{11} w_{11}+\cdots+a_{1 n_{1}} w_{1 n_{1}}+\cdots+a_{r, 3} w_{11}+\cdots+a_{r r_{1}} w_{r n_{r}}^{\circ}=$ $w_{1}+w_{2}+\cdots+w$, where $w_{i}=a_{i 1} w_{i 1}+\cdots+a_{i m_{i}} w_{i i_{i}} \in W_{i}$. We next show that such a sum is unique. Suppose $v=w_{1}^{\prime}+w_{2}^{\prime}+\cdots+w_{p}^{\prime}$ where $w_{i}^{\prime} \in W_{i}$. Since $\left\{w_{i,}^{\prime}, \ldots, w_{i n i}\right\}$ is a basis of $w_{i,}, w_{i}^{\prime}=$

basis of $V, a_{i j}=b_{i j}$, for each $i$ and each $j$. Hence $w_{i}=w_{i}^{\prime}$ and so the sum for $v$ is unique.
Accordingly, $V$ is the direct sum of the $W_{i}$.
17.30 Prove (ii) of Theorem 17.3.
f Let $v \in V$. Since $V$ is the direct sum of the $W_{i}$, we have $v=w_{i}+\cdots+w_{\text {, }}$ where $w_{i} \in W_{i}$. Since ( $w_{i j}$ \} is a basis of $W_{i}$, each $w_{i}$ is a linear combination of the $w_{i j}$ and so $u$ is a linear combination of the elements of $B$. Thus $B$ spans $W$. We now show that $B$ is linearly independent. Suppose $a_{11} w_{11}+\cdots+$ $a_{2 n_{1}} w_{1 n_{1}}+\cdots+a_{r,} w_{1,}+\cdots+a_{r w_{r}} w_{r n_{1}}=0$. Note that $a_{i, 2} w_{i 1}+\cdots+a_{i n_{i}} w_{i m_{i}} \in W_{i}$. We also have that $0=$
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 $i, \ldots, r$. The independence of the bases $\left\{w_{i j}\right\}$ implies that all the $a$ 's are 0 . Thus $B$ is linear\}y independent and hence is a basis of $V$.
17.31 Let $V=W_{1} \oplus \cdots \oplus W$, and let $E: V \rightarrow V$. be the projection mapping $E: V \rightarrow V$ defined by $E(v)=w_{k}$ where $v=w_{1}+\cdots+w_{1}, w_{i} \in W_{i}$. Show that $E$ is linear.
I. Suppose, for $u \in V, u=w_{1}^{\prime}+\cdots+w_{r}^{\prime}, \quad w_{i}^{\prime} \in W_{i}$. Then $v+u=\left(w_{1}+w_{1}^{\prime}\right)+\cdots+\left(w_{r}+w_{r}^{\prime}\right)$ and $k v=k w_{1}+\cdots+k w_{r}, \quad k w_{i}, w_{i}+w_{i}^{r} \in W_{i}, \quad$ are the unique sums corresponding to $v+u$ and $k v$. Hence $E(v+u)=w_{k}+w_{k}^{\prime}=E(v)+E(u)$ and $E(k v)=k w_{k}=k E(v)$ and therefore $E$ is linear.
17.32 Show that $E^{2}=E$ for the above projection map $E$.
I First we have that $w_{k}=0+\cdots+0+w_{k}+0++\cdots+0$ is the unique sum corresponding to $w_{k} \in W_{k}$; hence $E\left(w_{k}\right)=w_{k}$. Then for any $v \in V, E^{2}(v)=E(E(v))=E\left(w_{k}\right)=w_{k}=E(v)$. Thus $E^{2}=E$, as required.
Theorem 17.4: Suppose $E: V \rightarrow V$ is linear and $E^{2}=E$. Then
(i) $E(u)=u \quad$ for any $u \in \operatorname{Im} E$.
(ii) $V=\operatorname{Im} E \oplus \operatorname{Ker} E$.
(iii) $E$ is the projection of $V$ into $\operatorname{Im} E$.
Remark: By this theorem and Problems 17.31 and 17.32, a linear mapping $T: V \rightarrow V$ is a projection if and only if $T^{\mathbf{2}}=T$; This characterization of a projection is frequently used as its definition.

### 17.33 Prove (i) of Theorem 17.4.

IIf $u \in \operatorname{lm} E$, then there exists $v \in V$ for which $E(v)=u$; hence $E(u)=E(E(v))=E^{2}(v)=$ $E(v)=u \quad$ as required.
17.34 Prove (ii) of Theorem 17.4.
ILet $v \in V_{\text {: }}^{*}$ We can write $v$ in the form $v=E(v)+v-E(v)$. Now $E(v) \in \operatorname{lm} E$ and, since $E(v-E(v))=E(v)-E^{2}(v)=E(v)-E(v)=0 ; v-E(v) \in \operatorname{Ker} E$. Accordingly, $V=\operatorname{Im} E+\operatorname{Ker} E$. Now suppose $w \in \operatorname{Im} E \cap \operatorname{Ker} E$. By (i) of Theorem 17.4, $E(w)=w$ because $w \in \operatorname{Im} E$. On the other hand, $E(w)=0$ because $w \in \operatorname{Ker} E$. Thus $w=0$ and so $\operatorname{Im} E \cap \operatorname{Ker} E=\{0\}$. These two conditions imply that $V$ is the direct sum of the image and kernel of $E$.
17.35 Prove (iii) of Theorem 17.4.
Let $v \in V$ and suppose $v=u+w$ where $u \in \operatorname{Im} E$ and $w \in \operatorname{Ker} E$. Note. $E(u)=u$ by (i) of Theorem 17.4, and $E(w)=0$ because-w $\dot{E} \operatorname{Ker} E$. Hence $E(v)=E(u+w)=E(u)+E(w)=u+0=u$. That is, $E$ is the projection of $V$ into its image.
17.36 Suppose $E: V \rightarrow V$ is a projection, that is, $E^{2}=E$. Show that $I-E$ is a projection.
I $(I-E)^{2}=\left(I-2 E+E^{2}\right)=(I-2 E+E)=I-E$. Thus $I-E$ is a projection.

### 17.3 INVARIANT DIRECT-SUM DECOMPOSITIONS

17.37 Define an invariant direct-sum decomposition of a vector space with respect to a linear operator.
1 Let $T: V \rightarrow V$, be linear. Suppose $V$ is the direct sum of [nonzero\} $T$-invariant subspaces $W_{1}, \ldots, W_{r} ;$ i.e., suppose $V=W_{1} \oplus \cdots \oplus W$, and $T\left(W_{i}\right) \subseteq W_{i}, i=1, \ldots, r$. Then the subspaces $W, \ldots, W$, are said to reduce $T$ or to form a $T$-invariant direct-sum decomposition of $V$. Furthermore, if $T_{i}$ is the restriction of $T$ to $W_{i}$, then $T$ is said to be decomposable into the operators $T_{i}$ or $T$ is said to be the direct sum of the $T_{i}$, written $T=T_{1} \oplus \cdots \oplus T_{\text {, }}$
17.38 Let $\boldsymbol{T}: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{3}$ be the linear operator which rotates each vector about the $z$ axis by angle $\theta$ [as pictured in Fig. $17-1$; i.e., $T(x, y, z)=(x \cos \theta-y \sin \theta, x \sin \theta+y \cos \theta, z)$. Show that the $x y$ plane $W$ and the $z$ axis $U$ form a $T$-invariant direct-sum decomposition of $\mathbf{R}^{3}$.


I Note first that $\mathbf{R}^{3}=W \oplus U$ since the only way that $v=(a, b, c)$ in $\mathbf{R}^{3}$ can be written as the sum of a vector in $W$ and a vector in $U$ is as follows: $(a, b, c)=(a, b, 0)+(0,0, c)$. Furthermore, $W$ and $U$ are invariant under $T$. Thus $W$ and $U$ form a $T$-invariant direct-sum decomposition of $\mathbb{R}^{3}$.

The following three theorems [proved in Problems 17.39, 17.44, and 17.45] indicate the main tontent of this section.

Theorem 17.5: Suppose $T: V \rightarrow V$ is linear and $V$ is the direct sum of $T$-invariant subspaces $W_{1}, \ldots, W_{r}$. If $A_{i}$ is a matrix representation of the restriction of $T$ to $W_{i}$, then $T$ can be represented by the block diagonal matrix

$$
M=\left(\begin{array}{cccc}
A_{1} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & A_{1}
\end{array}\right)
$$

Theorem 17.6[Primary Decomposition Theorem]: Let $T: V \rightarrow V$ be a linear operator with minimal polynomial $m(t)=f_{1}(t)^{n_{1}} f_{2}(t)^{n_{2}} \cdots f_{r}(t)^{n_{r}}$, where the $f_{i}(t)$ are distinct monic irreducible potynomials. Then $V$ is the direct sum of $T$-invariant subspaces $\dot{W}_{1}, \ldots, W_{r}$ where $W_{i}$ is the kernel of $f_{i}(T)^{n_{i}}$. Moreover, $f_{i}(t)^{n_{i}}$ is the minimal polynomial of the restriction of $T$ to $W_{i}$.

Theorem 17.7: A linear operator $T: V \rightarrow V$ has a diagonal matrix representation if and only if its minimal polynomial $m(f)$ is a product of distinct linear polynomials.

Theorem 17.8 [Atternate Form of Theorem 17.7): A matrix $A$ is similar to a diagonal matrix if and only if its minimal polynomial is a product of distinct lineaf polynomials.

Remark: Theorem 17.8 is a useful characterization of diagonalizable operators, e.g., see Problem 17.46.
17.39. Suppose $T: V \rightarrow V$ is linear and $V=U \oplus W$ is a $T$ invariant direct-sum decomposition of $V$. Prove Theorem 17.5 in the case that $\operatorname{dim} U=2$ and $\operatorname{dim} W=3$.
I Suppose $\left\{u_{1}, u_{2}\right\}$ and $\left\{w_{1}, w_{2}, w_{3}\right\}$ are bases of $U$ and $W$, respectively. If $T_{1}$ and $T_{2}$ denote the restrictions of $T$ to $U$ and $W$, respectively, then

$$
\begin{array}{lll}
T_{1}\left(u_{1}\right)=a_{11} u_{1}+q_{12} u_{2} & T_{2}\left(w_{1}\right)=b_{11} w_{1}+b_{12} w_{2}+b_{13} w_{3} \\
T_{1}\left(u_{2}\right)=a_{21} u_{1}+a_{22} u_{2} & T_{2}\left(w_{2}\right)=b_{21} w_{1}+b_{22} w_{2}+b_{23} w_{3} \\
T_{2}\left(w_{3}\right)=b_{31} w_{1}+b_{32} w_{2}+b_{33} w_{3}
\end{array}
$$

Hence

$$
A=\left(\begin{array}{ll}
a_{11} & a_{21} \\
a_{12} & a_{22}
\end{array}\right) \text { and } \quad B=\left(\begin{array}{lll}
b_{11} & \dot{b}_{21} & b_{31} \\
b_{12} & b_{22} & b_{32} \\
b_{13} & b_{23} & b_{33}
\end{array}\right)
$$

are matrix representations of $T_{1}$ and $T$, respectively. By Theorem 17.3, $\left\{u_{1}, u_{2}, w_{1}, w_{2}, w_{3}\right\}$ is a basis of $V$. Since $T\left(u_{i}\right)=T_{1}\left(u_{i}\right)$ and $T\left(w_{i}\right)=T_{2}\left(w_{i}\right)$, the matrix of $T$ in this basis is the block diagonal matrix $\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right)$.

Remark: The proof of Theorem 17.5 is exactly the same as the above proof and will be omitted.
17.40 Suppose $T: V \rightarrow V$ is linear and suppose $T=T_{1} \oplus T_{2}$ with respect to a $T$-invariant direct-sum decomposition $V=U \oplus W$. Let $m(l), m_{r}(l)$, and $m_{2}(l)$ denote, respectively, the minimum polynomials of $T_{,} T_{1}$, and $T_{2}$. Show that $m(l)$ is the least common multiple of $m_{1}(t)$ and $m_{2}(t)=$
1 By Problem 17.16, each of $m_{r}(t)$ and $m_{2}(t)$ divides $m(t)$. Now suppose $f(t)$ is a muliple of both $m_{1}(t)$ and $m_{2}(t)$, then $f\left(T_{i}\right)(U)=0$ and $f\left(F_{2}\right)(W)=0$ Let $v \in V$, then $u=u+w$ with $u \in U$ and $w \in W$. Now $\left.f(T) v=f(T) u+f(T) w=f\left(T_{1}\right) u+f\left(T_{2}\right) w=0+0\right)=0$. That is. $T$ is a zero of $f(t)$. Hence $m(t)$ divides $f(t)$, and so $m(f)$ is the least comben muhiple of $m_{1}(r)$ and $m_{2}(f)$.
17.45 Prove Theorem 17.7.

1 Suppose $m(t)$ is a product of distinct linear polynomials; say; $m(t)=\left(t-\lambda_{1}\right)\left(t-\lambda_{2}\right)-\cdots\left(t-\lambda_{r}\right)$ where the $\lambda_{i}$ are distinct scalars. By the Primary Decomposition theorem, $V$ is the direct sum of subspaces. $W_{1}, \ldots, W_{r}$ where $W_{i}=\operatorname{Ker}\left(T-\lambda_{i} I\right)$. Thus if $v \in W_{i}$, then $\left(T-\lambda_{i} I\right)(v)=0$ or $T(v)=\lambda_{i} v$. In other words, every vector in $W_{i}$ is an eigenvector belonging to the eigenvalue $\lambda_{i}$. By Theorem 10.4 , the . union of bases for $W_{1}, \ldots, W_{r}$ is a basis of $V$. This basis consists of eigenvectors and so $T$ is diagonalizable.

Conversely, suppose $T$ is diagonalizable, i.e., $V$ has a basis consisting of eigenvectors of $T$. Let $\lambda_{1}, \ldots, \lambda_{s}$ be the distinct eigenvalues of $T$. Then the operator $f(T)=\left(T-\lambda_{1} I\right)\left(T-\lambda_{2} I\right) \cdots\left(T-\lambda_{s} I\right)$ maps each basis vector into 0 . Thus $f(T)=0$ and hence the minimum polynomial $m(t)$ of $T$ divides the polynomial $f(t)=\left(t-\lambda_{1}\right)\left(t-\lambda_{2}\right) \cdots\left(t-\lambda_{3}\right)$. Accordingly, $m(t)$ is a product of distinct linear polynomials.
17.46 Suppose $A \neq 1$ is a square matrix for which $A^{3}=1$. Determine whether or not $A$ is similar to a diagonal matrix if $A$ is a matrix over (i) the real field $R$, (ii) the complex field $C$.
1 Since $A^{3}=1, A$ is a zero of the polynomial $f(t)=t^{3}-1=(t-1)\left(t^{2}+t+1\right)$. The minimal polynomial $m(t)$ of $A$ cannot be $t-1$, since $A \neq I$. Hence $m(t)=t^{2}+t+1$ or $m(t)=t^{3}-1$. Since neither polynomial is a product of linear polynomials over $R, A$ is not diagonalizable over $R$. On the other hand, each of the polynomials is a product of distinct linear polynomials over $C$. Hence $A$ is diagonalizable over C.

### 17.4 NILPOTENT OPERATORS AND MATRICES

17.47 Define a nilpotent operator and a nilpotent matrix.

I A linear operator $T: V \rightarrow V$ is termed nilpotent if $T^{n}=0$ for some positive integer $n$; we call $k$ the index of nilpotency of $T$ if $T^{k}=0$ but $T^{k-i} \neq 0$. Analogously, a square matrix $A$ is termed nilpotent if $A^{\prime t}=0$ for some positive integer $n$, and of index $k$ if. $A^{k}=0$ but $A^{k-z} \neq 0$.

Problems 17.48-17.51 refer to an $n$-square nilpotent matrix $A$ of index $k$.
17.48 What is the minimum polynomial $m(t)$ of $A$ ?

1 Since $A^{k}=0$, but $A^{k-1} \neq 0$. we have $m(1)=t^{k}$.
17.49 Find the eigenvalues of $A$.

I Since $m(t)=t^{t}$ is the minimum polynomial of $A$, only 0 is an eigenvalue of $A$.
17.50 Show that $k \leq n$, i.e., that the index of $A$ does not exceed its order.

I Since the degree of the characteristic potynomial $\Delta(1)$ of $A$ is $n, k=\operatorname{deg} m(t) \leq \operatorname{deg} \Delta(t)=n$. Thus $k \leq n$.
17.51

Show that $A$ is singular.

- Since $A^{*}=0$, we have $A^{k}$ is singular. Recall that the product of nonsingular matrices is nonsingular; hence $A$ must be singular.

Problems 17.52-17.5 refer to the following matrices:

$$
A=\left(\begin{array}{lll}
-2 & 1 & 1 \\
-3 & 1 & 2 \\
-2 & 1 & 1
\end{array}\right) \quad B=\left(\begin{array}{lll}
1 & 3 & -2 \\
1 & 3 & -2 \\
1 & 3 & -2
\end{array}\right) \quad C=\left(\begin{array}{lll}
1 & -3 & 2 \\
1 & -3 & 2 \\
1 & -3 & 2
\end{array}\right)
$$

Is $A$ nilpotent? If yes, what is is index?
1 Compute $\quad A^{2}=\left(\begin{array}{ccc}-1 & 0 & 1 \\ -1 & 0 & 1 \\ -1 & 0 & 1\end{array}\right) \quad A^{3}=0$
Thus $A$ is nilpotent of index 3.
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17.53

Is $B$ nilpotent? If yes, what is its index?

I Compute

$$
B^{2}=\left(\begin{array}{lll}
2 & 6 & -4 \\
2 & 6 & -4 \\
2 & 6 & -4
\end{array}\right) \quad B^{3}=\left(\begin{array}{ccc}
4 & 12 & -8 \\
4 & 12 & -8 \\
4 & 12 & -8
\end{array}\right)
$$

Thus $B$ is not nilpotent. [We do not need to test higher than the order of $B$.]
17.54 Is $C$ nilpotent? If yes, what is its index.

1 Compute $\boldsymbol{C}^{\mathbf{2}}=0$. Thus $C$ is nilpotent of index 2 .
17.55 Define a basic nilpotent block $N$ of index $k$.

I $N$ is the $k$-square matrix with Is on the superdiagonal and 0 s elsewhere, i.e.,

$$
N=\left(\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & & \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

[Remark: The fact that $N$ is nilpotent of index $R$ is proved in Problem 17.67.]
17.56 Write down the basic nilpotent blocks of orders $1,2,3$, and 4 .
| The matrices follow:

$$
\text { (0) } \quad\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \quad\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Note that the basic nilpotent block $N$ of order 1 is simply the $1 \times 1$ zero matrix.
The main content of this section is the following fundamental theorem [proved in Problem 17.70] on nilpotent operators.

Theorem 17.11: Let $T: V \rightarrow V$ be a nilpotent operator of index $k$. Then $T$ has a block diagonal matrix representation, say,

$$
M=\left(\begin{array}{ccccc}
N_{1} & & & \\
& N_{2} & & \\
& & & \cdots & \\
& & & \cdot & N_{m}
\end{array}\right)
$$

such that each diagonal entry $N_{i}$ is a basic nilpotent block. Also
(i) There is at least one block $N$ of order $k$ and all other $N$ are of order $\leq k$.
(ii) The number of $N$ of each possible order is uniquely determined by $T$.
(iii) The number $m$ of blocks $N$ is equal to the nullity of $T$.

Theorem 17.12 [Allernate Form of Theorem 17.11]: Every nilpotent matix $A$ is similar to a unique nilpotent matrix $M$ in the above form.

Remark: The above matrix $M$ is called a canonical nilporent marrix, and $M$ is calted the canonical form of $\boldsymbol{r}$ and of $A$. Two such canonical matrices $M$ are assumed to be equal if they have the same set of diagonal blocks [i.e., the orders of the blocks may differ].
17.57 Describe all canonical nilpotent matrices of order 3.
| Such canonical matrices of index 1, 2, and 3 follow:
Index 1:( $\left(\begin{array}{c|c}0 & 0 \\ \hline & 0\end{array}\right) \quad \because$ Index 2: $\left(\begin{array}{ll|l}0 & 1 & \\ 0 & 0 & \\ \hdashline & 0\end{array}\right) \quad$ Index 3: $\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right)$
I. Suct cancal marice of 1,2 , 10 follow

17.58 Show that there are two nonsimilar canonical nilpotent matrices of order 4 and index 2.

- The two such matrices follow:

17.59 Find the canonical nilpotent form of matrix $A$ in Problem 17.52.

Since the index of $A$ is 3 , its canonical form follows:

$$
\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right)
$$

17.60 Find the canonical nilpotent form of matrix $B$ in Problem 17.53.
, $B$ is not nilpotent; hence it is not similar to any canonical nilpotent matrix.
17.61 Find the canonical nilpotent form of matrix $C$ in Problem 17.54.

1 Since the index of $C$ is 2 , its canonical form follows:

17.62 Let $A=\left(\begin{array}{lllll}0 & 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0\end{array}\right)$ Is $A$ nilpotent? If yes, what is its index?

I Compute

$$
A^{2}=\left(\begin{array}{lllll}
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

and $\cdot \boldsymbol{A}^{\mathbf{3}}=\mathbf{0}$. Thus $\boldsymbol{A}$ is nitpotent of index 3.
Find the canonical form $M$ of the above matrix $A$.
1 Since $A$ is nilpotent of index $3, M$ contains a diagonal block of order 3 and none greater than 3. There are two possibilities for the other diagonal blocks, one $2 \times 2$. block, or two $1 \times 1$ blocks. Since rank $A=2$; the nullity of $A=5-2=3$. Thus $M$ must contain three diagonal blacks. Thus $M$ must contain one diagonal block of order 3 and two of order 1; i.e.,

$$
\left.M=\left|\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right| \begin{array}{ll} 
\\
\hline & \\
0 & 0
\end{array} \right\rvert\,
$$

Leimma 17.13: Let $T: V \rightarrow V$ be linear. Suppose, for $v \in V, T^{\mu}(u)=0$ but $T^{k-1}(u) \neq 0$.
(i) The set $S=\left\{v, T(v), \ldots, T^{k-1}(v)\right)$ is linearly independent.
(ii) The subspace $W$ generated by $S$ is $T$-invariant.
(iii) The festriction $T$ of $T$ to $W$ is nilpotent of hidex $k$ :
(iv) Relative to the basis $\left\{T^{t-1}(v), \ldots, T(v), v\right\}$ of $W$, the matrix of $\hat{Y}$ is the following $k$-square canonical marrix $N$ :
$\left\{u_{i}, v_{j}\right\}$ generates $Y$, we obtain a relation among the $u_{i}, v_{i}$, and $w_{k}$ where one of the coefficients, i.e., one of the $b_{k}$, is not zero. This contradicts the fact that $\left\{u_{i}, v_{j}, w_{k}\right\}$ is independent. Hence $S$ must also be independent.

Prove Theorem 17.1. Let $T: V \rightarrow V$ be a nilpotent operator of index $k$. Then $f$ has a block diagonal matrix representation whose diagonal entries are of the form

$$
N=\left(\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\hdashline \cdots & \cdots & & \cdots & & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

There is at least one $N$ of order $k$ and ail other $N$ are of orders $\leq k$. The number of $N$ of each possible order is uniquely determined by $T$. Moreover, the total number of $N$ of all orders is the nullity of $T$.
\| Suppose $\operatorname{dim} V=n$. Let $W_{1}=\operatorname{Ker} T, W_{z}=\operatorname{Ker} T^{2}, \ldots, W_{k}=\operatorname{Ker} T^{*}$. Set $m_{i}=\operatorname{dim} W_{i}$, for $i=1, \ldots, k$. Since $T$ is of index $k, W_{k}=V$ and $W_{k-1} \neq V$ and so $m_{k-1}<m_{k}=n$. By Problem 10.17, $W_{1} \subset W_{2} \subset \cdots \subset W_{k}=V$. Thus, by induction, we can choose a basis $\left\{u_{1}, \ldots, u_{n}\right\}$ of $V$ such that $\left\{u_{i}, \ldots, u_{m_{i}}\right\}$ is a basis of $W_{i}$.

We now choose a new basis for $V$ with respect to which $T$ has the desired form. It will be convenient to label the nembers of this new basis by pairs of indices. We begin by selting $v(1, k)=u_{m_{k-1}+1} v(2, k)=$ $u_{m_{k-1}+2} ; \ldots, v\left(m_{k}-m_{k-1}, k\right)=u_{m_{k}}$ and setting $v(1, k-1)=T v(1, k), v(2, k-1)=$ $T v(2, k), \ldots, v\left(m_{k}-m_{k-1}, k-1\right)=T v\left(m_{k}-m_{k-1}, k\right)$. By the preceding problem, $S_{1}=$ $\left\{u_{1}, \ldots, u_{m_{t-1}}, v(1, k-1), \ldots, v\left(m_{k}-m_{k-1}, k-1\right)\right\}$ is a linearly independent subset of $W_{k-1}$. We extend $S_{1}$ to a basis of $W_{k-1}$ by adjoining new elements [if necessary] which we denote by $v\left(m_{k}-m_{k-1}+\right.$ $1, k-1), v\left(m_{k}-m_{k-1}+2, k-1\right), \ldots, v\left(m_{k-1}-m_{k-2}, k-1\right)$. Next we set $v(1, k-2)=T u(1, k-$ 1), $v(2, k-2)=\operatorname{Tv}(2, k-1), \ldots, v\left(m_{k-1}-m_{k-2}, k-2\right)=\operatorname{Tv}\left(m_{k-1}-m_{k-2}, k-1\right)$. Again by the preceding problem, $S_{z}=\left\{u_{1}, \ldots, u_{m_{k-3}}, v(1, k-2), \ldots, v\left(m_{k-1}-m_{k-2}, k-2\right)\right\}$ is a linearly independent subset of $W_{k-2}$ which we can extend to a basis of $W_{k-2}$ by-adjoining elements $u\left(m_{k-1}-\right.$ $\left.m_{k-2}+1, k-2\right), v\left(m_{k-1}-m_{k-2}+2, k-2\right), \ldots, v\left(m_{k-2}-m_{k-3}, k-2\right)$. Continuing in this manner we get a new basis for $V$ which, for convenient reference, we anrange as follows:

$$
\begin{aligned}
& v(1, k), \quad \ldots, v\left(m_{k}-m_{k-1}, k\right) \\
& v(1, k-1), \ldots, v\left(m_{k}-m_{k-1}, k-1\right), \ldots, v\left(m_{k-1}-m_{k-2}, k-1\right) \\
& v(1,2), \quad \ldots, v\left(m_{k}-m_{k-1}, 2\right), \quad \ldots, v\left(m_{k-1}-m_{k-2}, 2\right), \ldots, v\left(m_{2}-m_{1}, 2\right) \\
& v(1,1), \quad \ldots, v\left(m_{k}-m_{k-1}, 1\right), \quad \ldots, v\left(m_{k-1}-m_{k-2}, 1\right), \ldots, v\left(m_{2}-m_{1}, 1\right), \ldots, v\left(m_{1}, 1\right)
\end{aligned}
$$

The bottom row forms a basis of $W_{1}$, the bottom two rows form a basis of $W_{2}$, etc. But what is important for us is that $T$ maps each vector into the vector immediately below it in the table or into 0 if the vector is in the bortom row. That is,

$$
T v(i, j)=\left\{\begin{array}{rr}
v(i, j-1) & \text { for } j>1 \\
0 & \text { for } j=1
\end{array}\right.
$$

Now it is clear that $T$ will have the desired form if the $v(i, j)$ are ordered lexicographicaHy: beginning with $v(1,1)$ and moving up the first column to $v(1, k)$, then jumping to $u(2,1)$ and moving up the second column as far as possible, etc.

Moreover, there will be exactly

$$
\begin{aligned}
& \left(m_{k-1}-m_{k-2}\right)-\left(m_{k}-m_{k-1}\right)=\begin{array}{l}
m_{k}-m_{k-1} \\
2 m_{k-1}-m_{k}-m_{k-2}
\end{array} \quad \begin{array}{l}
\text { diagonal entries of order } k . \\
\text { diagonal entries of order } k-1
\end{array} \\
& 2 m_{2}-m_{1}-m_{3} \quad \text { diagonal entries of order } 2 \\
& 2 m_{1}-m_{2} \quad \text { diagonal entries of order } 1
\end{aligned}
$$

as can be read off directly from the table. In particulas, since the numbers $m_{1}, \ldots, m_{\lambda}$ are uniquely determined by $\mathbf{T}$, the number of diagonal entries of eact order is uniquely determined by $T$. Finally, the identity $m_{1}=\left(m_{k}-m_{k-1}\right)+\left(2 m_{k-1}-m_{k}-m_{k-2}\right)+\cdots+\left(2 m_{2}-m_{1}-m_{3}\right)+\left(2 m_{1}-m_{2}\right)$ shows that the nullity $m$, of $T$ is the totar number of diagonal entries of $T$.
17.71. Suppese $A$ is nilpotent of index $k$. Show that $A^{7}$ and $c A, c^{k} \neq 0$, are nitpotent of index $k$.
17.72 Suppose nilpotent matrices $A$ and $B$ commute, i.e., $A B=B A$. Show that $A B$ is nilpotent.

1 Suppose $A^{m}=0$ and $B^{n}=0$. and, say, $m \leq n$. Then $(A B)^{n}=A^{n} B^{n}=A^{n} 0=0$. Thus $A B$ is nilpoteni.
17.73 Suppose nilpotent matrices $A$ and $B$ commute, i.e., show that $A+B$ is nilpotent.

I Suppose $A^{m}=0$ and $B^{n}=0$. Since $A$ and $B$ commute,

$$
(A+B)^{m+n}=\sum_{i+1}^{m+n}\binom{m+n}{i} A^{i} B^{m+n-i}
$$

If $i \geq m$, then $A^{i}=0$. If $i<m$, then $m+n-i \geq n$ and hence $B^{m+n-i}=0$. Thus each term in the expansion of $(A+B)^{n+n}$ is equal to 0 . Accordingly, $(A+B)^{m+n}=0$ and $A+B$ is nilpotent.
17.74 Suppose $A$ is nilpotent of index $k$. Show that $A^{n}, n>1$, is nilpotent of index $\leq k$.

I Since $A^{k}=0$, we have $\left(A^{n}\right)^{k}=\left(A^{k}\right)^{n}=0^{t}=0$. Thus $A^{n}$ is nilpotent of index $\leq k$.
17.75 Suppose $A$ and $B$ are similar. Show that $A$ is nilpotent of index $k$ if and only if $B$ is nilpotent of.index $k$.
( Suppose $B=P^{-1} A P$. If $A^{r}=0$, then $B^{r}=\left(P^{-1} A P\right)^{r}=P^{-1} A^{r} P=P^{-1} 0 P=0$. Similarly, if $B^{r}=0$, then $A^{r}=0$. Thus $A$ is nilpotent if and only if $B$ is nilpotent, and, in such a case, they have the same index.

### 17.5 JORDAN CANONICAL FORM

17.76 Define a Jordan block $J$ or order $k$ belonging to the eigenvalue $\lambda$.

I $J$ is the $k$-square matrix with $\lambda s$ on the diagonal, $1 s$ on the superdiagenal, and Os elsewhere; i.e.,

$$
J=\left(\begin{array}{cccccc}
\lambda & 1 & 0 & \cdots & 0 & 0 \\
0 & \lambda & 1 & \cdots & 0 & 0 \\
\cdots & \therefore & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \lambda & 1 \\
0 & 0 & 0 & \cdots & 0 & \lambda
\end{array}\right)
$$

17.77 Write down the Jordan blocks of orders $1,2,3$, and 4 belonging to the eigenvalue $\lambda=7$.
f The matrices follow:

$$
\left(\begin{array}{ll}
7 & 1  \tag{7}\\
0 & 7
\end{array}\right) \quad\left(\begin{array}{lll}
7 & 1 & 0 \\
0 & 7 & 1 \\
0 & 0 & 7
\end{array}\right) \quad\left(\begin{array}{llll}
7 & 1 & 0 & 0 \\
0 & 7 & 1 & 0 \\
0 & 0 & 7 & 1 \\
0 & 0 & 0 & 7
\end{array}\right)
$$

17.78 Show how a Jordan block $J$ may be written as the sum of a scalar matrix and a canonical nilpotent block $N$.

I J = $I I+N$ as follows:

$$
\left(\begin{array}{cccccc}
\lambda & 1 & 0 & \cdots & 0 & 0 \\
0 & \lambda & 1 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \lambda & 1 \\
0 & 0 & 0 & \cdots & 0 & \lambda
\end{array}\right)=\left(\begin{array}{ccccc}
\lambda & 0 & \cdots & 0 & 0 \\
0 & \lambda & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \lambda & 0 \\
0 & 0 & \cdots & 0 & \lambda
\end{array}\right)+\left(\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

Problems 17.79-17.81 refer to the following Jordan block $\boldsymbol{A}$ of order 4:

$$
A=\left(\begin{array}{llll}
7 & 1 & 0 & 0 \\
0 & 7 & 1 & 0 \\
0 & 0 & 7 & 1 \\
0 & 0 & 0 & 7
\end{array}\right)
$$

17.79 What is the characteristic polynomial $\Delta(t)$ and minimum polynomial $m(t)$ of $A$ ? What are the eigenvalues of $A$ ?
I Both $\Delta(t)$ and $m(t)$ are equal to $(t-7)^{4}$; that is, $\Delta(t)=m(t)=(t-7)^{4}$. Thus $\lambda=7$ is the only eigenvalue.
17.80 Find a basis for the eigenspace of the eigenvalue $\lambda=7$.

I Substituting $t=7$. in the matrix equation $t I-A=0$ yields the following bomogeneous system:

$$
\left.\left(\begin{array}{rrrr}
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z \\
t
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right) \quad \text { or } \quad \begin{array}{lllll} 
& & -z & & =0 \\
=0 \\
& & & & -t \\
=0 \\
0 & & & & 0
\end{array}\right)
$$

There is only one free variable $x$; hence $v=(1,0,0,0)$ forms a basis for the eigenspace of $\lambda=7$.
17.81 What is the atgebraic multiplicity and geometric multiplicity of the eigenvalue $\boldsymbol{\lambda}=\mathbf{7}$ ?

- Since $\Delta(f)=(1-7)^{4}$, the algebraic multiplicity is 4 . Since the eigenspace of $\lambda=7$ has dimension one, the geometric multiplicity of $A$ is 1 .
17.82 Define a Jordan matrix $M$.
- A matrix $M$ is a Jordan matix if $M$ is a block diagonal matrix whose diagonal blocks, say,
$J_{1}, J_{2}, \ldots, J_{r}$, are Jordan blocks. [We emphasize that more than one diagonal block may belong to the same eigenvalue.]
17.83 Define equivalent Jordan matrices.
- A Jordan matrix $M_{2}$ is equivalent to a Jordan matrix $M_{1}$ if $M_{2}$ can be obtained from $M_{1}$ by rearranging the diagonal blocks.

Remark: We usually do not distinguish between equivalent Jordan matrices. In particular, the term "unique Jordan form" means unique up to equivalence.

Problems 17.84-17.87 refer to the following Jordan matrix:

17.84 Find all Jordan malrices equivalent to $M$.

1. There are exactly two other ways of arranging the blocks on the diagonal as folfows:


17:85 Find the characteristic potynomial $\Delta(f)$ and eigenvalues of $M$.
[ Here $A(t)=(t+3)^{3}(t-5)^{4}$. The exponent 3 comes from the face that there are three -3 s on the diagonal and the exponent 4 comes from the fact that there are four 5 s on the diagonal. in particuiar. $\lambda_{1}=-3$ and $\lambda_{2}=5$ are the eigenvalues.
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17.86 Find the minimum polynomial $m(t)$ of $M$.

1 Here $m(i)=(t+3)^{3}(t-5)^{2}$. The exponent 3 comes from the fact that 3 is the order of the largest block belonging to $\lambda_{1}=-3$ and the exponent 2 comes from the fact that 2 is the order of the largest block belonging to $\lambda_{2}=5$. [Altematively, $m(t)$ is the least common multiple of the minimal polynomials of the blocks.]
17.87 Find a maximum set $S$ of linearly independent eigenvectors of $M$.

1 Each block contributes one eigenvector to $S$. Three such eigenvectors are $v_{4}=(1,0,0,0,0,0,0)$, $v_{2}=(0,0,0,1,0,0,0), \quad v_{3}=(0,0,0,0,0,1,0)$ which correspond to the first, second, and third blocks, respectively. The entry 1 in each vector is the position of the first entry in the corresponding block.

Problens 17.88-17.96 refer to the following Jordan matrices:

17.88 Find the characteristic polynomial $\Delta(t)$ and the eigenvalues of $A$.

1 Here $\Delta(t)=(t-4)^{5}(t-2)^{3}$ since there are five $4 s$ on the diagonal and three $2 s$ on the diagonal. Thus $\lambda_{1}=4$ and $\lambda_{2}=2$ are the eigenvalues of $A$.
17.89 Find the characteristic polynomial $\Delta(t)$ and eigenvalues of $B$.

1 Here $\Delta(t)=(t-4)^{5}(t-2)^{3}$ since there are five $4 s$ and three $2 s$ on the diagonal. Thus $\lambda_{1}=4$ and $\lambda_{2}=2$ are the eigenvalues of $B$.
17.90 Are $A$ and $B$ equivalent Jordan matrices?

I Although $A$ and $B$ have the same characteristic polynomial and the same eigenvalues, $A$ and $B$ are not equivalent since the diagonal blocks are different.
17.91. Find the minimum polynomial $m(t)$ of $A$.

1 Here $m(t)=(t-4)^{3}(t-2)^{2}$ since 3 is the order of the largest block in $A$ belonging to. $\lambda_{1}=4$ and 2 is the order of the largest block in $A$ belonging to $\lambda_{2}=2$.
17.92 Find the dimension $d_{1}$ of the eigenspace $E_{1}$ of $\lambda_{1}=4$ in $A$. [In other words, find the geometric multiplicity of $\lambda_{1}=4$ in $A$.] Also find a basis of the eigenspace $E_{1}$.

I Here $d_{1}=2$ since there are two blocks belonging to $\lambda_{1}=4$. Also $v_{1}=(1,0,0,0,0,0,0,0)$ and $\boldsymbol{v}_{2}=(0,0,0,1,0,0,0,0)$ form a basis for $\varepsilon_{1}$.
17.93 Find the dimension $d_{2}$ of the eigenspace $E_{2}$ of $\lambda_{2}=2$ in $A$. Also find a basis of the eigenspace $E_{2}$.

IThere are two blocks in $A$ belonging to $\lambda_{2}=2$; hence: $d_{2}=2$. Also, $w_{1}=(0,0,0,0,0,1,0,0)$ and $w_{2}=(0,0,0,0,0,0,0,1)$ form a basis of $E_{2}$.

Remark: The emry 1 in each of the above eigenvectors of $A$ is the position of the first entry in the corresponding block.
17.94 Find the minimum polynomial $m(t)$ of $B$.
$I$ Note 2 is the order of the largest block in $B$ belonging to $\lambda_{3}=4$ and 3 is the order of the largest block in $B$ belonging to $\lambda_{2}=2$; hence $m(1)=(1-4)^{2}(t-2)^{3}$.
17.95 Find the dimension $d_{1}$ of the eigenspace $E_{1}$ of $\lambda_{1}=4$ in $B$. Note $d_{1}$ is the geometric multiplicity of $\lambda_{1}=4$.] Also, find a basis of the eigenspace $E_{1}$.

1. There are three blocks in $B$ belonging to $\lambda_{1}=4$; hence $d_{1}=3$. Also $v_{1}=(1,0,0,0,0,0,0,0)$, $v_{2}=(0,0,1,0,0,0,0,0), \quad v_{3}=(0,0,0,0,1,0,0,0)$ form a basis of $E_{1}$.
17.96

Find the dimension $d_{2}$ of the eigenspace $E_{2}$ of $\lambda_{2}=2$ in $B$ and find a basis of $E_{2}$.
I There is only one block in $B$ belonging to $\lambda_{2}=2$; hence. $d_{2}=1$. Also, $w=(0,0,0,0,0,1,0,0)$ forms a basis of $E_{2}$.
17.97 Find all (nonequivalent) Jordan matrices with characteristic polynomial $\Delta(t)=(t-7)^{4}$.

I There are five such matrices which follow:

$$
\begin{aligned}
& A_{1}=\left(\begin{array}{llll}
7 & 1 & 0 & 0 \\
0 & 7 & 1 & 0 \\
0 & 0 & 7 & 1 \\
0 & 0 & 0 & 7
\end{array}\right) \quad A_{2}=\left(\begin{array}{lll:}
7 & 1 & 0 \\
0 & 7 & 1 \\
0 & 0 & 7
\end{array}\right) \quad A_{3}=\left(\begin{array}{ll:l}
7 & 1 & \\
0 & 7 & \\
\hdashline & & 7 \\
& & 0
\end{array}\right) \\
& A_{4}=\left(\begin{array}{ll:l}
7 & 1 & \\
0 & 7 & \\
\hdashline & 1 & 7 \\
& & \\
&
\end{array}\right)
\end{aligned}
$$

Since $\operatorname{deg} \Delta(t)=4$, all the matrices are of order 4. Also, only 7 appears on the diagonal since $\lambda=7$ is the only eigenvalue.
17.98 Find the minimum polynomial of each of the matrices in Problem 17.97.

I Let $m_{i}(t)$ denote the minimum polynomial of $A_{;}$, Then $m_{i}(t)=(t-7)^{k}$ where $k$ is. the order of the largest block. Thus $m_{1}(t)=(t-7)^{4}, \quad m_{2}(t)=(t-7)^{3}, m_{3}(t)=m_{4}(t)=(t-7)^{2}, \quad m_{5}(t)=t-7$.
17.99 Find the geometric multiplicity of the eigenvalue $\lambda=7$ in each of the matrices in Problem 17.97.

1 Let $d_{i}$ denote the geometric multiplicity of $\lambda=7$ in $A_{i}$. Then $d_{i}$ is equal to the number of blocks in $A_{i}$ (belonging to $\lambda=7$ ). Thus $d_{i}=1, d_{2}=d_{3}=2, d_{4}=3, d_{5}=4$.

Theorem 17.14: Let $T: V \rightarrow V$ be a linear operator whose characteristic and minimum polynomials are, respectively, $\Delta(t)=\left(t-\lambda_{1}\right)^{n_{1} \cdots\left(t-\lambda_{r}\right)^{n}}$ and $m(t)=\left(t-\lambda_{1}\right)^{m_{1}} \cdots\left(t-\lambda_{r}\right)^{m_{r}}$ where the $\cdot \lambda_{i}$ are distinct scalars. Then $T$ has a unique Jordan matrix representation $M$ [called the Jordan canonical form of $T$ ). Furthermore, the blocks $J_{i j}$ of $M$ belonging to the eigenvalue $\Lambda_{i}$, have the foltowing properties:
(i) There is at least one $J_{i j}$ of order $\boldsymbol{m}_{i}$; at other $J_{i j}$ are of order $\leq \boldsymbol{m}_{i}$.
(ii) The sum of the orders of the $I_{i j}$ is $n_{i}$.
(iii) The number of $J_{i j}$ equats the geometric multiplicity of $\lambda_{i}$ -
(iv) The number of $J_{i j}$ of each possible order is uniquely determined by $T$.

Theorem 17.15 [Allernate Form of Theorem 17.14]: Let $A$ be a matrix whose characteristic polynomial $\Delta(t)$ is a product of linear factors. Then $A$ is a similar to a unique Jordan matrix $M$ with the above properties. [The matrix $M$ is called the Jordan canonical form of $A$.]
17.100 Prove Theorem 17.14 which represents the main content of this section.

1 By the Primary Decomposition theorem, $T$ is decomposable into operators $T_{1}, \ldots, T_{r}$, that is, $T=$ $T_{1} \oplus \cdots \oplus T$, where $\left(t-\lambda_{i}\right)^{m_{i}}$ is the minimal polynomial of $T_{i}$. Thus in particular, $\left(T_{1}-\lambda_{i} J\right)^{m_{1}}=$ $0_{2} \ldots,\left(T_{r}-x_{i} I\right)^{\prime \prime r}=0$. Set $N_{i}=T_{i}-\lambda_{i} I$. Then for $i=1, \ldots, r, T_{i}=N_{i}+\lambda_{i} I$, where $N_{i}^{m_{i}}=0$. That is, $T_{i}$ is the sum of the scalar operator $\lambda_{i} I$ and a nilpotent operator $N_{i}$, which is of index $m_{i}$ since $\left(1-\lambda_{i}\right)^{m_{i}}$ is the minimal polymomiat of $T_{i}$.
Now by Theorem 17.1! on nilpotent operators, we can choose a basis so that $N_{i}$ is in canonical form. In this basis, $T_{i}=N_{i}+x_{i} ;$ is represented by a block diagonal maninx $M_{i}$ whose diagonarientries are the matrices $J_{i j}$. The direct sum $J$ of the matrices $M_{;}$is in Jordan canonical forss and, by Fheorem 17.5, is a matrix representation of $T$.
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Lastly, we must show that the blocks $J_{i j}$ satisfy the required properties. Property (i) follows from the fact that $N_{i}$ is of index $m_{i}$. Property (ii) is true since $T$ and $J$ have the same characteristic polynomial.
Property (iii) is true since the nullity of $N_{i}=T_{i}-\lambda_{i} I$ is equal to the geometric multiplicity of the eigenvalue $\lambda_{i}$. Property (iv). follows from the fact that the $T_{i}$ and hence the $N_{i}$ are uniquely determined by T.
17.101 Suppose the characteristic and minimum polynomials of an operator $T$ are, respectively, $\Delta(t)=$ $(t-2)^{4}(t-3)^{3}$ and $m(t)=(t-2)^{2}(t-3)^{2}$. Find all possible Jordan canonical forms with above conditions.

I Since $\Delta(t)=(t-2)^{4}(t-3)^{3}$, there must be four 2 s on the diagonal and three 3 s on the diagonal. Also, since $m(t)=(t-2)^{2}(t-3)^{2}$, there must be a block of order 2 , and none larger, belonging to the eigenvalue 2 ; and there must be a block of order 2 , and none larger, belonging to the eigenvalue 3 . There are two possiblities which follow:


The first matrix occurs if $T$ has two independent eigenvectors belonging to its eigenvalue 2 ; and the second matrix occurs if $T$ has ihree independent eigenvectors belonging to 2 .
17.102 Find all possible Jordan canonical forms for a linear map $T: V \rightarrow V$ whose characteristic polynomial is $\Delta(t)=(t-7)^{5}$ and whose minimum polynomial is $m(t)=(t-7)^{2}$.
I. Since $\Delta(t)=(t-7)^{5}$ has degree 5 , the matrix must have order 5 and have five 7 s on the diagonal. Also, since $m(t)=(t-7)^{2}$, there must be a block of order 2, and none higher. There are two possibilities which follow:


The first occurs if $\lambda=7$. has.geometric multiplicity 3 and the second occurs if $\lambda=7$ has geometric multiplicity 4.
17.103 Suppose $T: V \rightarrow V$ has characteristic polynomial $\Delta(t)=(t+8)^{2}(t-1)^{3}$ and minimum polynomial $m(t)=(t-8)^{3}(t-1)^{2}$. Find the Jordan canonical form $M$ of $T$.
1 Since $\operatorname{deg} \Delta(t)=7$, the order of $M$ is 7. Since $\Delta(t)=(t+8)^{4}(t-1)^{-3}, \quad M$ has four -8 s and three is on the diagonal. Also, since $m(t)=(t-8)^{3}(i-i)^{2}$ there must be a block of order 3 belonging to -8 and a block of order 2 belonging to 1 . There is only one possibility which follows:

17.104 Determine all possible Jordan canonical forms for a linear operator $T: V \rightarrow V \cdot$ whose characteristic polynomial is $\Delta(t)=(t-2)^{3}(t-5)^{2}$.

I Since 1 - 2 has exponent 3 in $\Delta(t), 2$ must appear three times on the main diagonat. Similarly 5 must appear twice. Thus the possible Jordan canonical forms are as follows:


Problems $17.105-17.110$ refer to the above matrices $B_{1}, B_{2}, \ldots, B_{6}$. Also, $m_{i}(t)$ denotes the minimum polynomial of $B_{i}$, and $E_{i}$ and $F_{i}$ denote, respectively, the eigenspaces of the eigenvatues $\mathcal{Z}$ and 5 in $B_{i}$ :
17.105 Find $m_{1}(t)$ and a basis for $E_{1}$ and $F_{1}$ in the matrix $B_{1}$ -

1 Here $m_{1}(t)=(t-2)^{3}(t-5)^{2}$. Also, $u=(1,0,0,0,0)$ forms a basis for $E_{1}$ and $v=(0,0,0,1,0)$ forms a basis for $F_{1}$.
17.106 Find $m_{2}(t)$ and the dimension of $E_{2}$ and of $F_{2}$ in the matrix $B_{2}$.

1 Here $m_{2}(t)=(t-2)^{2}(t-5)^{2}$. Also, $\operatorname{dim}\left(E_{2}\right)=2$ and $\operatorname{dim}\left(F_{2}\right)=2$.
17.107 Find $m_{3}(t)$ and a basis for $E_{3}$ and $F_{3}$ in the matrix $B_{3}$ -

1 We have $m_{3}(t)=(t-2)(t-5)^{2}$. Also $u_{1}=(1,0,0,0,0), u_{2}=(0,1,0,0,0), u_{3}=$ $(0,0,1,0,0)$ form a basis of $E_{3}$ and $v=(0,0,0,1,0)$ forms a basis for $F_{3}$.
17.108 Find $m_{4}(t)$ and a basis for $E_{4}$ and $F_{4}$ in the matrix $B_{4}$.

1 Here $m_{4}(t)=(t-2)^{3}(t-5)$. Also $u=(1,0,0,0,0)$ forms a basis of $E_{4}$, and $v_{i}=(0,0,0,1,0)$ and $v_{2}=(0,0,0,0,1)$ form a basis of $F_{4}$.
17.109 Find $m_{5}(t)$ and the dimension of $E_{5}$ and of $F_{5}$ in the matrix $B_{5}$.

1 Here $m_{5}(1)=(t-2)^{2}(t-5)$ and $\operatorname{dim}\left(E_{5}\right)=2$ and $\operatorname{dim}\left(F_{5}\right)=2$.
17.110 Find $m_{6}(t)$ and the dimension of $E_{6}$ and of $F_{h}$ in the matrix $B_{6}$.

1. $m_{6}(t)=(t-2)(t-5)$, and $\operatorname{dim}\left(E_{6}\right)=3$ and $\operatorname{dim}\left(F_{6}\right)=2$.
;
17.111 Suppose $A$ is a 5 -square matrix with minimum polynomial $m(t)=(t-2)^{2}$. Determine all possible Jordan canonical forms $M$ for $A$.

I M must have one Jordan block of order 2 and the others, must be of order 2 or 1 . Thus there are only two possibilities:


Note that all the diagonal entries must be 2 since 2 is the onty eigenvalue. The first matrix occurs when $A$ has three independent eigenvectors, and the second matrix occurs when $A$ has four independent eigenvectors.
17.112 Let $A$ be a real [square $\dagger$ matrix. Is $A$ similar to a Jordan matrix? If not, give a counterexample.

I $A$ is similar to a Jordan matrix only if the characteristic polynomial $\Delta(t)$ of $A$ is a product of linear factors. This is not aivays true. For example, the characteristic polynomial of $A=\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right)$ is $\Delta(t)=$ $\mathbf{1}^{2}+3$. Hence this matrix $A$ is not similar to a fordan matrix.

## $404 \square$ CHAPTER 17

17.113 Let $\boldsymbol{B}$ be a complex [square] matrix. Is $B$ similar to a Jordan matrix? If not, give a counterexample.

I Let $\Delta(t)$ be the characteristic polynomial of B. By the Fundamental Theorem of Algebrà, $\Delta(t)$ factors into linear polynomials over the complex field $C$. Thus every complex matrix $B$ is similar to a Jordan matrix.

### 17.6 QUOTIENT SPACES AND TRIANGULAR FORM

17.114 Let $W$ be a subspace of a vector space $V$. Define the cosets of $W$.

1 For any vector $v \in V$, we write $u+W$ for the set of sums $u+w$ with $w \in W$; that is, $v+$ $W=\{u+w: w \in W\}$. These sets are called the cosets of $W$ in $V$. The dimension of $v+W$ is defined to be the dimension of $W$.
17.115 Let $W$ be the subspace of $\mathbf{R}^{2}$ defined by $W=\{(a, b): a=b\}$. Describe the cosets of $W$.

I $W$ is the line in the plane $R^{2}$ given by the equation $x-y=0$. We can view $v+W$ as a translation of the line, obtained by adding the vector $v$ to each point in $W$ as pictured in Fig. 17-2. Note that $v+W$ is also a line and is parallel to $W$. Thus the cosets of $W$ in $\mathbf{R}^{2}$ are precisely all lines parallel to $W$.


Fig. 17-2
17.116 Let $W$ be the solution space of the homogeneous equation $2 x+3 y+4 z=0$. Describe the cosets of $W$ in $\mathbf{R}^{3}$.

IW is a plane through the origin $O=(0,0,0)$, and the cosess of $W$ are the planes parallel to $W$. [See Fig. 17-3.] Equivalently, the cosets of $W$ are the solution sets of the family of equations $2 x+3 y+4 z=k$, $k \in R$. In particular the coset $v+W$, where $v=(a, b, c)$, is the solution set of the linear equation $2 x+3 y+4 z=2 a+3 b+4 c$ or $2(x-a)+3(y-b)+4(z-c)=0$.


Fig- 17-3
17.117 Let $V=C[0,2]$, the vector space of continuous functions on the interval $0 \leq t \leq 2$. Let $W$ be the subset of $V$ consisting of all functions $F(t)$ such that $f(1)=0$. Show that $W$ is a subspace of $V$.
f We have $0(1)=0$; hence the zero function 0 belongs to $W$. Suppose $f, g \in W$; then $f(1)=0$ and $g(1)=0$. Thus $(f+g)(1)=f(1)+g(1)=0+0=0$ and $(k f)(1)=k f(1)=k \cdot 0=0$ for any scalar $k \in$. $K$. Hence $f+g \in W$ and $k f \in W$. Accordingly, $W$ is a subspace of $V$.
17.118 Describe geometrically cosets of $W$ in $V$.

I $W$ consists of all continuous functions passing through the point $A(1,0)$ in the plane $\mathbf{R}^{2}$ as pictured in Fig. 17-4(a). A coset of $W$ consists of all continuous functions passing through a point $B(1, k)$ for some fixed scalar $k$ as pictured in Fig. 17-4(b).

-Fig. 17-4

Theorem 17.16: Let $W$ be a subspace of a vector space over a field $K$. Then the cosets of $W$ in $V$ form a. vector space over $K$ with the following operations of addition and scalar multiplication:
(i) $(u+W)+(v+W)=(u+v)+W$.
(ii) $k(u+W)=k u+W$, where $k \in K$.

Remark: The above vector space consisting of the cosets of $W$ in $V$ is called the quotient space of $V$ by $W$ and is denoted by $V / W$.

Theorem 17.17: Suppose $W$ is a subspace invariant under a hear operator $T: V \rightarrow V$. Then $T$ induces a linear operator $\bar{T}$ on $V / W$ defined by $\bar{T}(v+W)=T(v)+W$ : Moreover, if $T$ is a zero of any polynomial, then so is $\bar{F}$. Thus the minimum polynomial of $\bar{T}$ divides the minimum polynomial of $T$.
17.119 Let $W$ be a subspace of a vector space $V$. Show that the following are equivalent: (i) $u \in v+W$, (ii): $u-v \in W$, (iii) $v \in u+W$.

1 Suppose $u \in \dot{v}+W$. Then there exists $w_{0} \in W$ such that $u=v+w_{0}$. Hence $u-v \doteq w_{0} \in W$. Conversely, suppose $u-v \in W$. Then $u-v=w_{0}$ where $w_{0} \in W$. Hence $u=v+w_{0} \in v+W$. Thus (i) and (ii) are equivalent.

We atso have $u-v \in W$ iff. $-(u-v)=v-u \in W$ iff $v \in u+W$. Thus (ii) and (iiit) are also equivalent.
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17.120 Prove: The cosets of $W$ in $V$ partition $V$ into mutually disjoint sets. That is, (i) any two cosets $u+W$ and $v+w$ are either identical or disjoint; and (ii) each $v \in V$ belongs to a coset; in fact, $v \in v+W$. Furthermore, $u+W=v+W$ if and only if $u-v \in W$, and so $(v+w)+W=v+W$ for any $w \in W$.

【 Let $v \in V$. Since $0 \in W$, we have $v=v+0 \in v+W$ which proves (ii).
Now suppose the cosets $u+W$ and $v+W$ are not disjoint; say, the vector $x$ belongs to both $u+W$ and $v+W$. Then $. u-x \in W$ and $x-v \in W$. The proof of (i) is complete if we show that $u+W=$ $v+W$. Let $u+w_{0}$ be any element in the coset $u+W$. Since $u-x, x-v$, and $w_{0}$ belong to $W$, $\left(u+w_{0}\right)-v=(u-x)+(x-v)+w_{0} \in W$. Thus $u+w_{0} \in v+W$. and hence the coset $u+W$ is contained in the coset $v+W$. Similarly $v+W$ is contained in $u+W$ and so $u+W=v+W$.
The last statement folows from the fact that $u+W=v+W$ if and only if $u \in v+W$, and by the preceding problem this is equivalent to $u-v \in W$.
17.121 Show that the operations in Theorem 17.16 are well-defined; namely show that if $u+W=u^{\prime}+W$ and $v+W=v^{\prime}+W$, then (i) $(u+v)+W=\left(u^{\prime}+v^{\prime}\right)+W$ and (ii) $k u+W=k u^{\prime}+W$, for any $k \in K$.

I (i) Since $u+W=u^{\prime}+W$ and $v+W=v^{\prime}+W$, both $u-u^{\prime}$ and $v-v^{\prime}$ belong to $W$. But then $(u+v)-\left(u^{\prime}+v^{\prime}\right)=\left(u-u^{\prime}\right)+\left(v-v^{\prime}\right) \in W$. Hence $(u+v)+W=\left(u^{\prime}+v^{\prime}\right)+W$.
(ii). Also, since $u-u^{\prime} \in W$ implies $k\left(u-u^{\prime}\right) \in W$, then $k u-k u^{\prime}=k\left(u-u^{\prime}\right) \in W$; hence $k u+W=k u^{\prime}+W$.
17.122 What is the zero element in the quotient space $V / W$ ?

I For every. $v \in V$, we.have $(v+W)+W=v+W$. Hence $W$, itself, is the zero element in $V / W$.
17.123 Let $V$ be a vector space and $W$ a subspace of $V$. Show that the natural map $\eta: V \rightarrow V / W$, defined by $\eta(v)=v+W$, is linear.

【 For any $u, v \in \dot{V}$ and any $k \in K$, we have $\eta(u+v)=u+v+W=u+W+v+W=\eta(u)+\eta(v)$ and $\eta(k v)=k v+W=k(v+W)=k \eta(v)$. Accordingly, $\eta$ is linear.
17.124 Let $W$ be a subspace of a vector space $V$ : Suppose $\left\{w_{1}, \ldots, w,\right\}$ is a basis of $W$ and the set of cosets $\left\{\bar{v}_{1}, \ldots, \bar{v}_{s}\right\}$, where $\bar{v}_{i}=v_{j}+W$, is a basis of the quotient space. Show that $B=\left\{v_{1}, \ldots, \dot{v}_{s}\right.$, $\left.w_{1}, \ldots, w_{r}\right\}$ is.a basis of $V$. Thus $\operatorname{dim} V=\operatorname{dim} W+\operatorname{dim}(V W)$.
1 Suppose $u \in V$. Since $\left\{\bar{v}_{j}\right\}$ is a basis of $V / W$. $\bar{u}=u+W=a_{1} \bar{v}_{1}+a_{2} \bar{v}_{2}+\cdots+a_{s} \bar{u}_{s}$. Hence $u=$ $a_{1} v_{i}+\cdots+a_{s} v_{s}+w$ where $w \in W$. Since $\left\{w_{i}\right\}$ is a basis of $W, \quad u=a_{1} v_{1}+\cdots+a_{s} v_{s}+b_{1} w_{1}+\cdots+$ $b, w,:$ Accordingly, $B$ generates $V$.

We now show that $B$ is linearly independent. Suppose

$$
\begin{equation*}
c_{1} v_{1}+\cdots+c_{s} v_{3}+d_{1} w_{1}+\cdots+d_{1} w_{2}=0 \tag{1}
\end{equation*}
$$

Then $c_{1} \bar{v}_{1}+\cdots+c_{s} \bar{v}_{s}=\overline{0}=W$. Since $\left\{\bar{v}_{j}\right\}$ is independent, the $c$ 's are all 0 . Substituting into (1), we find $d_{1} w_{2}+\cdots+d, w_{2}=0$. Since $\left\{w_{i}\right\}$ is independent, the $d$ 's are all 0 . Thus $B$ is linearly independent and therefore a basis of $V$.
17.125 Prove Theorem 17.17.

1 We first show that $\bar{T}$ is well-defined, i.e., if $u+W=v+W$ then $\bar{T}(u+W)=\bar{T}(v+W)$. If $u+$ $W=v+W$ then $u-v \in W$ and, since $W$ is $T$-invariant, $T(u-v)=T(u)-T(v) \in W$. Accordingly, $\bar{T}(u+W)=T(u)+W=T(v)+W=\bar{T}(v+W)$ as required.
We next show that $\bar{T}$ is linear. We have $\bar{T}((u+W)+(v+W))=\bar{T}(u+v+W)=T(u+v)+W=$ $T(u)+T(v)+W=T(u)+W+T(v)+W=\bar{T}(u+W)+\bar{T}(v+W)$ and $\bar{T}(k(u+W))=\bar{T}(k u+W)=$ $T(k u)+W=k T(u)+W=k(T(u)+W)=k \bar{T}(u+W)$. Thus $\bar{T}$ is linear.
Now, for any coset $u+W$ in $V / W, \overline{T^{2}}(u+W)=T^{2}(u)+W=T(T(u))+W=\bar{T}(T(u)+W)=$ $\bar{T}(\bar{T}(u+W))=\bar{T}^{2}(u+W)$. Hence $\overline{T^{2}}=\bar{T}^{2}$. Similarly $\overline{T^{n}}=\bar{T}^{n}$. for any $n$. Thus for any polynomial

$$
\begin{gathered}
f(t)=a_{n} r^{n}+\cdots+a_{0} \\
\overline{f(T)}(u+W)=f(T)(u)+W=\sum a_{i} T^{\prime}(u)+W=\sum a_{i}\left(T^{i}(u)+W\right) \\
=\sum a_{i} \overline{T^{i}}(u+W)=\sum a_{i} \bar{T}^{i}(u+W)=\left(\sum a_{i} \bar{T}^{i}\right)(u+W)=f(\bar{T})(u+W)
\end{gathered}
$$

and so $\overline{f(\bar{T})}=f(\bar{T})$. Accordingly, if $T$ is a root of $f(t)$ then $\overline{f(T)}=\overline{0}=W=f(\bar{T})$, that is, $\bar{T}$ is also a root of $f(1)$. Thus the theorem is proved.

Theorem 17.18: Let $T: V \rightarrow V$ be a linear operator whose characteristic polynomial factors into linear polynomials. Then $V$ has a basis in which $T$ is represented by a triangular matrix [called a triangular form of $T$ ]:

Theorem 17.19 [Alternate Form of Theorem 17.18): Let $A$ be a [square] matrix whose characteristic polynomial factors into linear polynomials. Then $A$ is similar to a triangular matrix.
17.126 Prove Theorem 17.18 which represents the main content of this section.

I The proof is by induction on the dimension of $V$. If $\operatorname{dim} V=1$, then every matrix representation of $T$ is a 1 by 1 matrix which is triangular.
Now suppose $\operatorname{dim} V=n>1$ and that the theorem holds for spaces of dimension less than $n$. Since the characteristic polynomial of $T$ factors into linear polynomiats, $T$ has at least one eigenvalue and so at least one. nonzera cigenvector $v$, say $T(v)=a_{1}, v$. Let $W$ be the one-dimensional subspzace spanned by $v$. Set $\bar{V}=V / W$. Then [Problem 17.124] $\operatorname{dim} \bar{V}=\operatorname{dim} V-\operatorname{dim} W=n-1$. Note also that $W$ is invariant under $T$. By Theorem 17.17, $T$ induces a linear operatos $\bar{T}$ on $\bar{V}$ whose minimum polynomial divides the minimum polynomial of $T$. Since the characteristic polynomial of $T$ is a product of linear polynomials, so is is minimum polynomiat, hence so are the minimum and characteristic polynomials of $\bar{T}$. Thus $\bar{V}$ and $\bar{T}$ satisfy the hypothesis of the theorem.-Hence, by induction, there exists a basis $\left\{\bar{v}_{2}, \ldots, \bar{v}_{n}\right\}$ of $\bar{v}$ such that

$$
\begin{aligned}
& \bar{T}\left(\bar{v}_{2}\right)=a_{n i} \bar{v}_{2} \\
& \bar{T}\left(\bar{v}_{3}\right)=a_{33} \bar{v}_{2}+a_{33} \bar{v}_{3} \\
& \cdots \cdots \cdots \cdots \cdots \\
& \bar{T}\left(\bar{v}_{n}\right)=a_{n 2} \bar{v}_{2}+a_{n 3} \bar{v}_{3}+\cdots+a_{\ldots n} \bar{\varphi}_{n}
\end{aligned}
$$

Now let $v_{2}, \ldots, v_{n}$ be elements of $V$ which belong to the cosets $\bar{v}_{2}, \ldots, \bar{v}_{n}$ respectively. Then
$\left\{v, v_{2}, \ldots, v_{n}\right\}$ is a basis of $V\left[\right.$ Problem 17.124]. Since $\bar{T}\left(\tilde{v}_{2}\right)=a_{22} \bar{v}_{z_{1}}$, we have $\bar{T}\left(\bar{v}_{2}\right)-a_{22} \bar{v}_{2}=0$ andso $T\left(v_{2}\right)-a_{22} v_{2} \in W$. But $W$ is spanned by $v$; hence $T\left(v_{2}\right)-a_{22} v_{2}$ is a multiple of $v$, say $T\left(v_{2}\right)$ $a_{22} v_{2}=a_{21} v$ and so $T\left(v_{2}\right)=a_{21} v+a_{22} v_{2}$. Similarly, for $i=3, \ldots, n, T\left(v_{i}\right)-a_{i 2} v_{2}-a_{i 3} v_{3}-\cdots-$ $a_{i i} v_{i} \in W$ and so $T\left(v_{i}\right)=a_{i i} v+a_{i 2} v_{2}+\cdots+a_{i i} v_{i-}$. Thus

$$
\begin{aligned}
& T(v)=a_{1} v \\
& T\left(v_{2}\right)=a_{21} v+a_{n} v_{2} \ldots \ldots \ldots \\
& T\left(v_{n}\right)=a_{n 1} v+a_{n 2} v_{2}+\cdots+a_{n n} v_{n}
\end{aligned}
$$

and hence the matrix of $T$ in this basis is triangular.
17.127 Let $W$ be a subspace of $V$. Suppose the set of cosets $\left\{v_{1}+W, v_{2}+W, \ldots, v_{n}+W\right\}$ in $V / W$ is linearly independent. Show that the set of vectors $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ in $V$ is'also linearly independent.
I Suppose $a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n}=0$. Then $\left(a_{1} v_{1}+\cdots+a_{n} v_{n}\right)+W=0+W=W$. Hence $a_{1}\left(v_{1}+\right.$ $W)+a_{2}\left(v_{2}+w\right)+\cdots+a_{n}\left(v_{n}+w\right)=W$. Since the $v_{i}+W$ are linearly independent, $a_{1}=0, \ldots, a_{n}=0$. Thus $v_{1}, v_{2}, \ldots, v_{n}$ are linearly independent.
17.128. Let $W$ be a subspace of $V$. Suppose the set of vectors $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ in $V$ is linearly independent, and that $\operatorname{span}\left(u_{i}\right) \cap W=\{0\}$. Show that the set of cosets $\left\{u_{1}+W, \ldots, u_{n}+W\right\}$ in $V / W$ is also linearly independent.
1 Suppose $a_{1}\left(u_{1}+W\right)+a_{2}\left(u_{2}+W\right)+\cdots+a_{n}\left(u_{m}+W\right)=W$. Then $\left(a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{n} u_{n}\right)+W=W$ and $a_{1} u_{1}+\cdots+a_{n} u_{n} \in W$. Since $\operatorname{span}\left(u_{i}\right) \Pi W=\{0\}$, we have $a_{1} u_{1}+\cdots+a_{n} u_{n}=0$. By hypothesis, $u_{1}, \ldots, u_{n}$ are hinarly independent; bence $a_{i}=B_{1}, \ldots, a_{n}=0$. Thus the cosets $u_{i}+W$ are linearly independent.
17.129 Eet $V$ be the vector space of polynomials over $R$ and let $W$ be the subspace of polynomials $h(f)$ which are divisible by $t^{4}$, that is, $h(t)=b_{y} t^{4}+b_{1} s^{5}+\cdots+b_{m-t^{\prime}} t^{m}$. Show that the quotient space $V / W$ is of dimension 4 :

I Let $f(t)$ be any polynomial in $V$, say $f(t)=a_{n}+a_{1} t+\cdots+a_{n} r^{n}$ Since $a_{t} t^{t}+\cdots+a_{n} t^{n} \in W$, we have $f(t)+W=a_{11}+a_{1} t+a_{2} t^{2}+a_{3} t^{3}+W=a_{0}(1+W)+a_{1}(t+W)+a_{2}\left(t^{2}+W\right)+a_{3}\left(t^{3}+W\right)$. Thus $1+$ $W, t+W, t^{2}+W, t^{3}+W$ span $V / W$. They are also linearly independent since $t, t, t^{2}, t^{3}$ are linearly independent in $V$ and $\operatorname{span}\left(1, i, I^{2}, l^{3}\right) \cap W=0$ [Problem 17,128$]$. Thus $\operatorname{dim}(V / W)=4$.

### 17.7 CYCLIC SUBSPACES, $Z(v, T)$

This section assumes $T: V \rightarrow V$ is a linear opcrator, where $V$ has finite dimension over $K$ and $v \in V$ with. $v \neq 0$.
17.130 Define $Z(v, T)$, called the $T$-cyclic subspace of $V$ generated by $v$.

I $Z(v, T)$ is the set of all vectors of the form $f(T)(v)$ where $f(i)$ ranges over all polynomials over $K$.
17.131 Show that $Z(v, T)$ is a subspace of $V$.

1 We have $0(v)=0$ for the zero polynomial 0 ; hence $0 \in Z(v, T)$. Suppose $u, w \in Z(v, T)$. Then $u=f(T)(v)$ and $w=g(T)(v)$. Hence $u+w=f(T)(v)+g(T)(v)=[f(T)+g(T)](v)$ and therefore . $u+w \in Z(v, T)$. Also, for any scalar $k \in K, \quad k u=k f(T)(v)=[k f(T)](v)$. Thus $k u \in Z(v, T)$. Accordingly, $Z(v, T)$ is a subspace of $V$.
17.132 Show that $Z(v, T)$ is invariant under $T$ : TThe restriction of $T$ to $Z(v, T)$ is denoted by $T_{v}$.]
. Leet $u \in Z(v, T)$, say $u=f(T)(v)$. Then $T(u)=T[f(T)(v)]=[T f(T)](v)$ and so $T(u) \in Z(v, T)$. Therefore, $Z(v, T)$ is $T$-invariant.
17.133 Define the $T$-annihilator of $v$ in $Z(v, T)$, denoted by $m_{v}(T)$.

I Consider the sequence $v, T(v), T^{2}(v), T^{3}(v), \ldots$ of powers of $T$ acting on $v$. Let $k$ be the lowest integer such that $T^{k}(v)$ is a linear combination of those vectors which precede it in the sequence; say, $T^{k}(v)=-a_{k-3} T^{k-1}(v)-\cdots-a_{1} T(v)-a_{4} v$. Then the polynomial $m_{v}(t)=t^{k}+a_{k-1} t^{k-1}+\cdots+a_{1} t+a_{11}$ is called the $T$-annihilator of $v$ in $Z(v, T)$.
17.134 Show that $m_{v}(t)$ is the unique monic polynomial of lowest degree for which. $m_{11}(T)(v)=0$.

Let $k=\operatorname{deg} m_{\nu}(T)$ and suppose $\operatorname{deg} f(T)=m$ where $\dot{m}<k$, say $f(t)=b_{n}+b_{1} t+\cdots+b_{\text {, }} t^{\prime \prime}$. If $f(T)(v)=0$, then $b_{11} v+b_{1} T(v)+\cdots+b_{m-1} T^{m n^{-1}}(v)+b_{m} T^{\prime \prime \prime}(v)=0$. Hence $T^{\prime \prime \prime}(v)=-b_{m}^{-1} b_{m-1} T^{m-1}(v)$ $-\cdots-b_{m}^{-1} b_{1} T(v)-b_{m}^{-1} b_{11} v$. This contradicts the fact that $k$ is the lowest integer such that $T^{k}(v)$ is a linear combination of $v, T(v), \ldots, T^{k-1}(v)$. Thus $m_{v}(l)$ is a polynomial of smallest degree such that $m_{v}(T)(v)=0$. Suppose $m_{u}^{\prime}(t)$ is another monic polynomial of degree $k$ such that $m_{u}^{\prime}(T)(v)=0$. Then $m_{\nu}^{\prime}(l)-m_{\nu}^{\prime}(t)$ has degree less than $k$ and $\left|m_{\nu}(T)-m_{g}^{\prime}(T)\right|(v)=0$. This also is a contradiction. Thus $m_{u}(l)$ is unique.

Theorem 17.19: Let $Z(v, T), T_{v}$, and $m_{0}(t)$ be defined as above. Then
(i) $B=\left\{v, T(v), \ldots, T^{i-1}(v)\right\}$ is a basis of $Z(v, T)$; hence $\operatorname{dim} Z(v, T)=k$.
(ii) The minimal polynomial of $T_{v}$ is $m_{v}(l)$.
(iii). The matrix representation of $T_{\sigma}$ in the above basis $B$ is

$$
C=\left(\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 & -a_{0} \\
1 & 0 & 0 & \cdots & 0 & -a_{1} \\
0 & 1 & 0 & \cdots & 0 & -a_{2} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 0 & -a_{k-2} \\
0 & 0 & 0 & \cdots & 1 & -a_{k-1}
\end{array}\right)
$$

Remark: The above matrix $C$ is called the companion matrix of the polynomial $m_{v}(t)$.

### 17.135 Prove (i) of Theorem 17.19.

1 By definition of $m_{v}(t), T^{k}(v)$ is the first vector in the sequence $v, T(v), T^{2}(v), \ldots$ which is a linear combination of those vectors which precede it in the sequence; hence $B=\left\{v, T(v), \ldots, T^{k-1}(v)\right\}$ is linearly independent. We now only have to show that $Z(v, T)=L(B)$, the linear span of $B$. By the
above, $T^{k}(v) \in L(B)$. We prove by induction that $T^{n}(v) \in L(B)$ for every $n$. Suppose $n>k$ and $T^{n-1}(v) \in L(B) ;$ that is, $T^{n-1}(v)$ is a linear combination of $v, \ldots, T^{k-1}(v)$. Then $T^{n}(v)=T\left(T^{n-1}(v)\right)$ is a linear combination of $T(v), \ldots, T^{k}(v)$. But $T^{k}(v) \in L(B)$; hence $T^{n}(v) \in L(B)$ for every $n$. Consequently $f(T)(v) \in L(B)$ for any polynomial $f(t)$. Thus $Z(v, T)=L(B)$ and so $B$ is a basis as claimed.
17.136 Prove (ii) of Theorem 17.19.

Suppose $m(t)=t^{t}+b_{s-1} t^{t-1}+\cdots+b_{0}$ is the minimal polynomial of $T_{\text {. }}$. Then, since $v \in Z(v, T)$, $0=m\left(T_{v}\right)(v)=m(T)(v)=T^{s}(v)+b_{s-1} T^{s-1}(v)+\cdots+b_{0} v$. Thus $T^{\prime}(v)$ is a linear combination of $v, T(v), \ldots, T^{s-1}(v)$, and therefore $k \leq s$. However, $m_{v}(T)=0$ and so $m_{v}\left(\mathcal{T}_{v}\right)=0$. Then $m(t)$ divides $m_{\sigma}(t)$ and so $s \leq k$. Accordingly $k=s$ and hence $m_{p}(t)=m(l)$.
17.137 Prove (iii) of Theorem 17.19.

I We have

$$
\begin{aligned}
& \begin{array}{lll}
T_{v}(v) & = & T(v) \\
T_{v}(T(v)) & = & T^{2}(v)
\end{array} \\
& T_{v}\left(T^{k-2}(v)\right)=\quad \quad \quad T^{k-1}(v) \\
& T_{v}\left(T^{k-1}(v)\right)=T^{k}(v)=-a_{0} v-a_{1} T(v)-a_{2} T^{2}(v)-\cdots-a_{k-1} T^{k-1}(v)
\end{aligned}
$$

By definition, the matrix of $T_{v}$ in this basis is the transpose of the matrix of coefficients of the above system of equations; hence it is $C$, as required.
17.138 Let $T: V \rightarrow V$ be linear. Let $W$ be a $T$-invariant subspace of $V$ and let $\bar{T}$ be the induced operator on $V I W$. Prove: (i) The $T$-annihilator of $v \in V$ divides the minimal polynomial of $T$. (ī). The $\bar{T}$-annihilator of $\bar{v} \in V / W$ divides the minimal polynomial of $T$.
$I$ (i) The $T$-annihilator of $v \in V$ is the minimal polynomial of the restriction of $T$ to $Z(v, T)$ and therefore, by Problem 17.16, it divides the minimal polynomial of $T$.
(ii) The $\bar{F}$-annibilator of $\bar{v} \in V / W$. divides the minimal polynomial of $\bar{T}$, which divides the minimal polynomial of $T$.

Remark: In case the minimal polynomial of $T$ is $f(t)^{n}$ where $f(t)$ is a monic irreducible polynomial, then the $T$-annibilator of $v \in V$ and the $\bar{T}$-annibilator of $\bar{v} \in V / W$ are of the form $f(t)^{m}$ where $m \leq n$.
17.139 Let $W$ be the intersection of alt $T$ invariant subspaces of $V$ containing $v$. Show that $W=Z(v, T)$.

I Since $Z(v, T)$ is a $T$-invariant subspace containing $v$ we have $W \subseteq Z(v, T)$. Since $W$ is $T$-invariant and $v \in W_{2}$ we have $T^{k}(v) \in W$ for every $k$. Since $W$ is a subspace, we have $f(T)(v) \in W$ for every polynomial $f(t)$. Thus $Z(v, T) \subset W$. Both inclusions give $\mathcal{W}=Z(v, T)$.

## 17:8 RATIONAL CANONCAL FORM

This section presents the classical rationat canonical form for a linear operator $T: V \rightarrow V$. This form exists even when the minimal polynomial and hence the characteristic polynomial cannot be factored into linear polynomials. \&Recall that this is not the case for the Jordan canonical form.)

First we state a special case of the rational canonical form where the minimal polynomial and characteristic polynomial are powers of a single irreducible polynomial. The general case, which follows from the Primary Decomposition theorem, is stated afterwards.

[^0]Remark: The above lemma does not say that the vectors $v_{i}$ or the $T$-cyctic subspaces $Z\left(v_{i}, T\right)$, are uniquely determined by: $T$; but it does say that the set of $T$ annihilators ase uniquely determined by $T$. Thus $T$ has a unique matrix representation

$$
\left(\begin{array}{cccc}
C_{2} & & & \\
& C_{2} & & \\
& & \cdots & \\
& & & c_{r}
\end{array}\right)
$$

where the $C_{i}$ are the companion matrices to the polynomials $f(i)^{n_{i}}$. Also, the polynomials $f(t)^{n_{i}}$ are called the elementary divisors of $T$.

The Primary Decomposition theorem and the above lemma give us the following basic result.
Theorem 17.21: Let $T: V \rightarrow V$ be a linear operator with minimal polynomial $m(t)=f_{1}(t)^{m_{1}} f_{2}(t)^{m_{2}} \ldots$ $f_{s}(t)^{m_{s}}$, where the $f_{i}(t)$ are distinct monic irreducible polynomials, and with characteristic polynomial $\Delta(t)=f_{1}(t)^{d_{1}} f_{2}(t)^{d_{2}} \cdots f_{s}(t)^{d^{s}}$. Then $T$ has a unique block diagonal matrix representation

where the $C_{i j}$ are companion matrices. In particular, the $C_{i j}$ are the companion matrices of polynomials $\left.f_{i}(t)\right)^{n_{5}}$ where $m_{1}=n_{n 1} \geq n_{12} \geq \cdots \geq n_{1 r_{1}}, \ldots, m_{s}=n_{s 1} \geq n_{s 2} \geq \cdots \geq n_{s r_{s}}$ and $d_{1}=n_{13}+n_{32}+\cdots+n_{1 r_{1}}, \ldots, d_{s}=n_{s 1}+n_{s 2}+\cdots+n_{s r_{s}}$.

Theorem 17.22 [Alternate Form of Theorem 17.21]: Every [square] matrix $A$ is similar to a unique matrix $M$ in rational canonical form as above.

Remark: The above matrix $M$ is called the rational canonical form of $T$, and the polynomials $f_{i}(t)^{n_{i j}}$ are called the elementary divisors of $\boldsymbol{T}$.
17.140 Find all rational canonical forms with minimal polynomial $m(t)=(t-1)^{3}$ and characteristic polynomial $\Delta(t)=(t-1)^{7}$.
The elementary divisors consists of powers of $f(t)=t-1$ with the exponents satisfying three conditions: (1) One exponent must equal 3, the exponent in $m(t)$. (2) No exponent can exceed 3. (3) The sum of the exponents must equal 7 , the exponent in $\Delta(t)$. There are four possibilities:
(a) $7=3+3+1$, that is, $(t-1)^{3},(t-1)^{3}, t-1$
(b) $7=3+2+2$, that is, $(t-1)^{3},(t-1)^{2},(t-1)^{2}$
(c) $7=3+2+1+1$, that is, $(t-1)^{3},(t-1)^{2}, t-1, t-1$
(d) $7=3+1+1+1+1$, that is, $(t-1)^{3}, t-1, t-1, t-1, t-1$

Since $(t-1)^{3}=t^{3}-3 t^{2}+3 t-1$ and $(t-1)^{2}=t^{2}-2 t+1$, the corresponding matrices follow:
(a)
(b)

412 CHAPTER 17
1 Here $\Delta(t)=m(t)=(t-\lambda)^{4}=t^{4}-4 \lambda t^{3}+6 \lambda^{2} t^{2}-4 \lambda^{3} t+\lambda^{3}$. Thus
$=$

$$
M=\left(\begin{array}{cccc}
0 & 0 & 0 & -\lambda^{4} \\
1 & 0 & 0 & 4 \lambda^{3} \\
0 & 1 & 0 & -6 \lambda^{2} \\
0 & 0 & 1 & 4 \lambda
\end{array}\right)
$$

Problems $17.146-17$. 148 refer to a matrix $A$ with $\Delta(t)=m(t)=\left(t^{2}+1\right)\left(t^{2}-3\right)$.
17.146 Find the rational canonical form $M$ of $A$ if $A$ is a matrix over the rational field $\mathbf{Q}$.

I Since $t^{2}+1$ and $t^{2}-3$. are irreducible over $\mathbf{Q}$, the elementary divisors are $t^{2}+1, t^{2}-3$. Thus

$$
M=\left(\begin{array}{rrrr}
0 & -1 & & \\
1 & 0 & & \\
& & 0 & 3 \\
& & 1 & 0
\end{array}\right)
$$

17.147 Find the rational canonical. form $M^{\prime}$ of $A$ if $A$ is a matrix over the real field $\mathbf{R}$.

1 Here $\Delta(t)=m(t)=\left(t^{2}+1\right)(t-\sqrt{3})(t+\sqrt{3})$, which are the elementary divisors of $A$. Thus

$$
M^{\prime}=\left(\begin{array}{rrrr}
0 & -1 & & \\
1 & 0 & \sqrt{3} & \\
& & & -\sqrt{3}
\end{array}\right)
$$

17.148. Find the rational canonical form $M^{n}$ for $A$ if $A$ is a matrix over the complex field $C$.

1 Here $\Delta(t)=m(t)=(t+i)(t-1)(t+\sqrt{3})(t-\sqrt{3})$. Thus

$$
M^{n}=\left(\begin{array}{cccc}
i & -i & & \\
& & \sqrt{3} & \\
& & & \\
& -\sqrt{3}
\end{array}\right)
$$

17.149. Let $V$ be a vector space of dimension 7 over $R$, and let $T: V \rightarrow V$ be a linear operator with minimal polynomial $m(t)=\left(l^{2}+2\right)(t+3)^{3}$. Find all the possible rational canonical forms for $T$.
I The sum of the degrees of the elementary divisors must add up to 7 since $\operatorname{dim} V=7$. Also, one elementary divisor must be $t^{2}+2$ and one must be $(t+3)^{3}$. There are three possibilities: $(a) t^{2}+2$, $t^{2}+2,(t+3)^{3} ;$ (b) $t^{2}+2,(t+3)^{3},(t+3)^{2} ;\left(\right.$ c $t^{2}+2,(t+3)^{3}, t+3, \quad t+3$. The corresponding rational canonical forms follow:

$$
\left(\begin{array}{rrrrrr}
0 & -2 & & & & \\
1 & 0 & \vdots & & & \\
& & 0 & -2 & & \\
& & 1 & 0 & & \\
& & & & 0 & 0 \\
& & & -27 \\
& & & 0 & 0 & -27 \\
& & & 1 & -9
\end{array}\right) \quad\left(\begin{array}{ccccccc}
0 & -2 & & & & \\
1 & 0 & & & & \\
& & 0 & 0 & -27 & \\
& & 1 & 0 & -27 & \\
& & 0 & 1 & -9 & & \\
& & & & & 0 & -9 \\
& & & & & & \\
& & & & -6
\end{array}\right)
$$

$$
\left(\begin{array}{rrrrrrr}
0 & -2 & & & & & \\
\\
1 & 0 & & & & & \\
& & 0 & 0 & -27 & & \\
& & 1 & 0 & -27 & & \\
& & 0 & 1 & -9 & & \\
& & & & & -3 & \\
& & & & & & \\
-3
\end{array}\right)
$$

(c)
17.150 Find the characteristic polynomial in each of the cases in the preceding problem.

I The characteristic polynomial is equal to the product of the elementary divisors. Thus $\Delta_{0}(t)=$ $\left(l^{2}+2\right)^{2}(t+3)^{3}, \quad \Delta_{s}(t)=\left(t^{2}+2\right)(t+3)^{6}, \Delta_{c}(t)=\left(t^{2}+2\right)(t+3)^{6}$. [Observe that $\Delta_{b}(t)=\Delta_{c}(t)$ ]

### 17.15! Prove Lemma 17.20.

IThe proof is by induction of the dimension of $V$. If $\operatorname{dim} V=1$, then $V$ is itself $T$-cyclic and the lemma holds. Now suppose $\operatorname{dim} V>1$ and that the lemma holds for those vector spaces of dimension less than that of $V$.
Since the minimal polynomial of $T$ is $f(t)^{n}$, there exists $v_{1} \in V$ such that $f(T)^{n-1}\left(v_{1}\right) \neq 0$; hence the $T$-annihilator of $v_{1}$ is $f()^{\prime}$. Let $Z_{1}=Z\left(v_{1}, T\right)$ and recall that $Z_{1}$ is $T$-invariant. Let $\bar{V}=V / Z_{1}$ and let $\tilde{T}$ be the linear operator on $\bar{V}$ induced by $T$. Then the minimal polynomial of $\bar{T}$ divides $f(t)^{n}$; hence the hypothesis holds for $\bar{V}$ and $\bar{T}$. Consequently, by induction, $\bar{V}$ is the direct sum of $\bar{T}$-cyclic subspaces; say, $\bar{V}=Z\left(\bar{v}_{2}, \bar{T}\right) \oplus \cdots \oplus Z\left(\bar{v}_{r}, \bar{T}\right)$, where the corresponding $\bar{T}$-annihilators are $f(t)^{n_{2}}, \ldots, f(t)^{n_{r},} n \geq n_{2} \geq$ $\cdots \geq n_{r}$.
We claim that there is a vector $v_{2}$ in the coset $\bar{v}_{2}$ vhose $T$-annihilator is $f(t)^{n_{2}}$, the $\bar{T}$-annihilator of $\bar{v}_{2}$. Let $w$ be any vector in $\vec{v}_{2}$. Then $f(T)^{n^{n}}(w) \in \mathcal{Z}_{1}$. Hence there exists a polynomial $g(1)$ for which

$$
\begin{equation*}
f(T)^{n_{2}}(w)=g(T)\left(v_{1}\right) \tag{i}
\end{equation*}
$$

Since $f(t)^{n}$. is the minimal polynomial of $T$, we have, by ( 1 ), $0=f(T)^{n}(w)=f(T)^{n-n_{2}} g(T)\left(v_{1}\right)$. But $f(t)^{n}$ is the $T$-annihilator of $v_{1}$; hence $f(t)^{n}$ divides $f(t)^{n-n_{2}} g(t)$ and so $g(t)=f(t)^{n} 2 h(t)$ for some polynomial $h(t)$. We set $v_{2}=w-h(T)\left(v_{1}\right)$. Since $w-v_{2}=h(T)\left(v_{1}\right) \in Z_{1}, \quad v_{2}$ also belongs to the coset $\overline{v_{2}}$. Thus the $T$-annihilator of $v_{2}$ is a multiple of the $\bar{T}$-annihilator of $\bar{v}_{2}$ : On the other hand, by $(1), f(T)^{n_{2}}\left(v_{2}\right)=$ $f(T)^{n_{2}}\left(w-h(T)\left(v_{1}\right)\right)=f(T)^{n_{2}}(w)-g(T)\left(v_{1}\right)=0$. Consequently the $T$-annihilator of $v_{i}$ is $f(t)^{n_{2}}$ as claimed.
Similarly, there exist vectors $v_{3}, \ldots, v_{r} \in V$ such that $v_{i} \in \bar{v}_{i}$ and that the $T$-annihilator of $v_{i}$ is $f(t)^{n_{i}}$, the $\bar{T}$-annihilator of $\overline{v i}$. We set $Z_{2}=Z\left(v_{2}, T\right), \ldots, Z_{r}=Z\left(v_{r}, T\right)$. Let $d$ denote the degree of $f(t)$ so that $f(t)^{n_{i}}$ has degree $d n_{i}$. Then since $f(t)^{n_{i}}$ is both the $T$-annihilator of $v_{i}$ and the $\bar{T}$-annihilator of $\bar{v}_{i}$, we know that $\left\{v_{i}, T\left(v_{i}\right), \ldots, T^{d_{i}-1}\left(v_{i}\right)\right\}$ and $\left\{\bar{v}_{i}, \bar{T}\left(\bar{v}_{i}\right), \ldots, \bar{T}^{d_{i}-1}\left(\bar{v}_{i}\right)\right\}$ are bases for $Z\left(v_{i}, T\right)$ and $Z\left(\bar{v}_{1}, \bar{T}\right)$, respectively, for $i=2, \ldots$, , But $\bar{V}=Z\left(\bar{v}_{z}, \bar{T}\right) \oplus \cdots \oplus \mathcal{Z}\left(\bar{v}_{E} \bar{T}\right)$; hence $\left(\bar{v}_{2}, \ldots, \bar{T}^{d n_{2}-1}\left(\bar{v}_{2}\right)\right.$, $\left.\ldots ; \bar{v}_{r}, \ldots, \bar{T}^{d r_{r}-1}\left(\bar{v}_{f}\right)\right\}$ is a basis for $\overline{\mathrm{V}}$. Therefore by the relation $\bar{T}^{i}(\bar{v})=\overline{T^{i}(v)}$, $\left\{v_{1}, \ldots, T^{d n_{1}-1}\left(v_{1}\right), v_{2}, \ldots, T^{d n_{2}-1}\left(v_{2}\right), \ldots, v_{r}, \ldots, T^{d n_{r}-1}\left(v_{r}\right)\right\}$ is a basis for $V$. Thus $V=$ $\mathcal{Z}\left(v_{r}, T\right) \oplus \cdots \oplus Z\left(v_{r}, T\right)$, as required.
It remains to show that the exponents $n_{1}, \ldots, n_{r}$ are uniquety determined by $T$. Since $d$ denotes the degree of $f(t), \quad \operatorname{dim} V=d\left(n_{1}+\cdots+n_{r}\right)$ and. $\operatorname{dim} Z_{i}=d n_{i}, \quad i=1, \ldots, r$. Also, if $s$ is any positive integer then $f(T)^{s}\left(Z_{i}\right)$ is a cyclic subspace generated by $f(T)^{s}\left(v_{i}\right)$ and it has dimension $d\left(n_{i}-s\right)$ if $n_{i}>s$ and dimension 0 if $n_{i} \leq s$.
Now any vector $v \in V$ can be written uniquely in the form $v=w_{1}+\cdots+w_{r}$, where $w_{i} \in Z_{i}$. Hence any vector in $f(T)^{f}(v)=f(T)^{s}\left(w_{1}\right)+\cdots+f(T)^{s}\left(w_{r}\right)$ where $f(T)^{3}\left(w_{i}\right) \in f(T)^{s}\left(Z_{i}\right)$. Let $t$ be the integer, dependent on $s$, for which $n_{1}>s, \ldots, n_{t}>s, n_{t+1} \leq s$. Then $f(T)^{\prime}(V)=$ $f(T)^{\prime}\left(Z_{1}\right) \oplus \cdots \oplus f(T)^{\prime}\left(Z_{1}\right)$ and se.

$$
\begin{equation*}
\operatorname{dim}\left(f(T)^{\prime}(V)\right)=d\left[\left(n_{1}-s\right)+\cdots+\left(n_{t}-s\right)\right] \tag{2}
\end{equation*}
$$

The numbers on the left of (2) are uniquely determined by $T$. Set $s=n-1$ and (2) determines the number of $n_{i}$ equal to $n$. Nexi set $s \div n-2$ and (2) determines the number of $n_{i}$ (if any) equal to $n-1$. We repeat the process until we set $s=0$ and determine the number of $n_{i}$ equal to 1 . Thus the $n_{i}$ are uniquely determined by $T$ and $V$, and the lemma is proved.
17.152 Let $T$ be a linear operator with minimum potynomial $f(t)^{3}$ and characteristic polynomial $f(l)$ where $f(t)$ is irreducible over the base field $K$. Find all possible sets of elementary divisors.

1 The elementary divisars are powers of $f(t)$-with the exponents satisfying three conditions: One exponent must equal 3, the exponent in $m(t)$. The other exponents cannot exceed 3. The sum of the exponents must equal 6 , the exponent in $\Delta(l)$. There are three possibilities:
(a) $6=3+3$ conesponding to $f(1)^{3}, f(t)^{3}$
(b) $6=3+2+1$ corresponding to $f(t)^{3}, f(t)^{2}, f(t)$
(c) $\quad G=3+t+1+1$ corresponding to $f(t)^{3}, f(t), f(t), f(t)$
17.153. Find the maximum number of nonsinilar matrices with $m(t)=f(t)^{3}$ and $\Delta(t)=f(t)^{6}$ where $f(t)$ is irreducibie.

- The nonsimilar matrices correspond to the number of distinct rational canonical forms which corresponds to the number of-sets of elementary divisors. By Problem 17.152, there are three different sets of èementary divisors; hence there are three nonsimilar matrices with the given properties.

Problems $17.154-17.158$ tefer to the polynomial $f(t)=t^{3}-3 t^{2}+3 t+2$ and a matrix $A$ with minimum polynomial $\operatorname{m}(t)=f(t)$ and characteristic polynomial. $\Delta(t)=f(t)^{2}$.
17.154 Show that $f(t)$ is irreducible over the rational field $\mathbf{Q}$.

IThe rational roots of $f(i)$ must be among $\pm 1, \pm 2$. Testing each of the four integers we get $f(1) \neq 0$, $f(-1) \neq 0, \quad f(2) \neq 0$, and $f(-2) \neq 0$. Thus $f(1)$ is irreducible over $Q$.
17.155. Suppose $A$ is a matrix over the rational field $Q$. Find the rational canonical form $M$ of $A$ over $Q$.

Since $f(t)$ is irreducible over $Q$, the elementary divisors of $A$ can only be $f(t), f(t)$. Thus $M=$ $C\left(t^{3}-3 t^{2}+3 t+2\right) \oplus C\left(t^{3}-3 t^{2}+3 t+2\right)$ where $C(f(T))$ denotes the companion polynomial of $f(t)$. That is,
$M=\left(\begin{array}{rrr:lll}0 & 0 & -2 & & & \\ 1 & 0 & -3 & & & \\ 0 & 1 & 3 & & & \\ \hdashline & & & 0 & 0 & -2 \\ & & & 1 & 0 & -3 \\ & & & 0 & 1 & 3\end{array}\right)$
17.156 Find the number of real roots of $f(t)$.

I Plotting $f(t)$ as in Fig. 17-5-we see that $f(t)$ crosses the $x$ axis at only one point; hence $f(t)$ has only one real root.


Fig. 17-5
17.157 Suppose $A$ is a matrix over the real field R. Find the number of diagonal blocks in the rational canonical form $M^{\prime}$ of $A$ over $\mathbf{R}$.

ISince $f(t)$ has only one real root, $f(t)$ factors into $f(t)=g_{1}(t) g_{2}(t)$ where $g_{1}(t)$ and $g_{2}(t)$ are irreducible over R. Here the elementary divisors of $A$ are as follows: $g_{1}(t), g_{1}(t), g_{2}(t), g_{2}(t)$. Thus $M^{\prime}$ has four diagonal blocks, two of order 1 and two of order 2.
17.158 Suppose $A$ is a matrix over the complex field C. Show that the rational canonical form $M^{\prime \prime}$ of $A$ over $C$ is diagonal.

1 Here $f(t)$ has one real root and two distinct complex roots. Thus $f(t)$ factors into $f(t)=h_{1}(t) h_{2}(t) h_{3}(t)$ over $C$ where each $h_{i}(t)$ is linear. Thus the elementary divisors of $A$ are as follows: $h_{1}(t), h_{1}(t), h_{2}(t)$, $h_{7}(t), h_{3}(t), h_{3}(t)$. Hence $M^{n}$ has six diagonal blocks, each of order 1. In other words, $M^{n}$ is diagonal.
17.159 Find all possible rational canonical forms for $6 \times 6$ matrices with minimum polynomial $m(t)=$ $\left(7^{2}+3\right)(t+1)^{2}$.

I Since the sum of the degrees of the elementary divisors must add up ta 6 , there are three possibilities: (a) $t^{2}+3 ; t^{2}+3,(t+1)^{2} ;(b) t^{2}+3,(t+1)^{2},(t+1)^{2} ;(c) t^{2}+3,(t+1)^{2}, t+1, t+1$. The corresponding rational canonical forms follow:

$$
\left(\begin{array}{rrrrr}
0 & -3 & & & \\
1 & 0 & & & \\
& & 0 & -3 & \\
& & 1 & 0 & \\
& & & & 0 \\
& 1 & -1
\end{array}\right) \quad\left(\begin{array}{rrrrrr}
0 & -3 & & & & \\
1 & 0 & & & & \\
& & 0 & -1 & & \\
& & 1 & -2 & & \\
& & & & 0 & -1 \\
& & & & -2
\end{array}\right) \quad\left(\begin{array}{cccccc}
0 & -3 & & & & \\
1 & 0 & & & \\
& & 0 & -1 & & \\
& & 1 & -2 & & \\
& & & & -1 & \\
& & & & & -1
\end{array}\right)
$$

17.160 . Find the characteristic polynomial in each case in the preceding problem.

1. The characteristic polynomial is equal to the product of the elementary divisors; hence $\Delta_{a}(t)=$ $\left(t^{2}+3\right)^{2}(t+1)^{2}, \quad \Delta_{b}(t)=\Delta_{c}(t)=\left(t^{2}+3\right)(t+1)^{4}$.

This chapter covers linear mappings from a vector space $V$ into its field $K$ of scalars [where $K$ is viewed as a vector space over itself]. Naturally, all the theorems and results for arbitrary linear mappings on $V$. hold for this special case. However, these mappings are also treated separately because of their fundamental importance and because the special relationship of $V$ to $K$ gives rise to new notions and results which do not apply in the general case.

## 18. 1 LINEAR FUNCTIONALS AND THE DUAL SPACE

18.1 Define a linear functional.

1 Let $V$ be a vector space over a field $K$. A mapping $\phi: V \rightarrow K$ is termed a linear functional [or linear form] if, for every $u, v \in V$ and every $a, b \in K, \quad \phi(a u+b v)=a \phi(u)+b \phi(v)$. In other words, a linear functional on $V$ is a linear mapping from $V$ into $K$.
18.2 Let $V=K^{n}$. The mapping $\pi_{i}=V \rightarrow K$ defined by $\pi_{i}\left(a_{1}, a_{2}, \ldots, a_{n}\right)=a_{i}$ is called the ith projection mapping. Show that $\pi_{i}$ is a linear functional on $V=K^{n}$.

IWe need to show that $\pi_{i}$ is linear. Suppose $u, v \in V$, say $u=\left(a_{1}, \ldots, a_{n}\right)$ and $v=\left(b_{1}, \ldots, b_{n}\right)$. Then $u+v=\left(a_{1}+b, \ldots, a_{n}+b_{n}\right), \quad k u=\left(k a_{i}, \ldots, k a_{n}\right)$. Therefore, $\pi_{i}(u+v)=a_{i}+b_{i}=\pi_{i}(u)+\pi_{i}(v)$. and $\pi_{i}(k u)=k a_{i}=k \pi_{i}(u)$. Thus $\pi_{i}$ is a linear functional.
18.3 Let $\dot{V}$ be a vector space of real continuous function on the interval $a \leq t \leq b$. Let $J: V \rightarrow \mathbf{R}$ be the integral operator defined by

$$
J[f]=\int_{a}^{b} f(t) d t
$$

Show that $J$ is a linear functional on $V$.
I. By calculus,
and

$$
\begin{gathered}
J[f+g]=\int_{a}^{b}[f(t)+g(t)] d t=\int_{a}^{b} f(t) d t+\int_{a}^{b} g(t) d t=J[f]+J[g] \\
J[k f]=\int_{a}^{b} k f(t) d t=k \int_{a}^{b} f(t) d t=k J[f]
\end{gathered}
$$

Thus $J$ is linear and hence $J$ is a linear functional on $V$.
18.4 Let $V$ be the vector space of $n$-square matrices over $K$. Let $T: V \rightarrow K$ be the trace mapping, that is, $T(A)=a_{11}+a_{22}+\cdots+a_{n n}$, where $A=\left(a_{i j}\right)$. That is, $T$ assigns to a matrix $A$ the sum of its diagonat elements." Is $T$ a linear functional on $V$ ?
1 $T$ is a linear map, i.e., $T(A+B)=T(A)+T(B)$ and $T(k A)=k T(A)$. Thus the trace map is a linear functional on $V$.
18.5 Let $V$ be the vector space of $n$-square matrices over $K$. Let $D: V \rightarrow K$ be the determinant function, i.e., $D(A)=\operatorname{det}(A)$. Is $D$ a linear functional on $V$ ?
I $D$ is not linear. For example, let $A=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ and $B=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$. Then $D(A)=0, \quad D(B)=0$. but $D(A+B)=D(I)=1 \neq D(A)+D(B)$. Thes $D$ is not a lineaf functional on $V$.
18.6 Let $V$ be the vector space of all real polynomials. Let $D$ be the derivative operator on $V$, that is, $D[f(t)\}=d f / d t$. Is $D$ a linear functional on $V$ ?

I The derivative operator is linear. However, $D$ does not map $V$ into the scalar field $\mathbf{R}$. Hence $D$ is not a linear functional on $V$.
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18.7 Define the dual space of a vector space $V$.

The set of linear functionals on a vectar space $V$ over a field $K$ is also a vector space over $K$ with addition and scalar multiplication defined by $(\phi+\sigma)(v)=\phi(v)+\sigma(v)$ and $(k \phi)(v)=k \phi(v)$ where $\phi$ and $\sigma$ are linear functionals on $V$ and $k \in K$. This space is called the dual space of $V$ and is denoted by $V^{*}$.

Problems 18.8-18.10 refer to linear functionals $\phi: \mathbf{R}^{2} \rightarrow \mathbf{R}$ and $\sigma: \mathbf{R}^{2} \rightarrow \mathbf{R}$ defined by $\phi(x, y)=$ $x+2 y$ and $\sigma(x, y)=3 x-y$.
18.8 Find $\phi+\sigma$.

- $(\phi+\sigma)(x, y)=\phi(x, y)+\sigma(x, y)=x+2 y+3 x-y=4 x+y$.
18.9 Find 4 4 .

I $(4 \phi)(x, y)=4 \phi(x, y)=4(x+2 y)=4 x+8 y$.
18.10 Find $2 \phi-5 \sigma$.
( $2 \phi-5 \sigma)(x, y)=2 \phi(x, y)-5 \sigma(x, y)=2(x+2 y)-5(3 x-y)-5(3 x-y)=-13 x+9 y$.

Problems $18.11-18.13$ refer to linear functionals $\phi: \mathbf{R}^{3} \rightarrow \mathbf{R}$ and $\sigma: \mathbf{R}^{3} \rightarrow \mathbf{R}$ defined by $\phi(x, y, z)=$ $2 x-3 y+z$ and $\sigma(x, y, z)=4 x-2 y+3 z$.
18.11 Find $\phi+\sigma$.

I $(\phi+\sigma)(x, y, z)=\phi(x, y, z)+\sigma(x, y, z)=(2 x-3 y+z)+(4 x-2 y+3 z)=6 x-5 y+4 z$.
18.12 Find 3中.

I $(3 \phi)(x, y, z)=3 \phi(x, y, z)=3(2 x-3 y+z)=6 x-9 y+3 z$.
18.13 Find $2 \phi-5 \sigma$.

I $2 \phi-5 \sigma)(x, y, z)=2 \phi(x, y, z)-5 \sigma(x, y, z)=2(2 x-3 y+z)-5(4 x-2 y+3 z)=-16 x+4 y-13 z$.
18.14 Let $V=K^{n}$. Show how the dual space $V^{*}$ may be identified with the space of row vectors fwhere the elements of $V$ are column vectors].

Let $\sigma$ be an element of the dual space $V^{*}$, i.e., a linear map $\sigma: V \rightarrow K$. Choosing a basis for $V$, say the usual basis; then $\sigma$ is represented by a matrix [ $\sigma$ ]. However, such a matrix [ $\sigma$ ] is a row vector. Also, the map $\sigma \mapsto[\sigma]$ is a vector space isomorphism.
On the other hand, any row vector $\phi=\left(a_{1}, \ldots, a_{n}\right)$ defines a linear functional $\phi: V \rightarrow K$ by

$$
\phi\left(x_{1}, \ldots, x_{n}\right)=\left(a_{1}, a_{2, n}, \ldots, a_{n}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)
$$

or simply $\phi\left(x_{1}, \ldots, x_{n}\right)=a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}$. Historically, the above formal expression was termed a linear form.
18.15. Let $\phi$ be the linear functional on $R^{2}$ defined by $\phi(2,1)=15$ and $\phi(1,-2)=-10$. Find $\phi$.

- Let $\phi=(a, b)$; à row vector. We are given

$$
\begin{aligned}
& (a, b)\binom{2}{1}=15 \quad \text { or } \quad 2 a+b=15 \\
& (a, b)\left(-\frac{1}{-2}\right)=-10 . \quad \text { or } \quad a-2 b=-10
\end{aligned}
$$

Both equations yield $a=4, b=7$. Thus. $\phi=(4 ; 7)$ and $\phi(x, y)=4 x+7 y$.
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18.16 Suppose $\operatorname{dim} V=n$. What is the dimension of the dual space $V^{*}$ ?
$I$ Note $\operatorname{dim} K=1$ where $K$ is a vector space over itself. Since $V^{*}=\operatorname{Hom}(V, K)$, the space of linear maps from $V$ into $K, \operatorname{dim} V^{*}=\operatorname{dim}[\operatorname{Hom}(V, K)]=(\operatorname{dim} V) \cdot(\operatorname{dim} K)=n \cdot 1=n$. [This is expected since $V^{*}$ may be identified with the row vectors when $V$ is identified with column vectors.]

### 18.2 DUAL BASIS

The main content of this section is the following theorem which is proved in Problem 18.23.

Theorem 18.1: Suppose $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis of $V$ over $K$. Let $\phi_{1}, \ldots, \phi_{n} \in V^{*}$ be the linear functionals defined by

$$
\phi_{i}\left(v_{j}\right)=\delta_{i j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

Then $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ is a basis of $V^{*}$.
The above basis $\left\{\phi_{i}\right\}$ is termed the basis dual to $\left\{v_{i}\right\}$ or the dual basis. The above formula which uses the Kronecker delta $\delta_{i j}$ is a short way of writing
-

$$
\begin{aligned}
& \phi_{1}\left(v_{1}\right)=1, \phi_{1}\left(v_{2}\right)=0, \phi_{1}\left(v_{3}\right)=0, \ldots, \phi_{1}\left(v_{n}\right)=0 \\
& \phi_{2}\left(v_{1}\right)=0, \phi_{2}\left(v_{2}\right)=1, \phi_{2}\left(v_{3}\right)=0, \ldots, \phi_{2}\left(v_{n}\right)=0 \\
& \therefore \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots, \ldots \ldots, \ldots, \phi_{n}\left(v_{n-1}\right)=0, \phi_{n}\left(v_{n}\right)=1
\end{aligned}
$$

These linear functions $\phi_{i}$ are unique and well-defined since they are defined on a basis of $V$.
18.17 Consider the following basis of $R^{2}: u_{1}=\binom{1}{2}$ and $u_{2}=\binom{2}{3}$. Find row vectors $w_{1} \cdot$ and $w_{2}$ which form the dual basis:
Let $w_{1}=(a, b)$. Since $w_{1} u_{1}=1$ and $v_{1} u_{2}=0$, we get

$$
w_{i} u_{1}=(a, b)\binom{1}{2}=a+2 b=1 \quad \text { and } \quad w_{1} u_{2}=(a, b)\binom{2}{3}=2 a+3 b=0
$$

Thus $a=-3 ; \quad b=2$, and so $w_{1}=(-3,2)$.
Let $w_{2}=(c, d)$. Since $w_{2} u_{1}=0$ and $w_{2} u_{2}=1$, we get

$$
w_{2} u_{1}=(c, d)\binom{1}{2}=c+2 d=0 \quad \text { and } \quad w_{2} u_{2}=(c, d)\binom{2}{3}=2 c+3 d=1
$$

Thus $c=2, d=-1$, and so $\quad w_{2}=(2,-1)$.
18.18 Consider the following basis of $\mathbf{R}^{2}:\left\{v_{1}=(2,1), v_{2}=(3,1)\right\}$. Find the dual basis $\left\{\phi_{1}, \phi_{2}\right\}$.
f. We seek linear functionals $\phi_{1}(x, y)=a x+b y$ and $\dot{\phi}_{2}(x, y)=c x+d y$ such that $\phi_{1}\left(v_{1}\right)=1$, $\phi_{1}\left(v_{2}\right)=0, \quad \phi_{2}\left(v_{1}\right)=0, \quad \dot{\phi}_{2}\left(v_{2}\right)=1$. Thus

$$
\left.\begin{array}{rl}
\phi_{1}\left(v_{1}\right)=\phi_{1}(2,1)=2 a+b=1 \\
\phi_{1}\left(v_{2}\right)=\phi_{1}(3,1)=3 a+b=0 \\
\phi_{2}\left(v_{1}\right)=\phi_{2}(2,1)=2 c+d=0 \\
\phi_{2}\left(v_{2}\right)=\phi_{2}(3,1)=3 c+d=1
\end{array}\right\} \quad \text { or } \quad a=-1, b=3
$$

Hence the dual basis is $\left\{\phi_{1}(x, y)=-x+3 y, \phi_{2}(x, y)=x-2 y\right\}$.
18.19 Find the dual basis of the following basis of $\mathbf{R}^{3}:\left\{u_{1}=(1,-2,3), u_{2}=(1,-1,1), u_{3}=(2,-4,7)\right\}$.
$\int$ Let $w_{1}, w_{2}, w_{3}$ be the dual basis represented by row vectors. Suppose $w_{3}=\left(a_{1}, a_{2}, a_{3}\right)$. Since $w_{1} u_{1}=1 ; \quad w_{2} u_{2}=0, \quad w_{3} u_{3}=0$, we get

$$
\begin{equation*}
a_{1}-2 a_{2}+3 a_{3}=1 \quad a_{1}-a_{2}+a_{3}=0 \quad 2 a_{3}-4 a_{2}+7 a_{3}=0 \tag{1}
\end{equation*}
$$

Solve to get $a_{1}=-3, \quad a_{2}=-5, \quad a_{3}=-2$. Thus $w_{1}=(-3,-5,-2)$ or $w_{2}(x, y, \bar{x})=-3 x-5 y-2 z$.

Suppose $w_{2}=\left(b_{1}, b_{2}, b_{3}\right)$. Since $w_{2} u_{1}=0, \quad w_{2} u_{2}=1, \quad w_{2} u_{3}=0$, we get

$$
\begin{equation*}
b_{1}-2 b_{2}+3 b_{3}=0 \quad b_{1}-b_{2}+b_{3}=1 \quad 2 b_{1}-4 b_{2}+7 b_{3}=0 \tag{2}
\end{equation*}
$$

Solve to get $b_{1}=2, b_{2}=1, b_{3}=0$. Thus $w_{2}=(2,1,0)$ or $w_{2}(x, y ; z)=2 x+y$.
Suppose $w_{3}=\left(c_{1}, c_{2}, c_{3}\right)$. Since- $w_{3} u_{1}=0, w_{3} u_{2}=0, w_{3} u_{3}=1$, we get

$$
\begin{equation*}
c_{1}-2 c_{2}+3 c_{3}=0 \quad c_{1}-c_{2}+c_{3}=0 \quad 2 c_{1}-4 c_{2}+7 c_{3}=1 \tag{3}
\end{equation*}
$$

Solve to get $c_{1}=1, c_{2}=2, c_{3}=1$. Thus $w_{3}=(1,2,1)$ or $w_{3}(x, y, z)=x+2 y+z$.
Remark: Observe the similarities in Equations (1), (2), and (3).
18.20 Consider the following basis of $R^{3}$ : $\left\{v_{1}=(1,-1,3), v_{2}=(0,1,-1), v_{3}=(0,3,-2)\right\}$. Find the dual basis $\left\{\phi_{1}, \phi_{2}, \phi_{3}\right\}$.

- We seek linear functionals $\phi_{1}(x, y, z)=a_{1} x+a_{2} y+a_{3} z, \quad \phi_{2}(x, y, z)=b_{1} x+b_{2} y+b_{3} z, \quad \phi_{3}(x, y, z)=$ $c_{1} x+c_{2} y+c_{3} z$ such that

$$
\begin{array}{llr}
\phi_{1}\left(v_{1}\right)=1 & \phi_{1}\left(v_{2}\right)=0 & \phi_{1}\left(v_{3}\right)=0 \\
\phi_{2}\left(v_{1}\right)=0 & \phi_{2}\left(v_{2}\right)=1 & \phi_{2}\left(v_{3}\right)=0 \\
\phi_{3}\left(v_{1}\right)=0 & \phi_{3}\left(v_{2}\right)=0 & \phi_{3}\left(v_{3}\right)=1
\end{array}
$$

We find $\phi_{1}$ as follows:

$$
\begin{aligned}
-\phi_{1}\left(v_{1}\right) & =\phi_{1}(1,-1,3) & =a_{1}-a_{2}+3 a_{3} & =1 \\
\phi_{1}\left(v_{2}\right) & =\phi_{1}(0,1,-1) & =r & a_{2}-a_{3}
\end{aligned}=0
$$

Solving the system of equations, we obtiain $a_{1}=1, a_{2}=0, a_{3}=0$. Thus $\phi_{1}(x, y, z)=x$. We next find $\phi_{2}$ :

$$
\begin{array}{lr}
\phi_{2}\left(v_{1}\right)=\phi_{2}(1,-1,3)=b_{1}-b_{2}+3 b_{3}=0 \\
\phi_{2}\left(v_{2}\right)=\phi_{2}(0,1,-1)= & b_{2}-b_{3}=1 \\
\phi_{2}\left(v_{3}\right)=\phi_{2}(0,3,-2)= & 3 b_{2}-2 b_{3}=0
\end{array}
$$

Solving the system, we obtain $b_{1}=7, b_{2}=-2, b_{3}=-3$. Hence $\phi_{2}(x, y, z)=7 x-2 y-3 z$. Finally, we find $\phi_{3}$ :

$$
\begin{array}{lr}
\phi_{3}\left(v_{1}\right)=\phi_{3}(1,-1,3)=c_{1}-c_{2}+3 c_{3}=0 \\
\phi_{3}\left(v_{2}\right)=\phi_{3}(0,1,-1)= & c_{2}-c_{3}=0 \\
\phi_{3}\left(v_{3}\right)=\phi_{3}(0,3,-2)=r & 3 c_{2}-2 c_{3}=1
\end{array}
$$

Solving the system, we obtain $c_{1}=-2, c_{2}=1, c_{3}=1$. This $\phi_{3}(x, y, z)=-2 x+y+z$.
18.2I Find the basis $\left\{f_{j}, f_{2}, f_{3}\right\}$ which is dual to the usual basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ of $\mathbf{R}^{3}$.

Suppose $f_{1}=\left(a, b_{2} c\right)$. Since $f_{1} e_{1}=1, f_{1} e_{2}=0, f_{1} e_{3}=0$, we get

$$
\mathrm{I}=(a, b, c)\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)=a \quad 0=(a, b, c)\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)=b \quad 0=(a, b, c)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right\}=c
$$

Thus $f_{1}=(1,0,0)$. Similarly, $f_{2}=(0,1,0)$ and $f_{3}=(0,0,1)$. In other words, the dual of the usual basis. of $\mathbf{R}^{3}$ is the usual basis of $\mathbf{R}^{3 \boldsymbol{3}}$.
18.22 Let $V$ be the vector space of real polynomiats $f(t)=a+b r$ fi.e., deg $f \leq 1$ \} Lef $\phi: V \rightarrow \mathbf{R}$ and $\phi_{2}: V \rightarrow \mathbf{R}$ be defined by.

$$
\phi_{1}(f(t))=\int_{0}^{1} f(t) d t \quad \text { and } \quad \phi_{2}(f(t))=\int_{0}^{2} f(t) d t
$$

[We remark that $\phi_{i}$ and $\phi_{2}$ are linear and so belong to the dual space $v^{*}$.\} Find the basis $\left\{v_{1}, v_{2}\right\}$ of $v$ which is dual to $\left\{\phi_{1}, \phi_{2}\right\}$.
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1 Let $v_{1}=a+b t$ and $v_{2}=c+d t$. By definition of the dual basis, $\phi_{1}\left(v_{1}\right)=1, \quad \phi_{2}\left(v_{1}\right)=0$ and $\phi_{1}\left(v_{2}\right)=0, \phi_{2}\left(v_{2}\right)=1$. Thus

$$
\begin{aligned}
& \left.\left.\begin{array}{l}
\phi_{1}\left(v_{1}\right)=\int_{0}^{1}(a+b t) d t=a+\frac{1}{2} b=1 \\
\phi_{2}\left(v_{1}\right)=\int_{0}^{2}(a+b t) d t=2 a+2 b=0
\end{array}\right\} \quad \begin{array}{ll}
\text { or } & a=2, b=-2 \\
\phi_{1}\left(v_{2}\right)=\int_{0}^{1}(c+d t) d t=c+\frac{1}{2} d=0 \\
\phi_{2}\left(v_{2}\right)=\int_{0}^{2}(c+d t) d t=2 c-2 d=1
\end{array}\right\} \quad \begin{array}{ll}
\text { or } & c=-\frac{1}{2}, d=1
\end{array} \quad . \quad .
\end{aligned}
$$

In other words, $\left\{2-2 t,-\frac{1}{2}+t\right\}$ is the basis of $V$ which is dual to $\left\{\phi_{1}, \phi_{2}\right\}$.
18.23 Prove Theorem 18.1.

IWe first show that $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ spans $V^{*}$. Let $\phi$ be an arbitrary element of $V^{*}$, and suppose $\phi\left(v_{1}\right)=k_{1}, \phi\left(v_{2}\right)=k_{2}, \ldots, \phi\left(v_{n}\right)=k_{n}$. Set $\sigma=k_{1} \phi_{1}+\cdots+k_{n} \phi_{n}$. Then

$$
\begin{aligned}
\sigma\left(v_{1}\right) & =\left(k_{1} \phi_{1}+\cdots+k_{n} \phi_{n}\right)\left(v_{1}\right) \\
& =k_{1} \phi_{1}\left(v_{1}\right)+k_{2} \phi_{2}\left(v_{1}\right)+\cdots+k_{n} \phi_{n}\left(v_{1}\right) \\
& =k_{1} \cdot 1+k_{2} \cdot 0+\cdots+k_{n}-0=k_{1}
\end{aligned}
$$

Similarly, for $i=2, \ldots, n, \sigma\left(v_{i}\right)=\left(k_{1} \phi_{1}+\cdots+k_{n} \phi_{n}\right)\left(v_{i}\right)=k_{1} \phi_{1}\left(v_{i}\right)+\cdots+k_{i} \phi_{i}\left(v_{i}\right)+\cdots+k_{n} \phi_{n}\left(v_{i}\right)=k_{i}$. Thus $\phi\left(v_{i}\right)=\sigma\left(v_{i}\right)$ for $i=1, \ldots, n$. Since $\phi$ and $\sigma$ agree on the basis vectors, $\phi=\sigma=k_{1} \phi_{1}+\cdots+$
$k_{n} \phi_{n}$ - Accordingly, $\left(\phi_{1}, \ldots, \phi_{n}\right\}$ spans $V^{*}$.
It remains to be shown that $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ is linearly independent. Suppose $a_{1} \phi_{1}+a_{2} \phi_{2}+\cdots+a_{n} \phi_{n}=0$.
Applying both sides to $v_{1}$, we oblain

$$
\begin{aligned}
0 & =0\left(v_{1}\right)=\left(a_{1} \phi_{1}+\cdots+a_{n} \phi_{n}\right)\left(v_{1}\right) \\
& =a_{1} \phi_{1}\left(v_{1}\right)+a_{2} \phi_{2}\left(v_{1}\right)+\cdots+a_{n} \phi_{n}\left(v_{1}\right) \\
& =a_{1} \cdot 1+a_{2} \cdot 0+\cdots+a_{n} \cdot 0=a_{1}
\end{aligned}
$$

Similarly, for $\cdot i=2, \ldots, n, \quad 0=0\left(v_{i}\right)=\left(a_{1} \phi_{1}+\cdots+a_{n} \phi_{n}\right)\left(v_{i}\right)=a_{1} \phi_{1}\left(v_{i}\right)+\cdots+a_{i} \phi_{i}\left(v_{i}\right)+\cdots+a_{n} \phi_{n}\left(v_{i}\right)=$ $a_{i}$. That is, $a_{1}=0, \ldots, a_{n}=0$. Hence $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ is linearly independent and so it is a basis of $V^{*}$.

Theorem 18.2: Let $\left\{v_{1}, \ldots, v_{n}\right\}$ be a basis of $V$ and let $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ be the dual basis of $V^{*}$. Then for any vector $u \in V$,

$$
\begin{equation*}
u=\phi_{1}(u) v_{1}+\phi_{2}(u) v_{2}+\cdots+\phi_{n}(u) v_{n} \tag{i}
\end{equation*}
$$

and, for any linear functional $\sigma \in V^{*}$,

$$
\begin{equation*}
\sigma=\sigma\left(v_{1}\right) \phi_{1}+\sigma\left(v_{2}\right) \phi_{2}+\cdots+\sigma\left(v_{n}\right) \phi_{n} \tag{2}
\end{equation*}
$$

18.24 Prove Theorem 18.2.

- Suppose

$$
\begin{equation*}
u=a_{1} v_{1}+a_{2} v_{2}+\cdots+a_{n} v_{n} \tag{3}
\end{equation*}
$$

Then $\phi_{1}(u)=a_{1} \phi_{1}\left(v_{1}\right)+a_{2} \phi_{1}\left(v_{2}\right)+\cdots+a_{n} \phi_{1}\left(v_{n}\right)=a_{1} \cdot 1+a_{2} \cdot 0+\cdots+a_{n} \cdot 0=a_{1}$. Similarly, for $i=2, \ldots, n, \phi_{i}(u)=a_{3} \phi_{i}\left(v_{1}\right)+\cdots+a_{i} \phi_{i}\left(v_{i}\right)+\cdots+a_{n} \phi_{i}\left(v_{n}\right)=a_{i}$. That is, $\phi_{1}(u)=a_{1}, \phi_{2}(u)=a_{2}, \cdots$, $\phi_{a}(u)=a_{n}$. Substituting these results into (3), we obtain (1).
Next we prove (2). Applying the linear functional $\sigma$ to both sides of (1),

$$
\begin{aligned}
\sigma(u) & =\phi_{1}(u) \sigma\left(v_{1}\right)+\phi_{2}(u) \sigma\left(v_{2}\right)+\cdots+\phi_{n}(u) \sigma\left(v_{n}\right) \\
& =\sigma\left(v_{1}\right) \phi_{1}(u)+\sigma\left(v_{2}\right) \phi_{2}(u)+\cdots+\sigma\left(v_{n}\right)+\phi_{n}(u) \\
& =\left(\sigma\left(v_{1}\right) \phi_{1}+\sigma\left(v_{2}\right) \phi_{2}+\cdots+\sigma\left(v_{n}\right) \phi_{n}\right)(u)
\end{aligned}
$$

Since the above holds for every $u \in V, \sigma=\sigma\left(v_{1}\right) \phi_{1}+\sigma\left(v_{2}\right) \dot{\phi}_{2}+\cdots+\sigma\left(v_{n}\right) \phi_{n}$ as claimed.

Theorem 18.3: Let $\left\{v_{1}, \ldots, v_{n}\right\}$ and $\left\{w_{1}, \ldots, w_{n}\right\}$ be bases of $V$ and let $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ and $\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ be the bases of $V^{*}$ dual to $\left\{v_{i}\right\}$ and $\left\{w_{i}\right\}$, respectively. Suppose $P$ is the transition matrix from $\left\{v_{i}\right\}$ to $\left\{w_{i}\right\}$. Then $\left(P^{-1}\right)^{\prime}$ is the transition matrix from $\left\{\phi_{i}\right\}$ to $\left\{\sigma_{i}\right\}$.
18.25 Prove Theorem 18.3

I Suppose

$$
\begin{aligned}
& w_{1}=a_{11} v_{1}+a_{12} v_{2}+\cdots+a_{1 n} v_{n} \quad \sigma_{1}=b_{11} \phi_{1}+b_{12} \phi_{2 .}+\cdots+b_{1 n} \phi_{n} \\
& \begin{array}{cc}
w_{2}=a_{21} v_{1}+a_{27} v_{2}+\cdots+a_{2 n} v_{n} & \sigma_{2}=b_{21} \phi_{1}+b_{22} \phi_{2}+\cdots+b_{2 n} \phi_{n}
\end{array} \\
& w_{n}=a_{n 1} v_{1}+a_{n 2} v_{2}+\cdots+a_{n n} v_{n} \quad \sigma_{n}=b_{n 1} \phi_{1}+b_{n 2} \phi_{2}+\cdots+b_{n n} \phi_{n}
\end{aligned}
$$

where $P=\left(a_{i j}\right)$ and $Q=\left(b_{i j}\right)$. We seek to prove that $Q=\left(P^{-1}\right)^{T}$.
Let $R_{i}$ denote the $i$ th sow of $Q$ and let $C_{j}$ denote the $j$ th column of $P^{T}$. Then $R_{i}=\left(b_{i 1}, \dot{b}_{i 2}, \ldots, b_{i n}\right)$ and $C_{j}=\left(a_{i 1}, a_{j 2}, \ldots, a_{j n}\right)^{T}$. By definition of the dual basis, $\sigma_{i}\left(w_{i}\right)=\left(b_{i 1} \phi_{1}+b_{i 2} \phi_{2}+\cdots+b_{i n} \phi_{n}\right)\left(a_{j 1} v_{1}\right.$ $\left.+a_{i 2} v_{2}+\cdots+a_{j n} v_{n}\right)=b_{i 1} a_{j 1}+b_{i 2} a_{i 2}+\cdots+b_{i n} a_{j n}=R_{i} C_{j}=\delta_{i j}$ where $\delta_{i j}$ is the Kronecker delta.

Thus

$$
Q P^{r}=\left(\begin{array}{llll}
R_{1} C_{1}-R_{1} C_{2} & \cdots & R_{1} C_{n} \\
R_{2} C_{1} & R_{2} C_{2} & \cdots & R_{2} C_{n} \\
\cdots \cdots & \cdots & \cdots & \cdots
\end{array}\right) \cdot\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
R_{n} C_{1} & R_{n} C_{2} & \cdots & R_{n} C_{n}
\end{array}\right)=\left(\begin{array}{cccc}
1 & \cdots & 0 \\
\cdots & 0 & \cdots & 1
\end{array}\right)=I
$$

and hence $Q=\left(P^{T}\right)^{-1}=\left(P^{-1}\right)^{T}$ as claimed.

Problems 18.26-18.30 refer to the following basis of $R^{2}: S_{1}=\left\{v_{1}=(1,1), v_{2}=(1,0)\right\}$ and $S_{2}=\left\{w_{1}=\right.$ $\left.(4,3), w_{2}=(3,2)\right)$.
18.26 Find the change-of-basis matrix $P$ from $S_{1}$ to $S_{2}$

I Write $w_{1}$ as a linear combination of $v_{1}$ and $v_{2}:(4,3)=x(1,1)+y(1,0)=(x \pm y, x)$ or $x+y=4$, $x=3$. Thus $x=3, y=1$ is a solution; heace $w_{1}=3 v_{1}+v_{2}$.

Write $w_{2}$ as a linear combination of $v_{1}$ and $v_{2}:(3,2) \div x(1,1)+y(1,0)=(x+y, x)$ or $x+y=3$, $x=2$. Thus $x=2, y=1$ is a solution; hence $w_{2}=2 v_{1}+v_{2}$.

Write the coordinates of $w_{1}$ and $w_{2}$ as columns to get

$$
P=\left(\begin{array}{ll}
3 & 2 \\
1 & 1
\end{array}\right)
$$

18.27 Find the basis $S_{1}^{\prime}=\left\{\phi_{1}, \phi_{2}\right\}$ which is tual to $S_{1}$.

I Let $\phi_{1}=(a, b)$ Then $\phi_{1} v_{1}=1$ and $\phi_{1} v_{2}=0$. Thus $a+b=1, a=0$, so $a=0, b=1$, and $\phi=(0,1)$. Let $\phi_{2}=(c, d)$. Then $\phi_{2} v_{1}=0, \quad \phi_{2} v_{2}=1$. Thus $c+d=0, c=1$ so $c=1, d=-1$, and $\phi_{2}=(1,-1)$.
18.28 Find the basis $S_{2}^{\prime}=\left\{\sigma_{1}, \sigma_{2}\right\}$ which is dual to $S_{2}$.

1 Let $\sigma_{1}=(a, b)$. Then $\sigma_{1} w_{1}=1$ and $\sigma_{1} w_{2}=0$. Thus $4 a+3 b-1,3 a+2 b=0$ or $a=-2$, $b=3$, and $\sigma_{1}=(-2,3)$. Let $\sigma_{2}=(c, d)$. Then $\sigma_{2} w_{1}=0$ and $\sigma_{2} w_{2}=1$. Thus $4 c+3 d=0,3 c+$ $2 d=1$ and $c=3, d=-4$, and $\sigma_{\chi}=(3,-4)$.

Find the change-af-basis matsix $Q$ from $S_{i}^{\prime}$ to $S_{2}^{\prime}$ :
1 Write $\sigma_{1}$ as a linear combination of $\phi_{1}$ and $\phi_{2}:(-2,3)=x(0,1)+y(1,-1)$, so $y=-z, x-y=3$. Thus $x=1, y=-2$ is a solution; hence $\sigma_{1}=\phi_{1}-2 \phi_{2}$.
Write $\sigma_{2}$ as a linear combination of $\phi_{\mathrm{r}}$ and $\phi_{2}:(3,-4)=x(0,1)+y(1,-1)$ or $y=3, x-y=-4$.
Thus $x=-1, y=3$ is a solution; hence $\sigma_{2}=-\phi_{1}+3 \phi_{2}$.
Write the coordinates of $\sigma_{1}$ and $\sigma_{2}$ as columns to get

$$
Q=\left(\begin{array}{rr}
1 & -1 \\
-2 & 3
\end{array}\right)
$$
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18.30 Verify Theorem 18.3, i.e., that $Q=\left(P^{-1}\right)^{T}$.
$1 P^{-1}=\left(\begin{array}{rr}1 & -2 \\ -1 & 3\end{array}\right)$ and hence $\left(P^{-1}\right)^{r}=\left(\begin{array}{rr}1 & -1 \\ -2 & 3\end{array}\right)=Q$, as expected.

### 18.3 SECOND DUAL SPACE, NATURAL MAPPING

18.31 Define the second dual space.

Let $V$ be any vector space over $K$. The dual space $V^{*}$ is the vector space of linear maps from $V$ to $K$. The second dual space $V^{* *}$ is the vector space of linear maps from $V^{*}$ into $K$, that is, $V^{* *}$ is the dual of the dual of $V$.
18.32 Let $v \in V$. Then $v$ determines a map $\hat{v}: V^{*} \rightarrow K$ as follows: For any $\phi \in V^{*}$; define $\hat{v}(\phi)=\phi(v)$. Show that $\hat{v}$ is linear.
1 For any $\phi, \sigma \in V^{*}$ and for any $a, b \in K, \hat{v}(a \phi+b \sigma)=(a \phi+b \sigma)(v)=a \phi(v)+b \sigma(v)=a \hat{v}(\phi)+$ $\boldsymbol{b} \hat{v}(\boldsymbol{\sigma})$. Thus $\hat{v}$ is linear.
18.33 Show that $\hat{v} \in V^{* *}$.

1 By the preceding problem, $\hat{v}$ is a linear map from $V^{*}$ into $K$; hence $\hat{v} \in V^{* *}$.
18.34 Define the natural mapping of $V$ into $V^{* *}$.

- The mapping $v \mapsto \hat{v}_{j}$ where $\hat{v}$ is defined above, is called the natural mapping from $V$ into $V^{* *}$.
18.35 Show that the natural mapping from $V$ into $V^{* *}$ is linear, i.e., show that for any vectors $v, w \in V$ and any scalars $a, b \in K$, we have $\widehat{a v+b w}=a \hat{v}+b \hat{w}$. [Here $\hat{v}: V^{*} \rightarrow K$ is defined by $\dot{\hat{v}}(\phi)=\phi(v)$ ]
For any linear functional. $\cdot \phi \in V^{*}, \widehat{a v+b w}(\phi)=\phi(a v+b w)=a \phi(v)+b \phi(w)=a \hat{v}(\phi)+b \hat{w}(\phi)=$ $(a \hat{v}+b \hat{w})(\hat{\phi})$. Since $a \hat{v}+b w(\phi)=(a \hat{v}+b \hat{w})(\phi)$ for every $\phi \in V^{*}$, we have $a v+b w=a \hat{v}+b \hat{w}$. Thus the map $v \mapsto \hat{v}$ is linear.
18.36 Consider any nonzero vector $v \in V$. Show that there exists $\phi \in V^{*}$ such that $\phi(v) \neq 0$.

1 Extend $\{v\}$ to a basis $\left\{v_{i}\right\}$ of $V$. Then there exists a unique linear map $\phi: V \rightarrow K$ such that $\phi(v)=1$ but $\phi\left(v_{i}\right)=0$ for $v_{i} \neq v$. Then $\phi$ has the required property.
18.37 Show that the natural map from $V$ to $V:^{* *}$ is one-to-one.

ISuppose $v \in V, v \neq 0$. Then, by the preceding problem, there exists $\phi \in V^{*}$. for which $\dot{\phi}(v) \neq 0$. Hence $\hat{v}(\phi)=\phi(v) \neq 0$ and thus $\hat{v} \neq 0$. Since $v \neq 0$ implies $\hat{v} \neq 0$, the map $v \mapsto \hat{v}$ is nonsingular. Thus the natural map is one-to-one.

Theorem 18.4: If $V$ has finite dimension; then the mapping $v \mapsto \hat{v}$ is an isomorphism of $V$ onto $V^{* *}$.
18.38 Prove Theorem 18.4.

1 Now $\operatorname{dim} V=\operatorname{dim} V^{*}=\operatorname{dim} V^{* *}$ because $V$ has finite dimension.
Accordingly, the nonsingular mapping $v \mapsto \bar{v}$ is an isomorphism of $V$ onto $V^{* *}$.
Remark: Suppose $V$ does have finite dimension. By the above theorem, the natural mapping determines an isomorphism between $V$ and $V^{* *}$. Unless otherwise stated, $V$ is identified with $V^{* *}$ by this mapping, and we write $V=V^{* *}$. Also, if $\left\{\phi_{i}\right\}$ is the basis of $V^{*}$ dual to a basis $\left\{v_{i}\right\}$ of $V$, then $\left\{v_{i}\right\}$ is the basis of $V=V^{* *}$ which is dual to $\left\{\phi_{i}\right\}$.

### 18.4 ANNIHILATORS

18.39 Let $W$ be a subset of a vector space $V$. Define the annihilator of $W$, denoted by $W^{0}$.

A linear functional $\phi \in V^{*}$ is called an annihilator of $W$ if $\phi(w)=0$ for every $w \in W$ or, in other words if $\phi(W)=0$. The set of all such mappings, denoted by $W^{0}$, is called the annihilator of $W$.
18.40 Show that $W^{0}$ is a subspace of $V^{*}$.

Clearly $0 \in W^{0}$. Now suppose $\phi, \sigma \in W^{0}$. Then, for any scalars $a, b \in K$ and for any $w \in W$, $(a \phi+b \sigma)(w)=a \phi(w)+b \sigma(w)=a 0+b 0=0$. Thus $a \phi+b \sigma \in W^{0}$ and so $W^{0}$ is a subspace of $V^{*}$.
18.41 Show that if $\phi \in V^{*}$ amihilates a subset $S$ of $V$, then $\phi$ annihilates the linear $\operatorname{span}(S)$ of $S$. Hence $S^{0}=[\operatorname{span}(S)]^{\bullet}$.
$\|$ Suppose $v \in \operatorname{span}(S)$. Then there exist $w_{1}, \ldots, w_{r} \in S$ for which $v=a_{3} w_{1}+a_{2} w_{2}+\cdots+a_{r} w_{r}$ Then $\phi(v)=a_{1} \phi\left(w_{1}\right)+a_{2} \phi\left(w_{2}\right)+\cdots+a_{r} \phi\left(w_{r}\right)=a_{1} 0+a_{2} 0+\cdots+a_{r} 0=0$. Since $v$ was an arbitrary element of $\operatorname{span}(S) ; \phi$ annihilates $\operatorname{span}(S)$ as claimed.
18.42 Let $W$ be the subspace of $R^{4}$ spanned by $v_{1}=(1,2,-3,4)$ and $v_{2}=(0,1,4,-1)$. Find a basis of the annihilator of $W$.
I By the preceding problem, it suffices to find a basis of the set of linear functionals $\phi(x ; y, z, w)=$ $a x+b y+c z+d w$ for which $\phi\left(v_{1}\right)=0$ and $\phi\left(v_{2}\right)=0$ :

$$
\begin{aligned}
& \phi(1,2,-3,4)=a+2 b-3 c-4 d=0 \\
& \phi(0,1 ; 4,-1)=\quad b+4 c-d=0
\end{aligned}
$$

- The system of equations in unknowns $a, b, c, d$ is in echelon form with free variables $c$ and $d$.

Set $c=1, d=0$ to obtain the solution $a=11, b=-4, c=1, d=0$ and hence the linear functional $\phi_{1}(x, y, z, w)=1 k x-4 y+z$.
Set $c=0, d=-1$ to obtain the solution $a=6, b=-1, c=0, d=-1$ and hence the linear functional $\phi_{2}(x, y, z, w)=6 x-y-w$.

The set of binear functionals $\left\{\phi_{1}, \phi_{2}\right\}$ is a basis of $W^{0}$, the annihilator of $W$.
18.43 Let $S$ be a subset of $V$. Show that $S \subseteq S^{00}$.

ILet $v \in S$. Then for every linear functional $\phi \in S^{0}, \hat{v}(\phi)=\phi(v)=0$. Hence $\hat{v} \in\left(S^{0}\right)^{0}$. Therefore, under the identification of $V$ and $V^{* *}, v \in S^{\infty 0}$ Accordingly, $S \subseteq S^{00}$.

Suppose $S_{1} \subseteq \mathscr{S}_{2}$. Show that $S_{2}^{0} \subseteq S_{1}^{0}$.
Let $\phi \in S_{2}^{0}$. Then $\phi(v)=0$ for every $v \in S_{2}$. But $S_{1} \subset S_{2}$; hence $\phi$ annihilates every element of $S_{1}$, that is, $\phi \in S_{3}$. Therefore $S_{2}^{0} \subseteq S_{1}^{0}$.

Theorem 18.5: Suppose $V$ has finite dimension and $W$ is a subspace of $V$. Then (i) $\operatorname{dim} W+\operatorname{dim} \dot{W}^{0}=$ $\operatorname{dim} V$ and (ii) $W^{00}=W$.

Prove (i) of Theorem 18.5:
Suppose $\operatorname{dim} V=n$ and $\operatorname{dim} W=r \leq n$. We want to show that $\operatorname{dim} W^{0}=n-r$. We choose a basis $\left\{w_{1}, \ldots, w_{r}\right\}$ of $W$ and extend it to the following basis of $V:\left(w_{1}, \ldots, w_{r}, v_{1}, \ldots, v_{n-r}\right)$. Consider the dual basis $\left\{\phi_{1}, \ldots, \phi_{r}, \sigma_{s}, \ldots, \sigma_{n-r}\right\}$. By definition of the dual basis, each of the above $\sigma$ 's annihilates each $w_{i}$; hence $\sigma_{1}, \ldots, \sigma_{n-r} \in W^{0}$. We claim that $\left\{\sigma_{i}\right\}$ is a basis of $W^{0}$. Now $\left\{\sigma_{;}\right\}$is part of a basis of $V^{*}$ and so it is linearly independent-

We next show that $\left\{\sigma_{j}\right\}$ spans $W^{0}$. Let $\sigma \in W^{0}$. Then

$$
\begin{aligned}
\sigma & =\sigma\left(w_{1}\right) \phi_{1}+\cdots+\sigma\left(w_{r}\right) \phi_{r}+\sigma\left(v_{1}\right) \sigma_{1}+\cdots+\sigma\left(v_{n-r}\right) \sigma_{n-} \\
& =0 \phi_{1}+\cdots+0 \phi_{r}+\sigma\left(v_{1}\right) \sigma_{1}+\cdots+\sigma\left(v_{n-r}\right) k \sigma_{n-r} \\
& =\sigma\left(u_{i}\right) \sigma_{i}+\cdots+\sigma\left(v_{n-r}\right) \sigma_{n-r}
\end{aligned}
$$

Thus $\left\{\sigma_{1}, \ldots, \sigma_{n-r}\right\}$ spans $W^{0}$ and so it is a basis of $W^{0}$. Accordingly, $\quad \operatorname{dim} W^{a}=n-r=\operatorname{dim} V-\operatorname{dim} W$ as required.

### 18.46 - Prove (ii) of Theorem $18.5{ }^{\circ}$

(Suppose $\operatorname{dim} V=n$ and $\operatorname{din} W=r$. Ther $\operatorname{dim} V^{*}=n$ and, by (i); $\operatorname{dim} W^{0}=n-r$. Thus by (i), $\operatorname{dim} W^{00}=n-(n-r)=r ;$ therefore $\operatorname{dim} W=\operatorname{dim} W^{00}$. Since $W \subseteq W^{00}$, we have $W=W^{00}$
18.47 Using the concept of an annibilator, give another interpretation of a homogeneous system of linear. equations, say

Find $\left[T^{\prime}(\phi)\right\}(x, y)$ when $T(x, y)=(x, 0)$.
I By definition of the transpose mapping, $T^{\prime}(\phi)=\phi^{\circ} T$, that is, $\left[T^{\prime}(\phi)\right](v)=\phi(T(\dot{v}))$ for every vector
v. Hence $\left[T^{\prime}(\phi)\right](x, y)=\phi(T(x, y))=\phi(x, 0)=x$.

Find $\left\{T^{\prime}(\phi)(x, y)\right.$ when $T(x, y)=\left(y_{i} x+y\right)$.
$\left[T^{\prime}(\phi)(x, y)=\phi(T(x, y))=\phi(y, x+y)=y-2(x+y)=-2 x-y\right.$.
$\left.r^{\prime}(\phi)\right](x, y)$ when $T(x, y)=(2 x-3 y \cdot 5 x+2 y)$ :
$\lambda(x . y)=\phi(T(x, y))=\phi(2 x-3 u, 5 x+2 y)=(2 x-3 y)-2(5 x+2 y)=-8 x-7 y$.
$54-18.56$ refer to a linear functional $\phi: \mathbf{R}^{2} \rightarrow \mathrm{R}$ defined by $\phi(x, y)=3 x-2 y$ and a linear $\rightarrow R^{2}$ as given.
18.54 Find $\left[T^{\prime}(\phi)\right](x, y, z)$ when $T(x, y, z)=(x+y, y+z)$.

1 Given $\left[T^{\prime}(\phi)\right](v)=\phi(T(v))$, we have $\left[T^{\prime}(\phi)\right](x, y, z)=\phi(T(x, y, z))=\phi(x+y, y+z)=3(x+y)-$ $2(y+z)=3 x+y-2 z$.

Suppose $V$ and $U$ have finite dimension and suppose $T: V \rightarrow U$ is linear. Prove $\operatorname{rank}(T)=\operatorname{rank}\left(T^{\prime}\right)$.

1. Suppose $\operatorname{dim} V=n$ and $\operatorname{dim} U=m$. Also suppose $\operatorname{rank}(T)=r . \quad$ Then, $\operatorname{dim}\left((\operatorname{Im} T)^{0}=\right.$ $\operatorname{dim} U-\operatorname{dim}(\operatorname{Im} T)=m-\operatorname{rank}(T)=m-r . \quad B y$ the preceding problem, Ker $T^{1}=(\operatorname{Im} T)^{0}$. Hence nullity $\left(T^{\prime}\right)=m-r$. It then follows that, as claimed, $\operatorname{rank}\left(T^{\prime}\right)=\operatorname{dim} U^{*}-\operatorname{nullity}\left(T^{\prime}\right)=m-(m-r)=r=$ $\operatorname{rank}(T)$ :

Theorem 18.7: Let $T: V \rightarrow U$ be linear, and lei $A$ be the matrix representation of $T$ relative to bases $\left\{v_{i}\right\}$ of $V$ and $\left\{u_{i}\right\}$ of $U$. Then the transpose matrix $A^{\top}$ is the matrix representation of $T^{\prime}: U^{*} \rightarrow V^{*}$ relative to the bases dual to $\left\{u_{i}\right\}$ and $\left\{v_{i}\right\}$.
18.59 Prove Theorem 38.7 which indicates the reason the name "transpose" is used for the mapping $T^{\prime}$. - Suppose

$$
\begin{aligned}
& T\left(v_{1}\right)=a_{11} u_{1}+a_{12} u_{2}+\cdots+a_{1} u_{n} \\
& T\left(v_{2}\right)=a_{21} u_{1}+a_{22} u_{2}+\cdots+a_{2 n} u_{n} \\
& \cdots \cdots \cdots \cdots+\cdots \cdots+\cdots+\cdots+\cdots+\cdots, \\
& T\left(v_{m}\right)=a_{m 1} u_{1}+a_{m 2} u_{2}+\cdots+a_{m n} u_{n}
\end{aligned}
$$

We want to prove that

$$
\begin{aligned}
& T^{\prime}\left(a_{1}\right)=a_{11} \phi_{1}+a_{21} \phi_{2}+\cdots+a_{m 1} \phi_{m} \\
& T^{\prime}\left(\sigma_{2}\right)=a_{12} \phi_{1}+a_{22} \phi_{2}+\cdots+a_{m 2} \phi_{m} \\
& \cdots 2 \cdots \cdots \cdots \cdots
\end{aligned} T^{\prime}\left(\sigma_{a}\right)=a_{1 n} \phi_{1}+a_{2 n} \phi_{2}+\cdots+a_{m n} \phi_{m} .
$$

where $\left\{\sigma_{j}\right\}$ and $\left\{\phi_{j}\right\}$ are the bases dual to $\left\{u_{i}\right\}$ and $\left\{v_{j}\right\}$, respectively.
Let $v \in V$ and suppose $v=k_{1} v_{1}+k_{2} v_{2}+\cdots+k_{m} v_{m}$. Then, by ( $p_{1}$,

$$
\begin{aligned}
T(v) & =k_{1} T\left(v_{1}\right)+k_{2} T\left(v_{2}\right)+\cdots+k_{m} T\left(v_{m}\right) \\
& =k_{1}\left(a_{1} u_{1}+\cdots+a_{1 n} u_{n}\right)+k_{2}\left(a_{2} u_{1}+\cdots+a_{2 n} u_{n}\right)+\cdots+k_{1 m}\left(a_{m 1} u_{1}+\cdots+a_{m n} u_{n}\right) \\
& =\left(k_{1} a_{11}+k_{2} a_{21}+\cdots+k_{m} a_{m 1}\right) u_{1}+\cdots+\left(k_{1} a_{1 n}+k_{2} a_{2 n}+\cdots+k_{1 n} a_{m n}\right) u_{m} \\
& =\sum_{i=1}^{n}\left(k_{1} a_{1 i}+k_{2} a_{2 i}+\cdots+k_{m} a_{m i}\right) u_{i} .
\end{aligned}
$$

Hence for $j=1, \ldots, n$,

$$
\left(T^{\prime}\left(\sigma_{j}\right)(v)\right)=\sigma_{i}(T(v))+\sigma_{j}\left(\sum_{i=1}^{n}\left(k_{1} a_{1 i}+k_{2} a_{i}+\cdots+k_{m} a_{m i}\right) \mu_{i}\right)=k_{1} a_{1 j}+k_{2} a_{2 i}+.
$$

On the other hand, for $j=1, \ldots, n$,

$$
\begin{aligned}
\left(a_{1 j} \phi_{1}+a_{2 j} \phi_{2}+\cdots+a_{m j} \phi_{m}\right)(v) & =\left(a_{1 j} \phi_{1}+a_{2 j} \phi_{2}+\cdots+a_{m j} \phi_{m i}\right)\left(k_{1} v_{1}+k_{2} v_{2} \hbar\right. \\
& =k_{1} a_{1 i}+k_{2} a_{z j}+\cdots+k_{m} a_{m j}
\end{aligned}
$$

Since $u \in V$ was arbitrary (3) and (4) imply that $T^{\prime}\left(\sigma_{j}\right)=a_{j j} \phi_{j}+a_{z j} \phi_{2}$
which is (2). Thus the theoren is proved

# CHAPTER 19 <br> Bilinear, Quadratic, and Hermitian Forms 

### 19.1 BILINEAR FORMS

19.1 Define a bilinear form on a vector space $V$ over a field $K$.

I A bilinear form on $V$ is a mapping $f: V \times V \rightarrow K$ which satisfies
(i) $f\left(a u_{1}+b u_{2}, v\right)=a f\left(u_{1}, v\right)+b f\left(u_{2}, v\right)$
(ii) $f\left(u, a v_{1}+b v_{2}\right)=a f\left(u, v_{1}\right)+b f\left(u, v_{2}\right)$
for all $a, b \in K$ and all $u_{i}, v_{i} \in V$. We express condition (i) by saying $f$ is linear in its first position or first variable and condition (ii) by saying $f$ is linear in its second position or second variable.
19.2 Let $f$ be the dot product on $R^{n}$; that is, $f(u, v)=u \cdot v=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{g}$ where $u=\left(a_{i}\right)$ and $v=\left(b_{i}\right)$. Is $f$ a bilinear form on $\mathrm{R}^{n}$ ?

I Yes, since $f$ is linear in both positions.
19.3 Let $g$ be the dot product on $\mathrm{C}^{n}$; that is, $g(\underline{u}, v)=z_{1} \bar{w}_{1}+z_{2} \bar{w}_{2}+\cdots+z_{n} \bar{w}_{n}$ where. $u=\left(z_{i}\right)$ and $v=\left(w_{i}\right)$. Is $g$ a bilinear form on $\mathrm{C}^{\text {? }}$ ?

I The complex dot product is linear in its frst position. However, $g(u, k v)=\bar{k} g(u, v)$. Thus $g$ is not linear in its second position and hence $g$ is not a bilinear form.
19.4 Let $A$ be any $n \times n$ matrix over $K$. Show that the map $f(X, Y)=X^{\top} A Y$ is bilinear form on $K^{n}$.

I For any $a, b \in K$ and any $X_{i}, Y_{i} \in K^{r}, f\left(a X_{1}+b X_{2}, Y\right)=\left(a X_{1}+b X_{2}\right)^{T} A Y=\left(a X_{1}^{T}+b X_{2}^{\tau}\right) A Y=$ $a X_{1}^{\top} A Y+b X_{2}^{\top} A Y=a f\left(X_{1}, Y\right)+b f\left(X_{2}, Y\right)$. Hence $f$ is linear in the first variable. Also, $f\left(X_{,}, a Y_{1}+\right.$ $\left.b Y_{2}\right)=X^{\top} A\left(a Y_{1}+b Y_{2}\right)=a X^{\top} A Y_{1}+b X^{\top} A Y_{2}=a f\left(X, Y_{1}\right)+b f\left(X, Y_{2}\right)$. Hence $f$ is linear in the second variable, and so $f$ is a bilinear form on $K^{n}$.
19.5 Let $\phi$ and $\sigma$ be any linear functionals on a vector space $V$. Let $f: V \times V \rightarrow K$ be defined by $f(u, v)=$ $\phi(u) \sigma(v)$. Show that $f$ is a bilinear form.
1 For any $a, b \in K$ and any $u_{i}, v_{i} \in V$,

$$
\begin{aligned}
f\left(a u_{1}+b u_{2}, v\right) & =\phi\left(a u_{2}+b u_{2}\right) \sigma(v)=\left[a \phi\left(u_{1}\right)+b \phi\left(u_{2}\right)\right] \sigma(v) \\
& =a \phi\left(u_{2}\right) \sigma(v)+b \phi\left(u_{2}\right) \sigma(v)=a f\left(u_{1}, v\right)+b f\left(u_{2}, v\right)
\end{aligned}
$$

Thus $f$ is linear in its first position. Similarly,

$$
\begin{aligned}
f\left(u, a v_{1}+b v_{2}\right) & =\phi(u) \sigma\left(a v_{1}+b v_{2}\right)=\phi(u)\left[a \sigma\left(v_{1}\right)+b \sigma\left(v_{2}\right)\right] \\
& =a \phi(u) \sigma\left(v_{1}\right)+b \phi(u) \sigma\left(v_{2}\right)=a f\left(u, v_{1}\right)+b f\left(u, v_{2}\right)
\end{aligned}
$$

Thus $f$ is linear in its second position. Accordingly, $f$ is bilinear.
19.6 Define a polynomial bilinear form.

1 A polynomial $f\left(x_{i}, y_{i}\right)$ in variables $x_{1}, \ldots, x_{n}$ and variables $y_{1}, \ldots, y_{n}$ is called a bilinear polynomial if

$$
f\left(x_{i}, y_{i}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{j}=a_{13} x_{1} y_{1}+a_{12} x_{1} y_{2}+\cdots+a_{n n} x_{n} y_{n}
$$

The polynomial may be written in the matrix form

$$
f\left(x_{i}, y_{j}\right)=\left(x_{1}, x_{2}, \cdots, x_{n}\left(\begin{array}{llll}
a_{11} & a_{32} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\hdashline & \cdots & \cdots & \cdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right)\right.
$$

or simply $f(X, Y)=X^{r} A X$ where $X^{r}=\left(x_{1}, \ldots, x_{n}\right), Y^{r}=\left(y_{1}, \ldots, y_{n}\right)$, and $A=\left(a_{i j}\right)$. [Compare with Problem 19.4 where we are initially given the matrix A.]
19.7 Let $u=\left(x_{1} ; x_{2}, x_{3}\right)$ and $\dot{v}=\left(y_{1}, y_{2}, y_{3}\right)$, and let $f(u, v)=3 x_{1} y_{i}-2 x_{1} y_{2}+5 x_{2} y_{1}+7 x_{2} y_{2}-8 x_{2} y_{3}+$ $4 x_{3} y_{2 .}-x_{3} y_{3}$. Express $f$ in matrix notation.
1 Let $A$ be the $3 \times 3$ matrix whose ij entry is the coefficient of $x_{i} y_{i}$. Then

$$
f(u, v)=X^{r} A Y=\left(x_{1}, x_{2}, x_{3}\right)\left(\begin{array}{rrr}
3 & -2 & 0 \\
5 & 7 & -8 \\
0 & 4 & -1
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)
$$

Problems 19.8-19.14 refer to a function $f(u, v)$ where $u=\left(x_{1}, x_{2}\right)$ and $v=\left(y_{1}, y_{2}\right)$. In each case, determine whether or not the given function is a bilinear form on $\mathbf{R}^{\mathbf{2}}$. If yes, rewrite the function in matrix motation.
$19.8 f(u, v)=2 x_{1} y_{2}-3 x_{2} y_{1}$.
I Yes, since each term is of the form $a_{i j} x_{i} y_{k}$. Also,

$$
f(u, v)=\left(s_{1}, x_{2}\right)\left(\begin{array}{rr}
0 & 2 \\
-3 & 0
\end{array}\right)\binom{y_{1}}{y_{2}}
$$

$19.9 f(u, v)=x_{1}+y_{2}$.
I No, the terms are not of the form $a_{i j} x_{i} y_{i}$.
$19.10 \quad f(u, v)=3 x_{2} y_{2}$.
1 Yes, $f(u, v)=\left(x_{1}, x_{2}\right)\left(\begin{array}{ll}0 & 0 \\ 0 & 3\end{array}\right)\binom{y_{1}}{y_{2}}$.
$19.11 f(u, v)=x_{1} x_{2}+y_{1} y_{i}$.
1 No, each term must conitain one $x_{i}$ and one $y_{i}$, not an $x_{i}$ and an $x_{j}$.
$19.12 f(u, v)=x_{1} y_{1}+2 x_{2} y_{x}+3$.
I No, a bilinear form cannot have a nonzero conslant term.
19.13. $f(u, v)=0$.
$I$ Yes, $f(u, v)=\left(x_{1}, x_{2}\right)\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)\binom{y_{1}}{y_{2}}$.
$19.14(u, v)=1$.
I No, a nonzero scalar function is not bilinear.
19.15 : Let $V$ be any vector space over $K$, and let $f: V \times V \rightarrow K$ be the zero function, i.e., $f(u ; v)=0$ for every $u, v \in V$. Show that $f$ is bilinear.

1. For every $a, b \in K$ and any $u_{i}, v_{i} \in V$,

$$
\begin{aligned}
& a f\left(u_{1}, v\right)+b f\left(u_{2}, v\right)=a \cdot 0+b \cdot 0=0=f\left(a u_{3}+b u_{2}, v\right) \\
& a f\left(u, v_{1}\right)+b f\left(u_{1}, v_{2}\right)=a \cdot 0+b \cdot 0=0=f\left(u_{1}, a v_{1}+b v_{3}\right)
\end{aligned}
$$

Thus $f$ is bilinear.
19.16 Let $f$ and $g$ be bilinear forms on $V$. Show that the sum $f+g$. defined by. $(f+g)(u, v)=f(u, v)+$ $g(u, v)$, is bilinear.

I For every $a, b \in K$ and any $u, v_{i} \in V$.
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$$
\begin{aligned}
(f+g)\left(a u_{1}+b u_{2}, v\right) & =f\left(a u_{1}+b u_{2}, v\right)+g\left(a u_{1}+b u_{2}, v\right)=a f\left(u_{1}, v\right)+b f\left(u_{2}, v\right)+a g\left(u_{1}, v\right)+b g\left(u_{2}, v\right) \\
& =a\left[f\left(u_{i}, v\right)+g\left(u_{1}, v\right)\right]+b\left[f\left(u_{2}, v\right)+g\left(u_{2}, v\right)\right]=a(f+g)\left(u_{1}, v\right)+b(f+g)\left(u_{2}, v\right)
\end{aligned}
$$

Similarly, $(f+g)\left(u, a v_{1}+b v_{2}\right)=a(f+g)\left(u, v_{1}\right)+b(f+g)\left(u, v_{2}\right)$. Thus $f+g$ is bilinear.
19.17 Let $f$ be a bilinear form on $V$ and let $k \in K$. Show that the map $k f$, defined by $(k f) \overline{(u, v)}=k f(u, v)$, is bilinear.

- For any $a, b \in K$ and any $u_{i}, v_{i} \in V$,

$$
\begin{aligned}
(k f)\left(a u_{1}+b u_{2}, v\right) & =k f\left(a u_{1}+b u_{2}, v\right)=k\left[a f\left(u_{1}, v\right)+b f\left(u_{2}, v\right)\right]=a k f\left(u_{1}, v\right)+b k f\left(u_{2}, v\right) \\
& =a(k f)\left(u_{1}, v\right)+b(k f)\left(u_{2}, v\right)
\end{aligned}
$$

Thus $k f$ is linear in its first position. Similarly,

$$
\begin{aligned}
(k f)\left(u, a v_{2}+b v_{2}\right) & =k f\left(u, a v_{1}+b v_{2}\right)=k\left[a f\left(u, v_{1}\right)+b f\left(u, v_{2}\right)\right]=a k f\left(u, v_{1}\right)+b k f\left(u, v_{2}\right) \\
& =a(k f)\left(u, v_{1}\right)+b(k f)\left(u, v_{2}\right)
\end{aligned}
$$

Thus $k f$ is linear in its second position. Accordingly, $k f$ is bilinear.
19.18 Let $B(V)$ denote the collection of all bilinear forms on $V$. Show that $B(V)$ is a vector space with respect to the above operations of addition $f+g$. and scalar multiplication $k f$.
1 Method 1: Show that $B(V)$ satisfies all eight axioms of a vector space.
Method 2. $B(V)$ is a subset of the vector space $g$ of ali functions from $V \times V$ into $K$. By Problems 19.15-19.17, $0 \in B(V)$ and, for any $f, g \in B(V)$ and any $k \in K$, we have $f+g \in B(V)$ and $k f \in$ $B(V)$. Thus $B(V)$ is a subspace of $g$.

Theorem 19.1: Let $V$ be a vector space of dimension $n$ over $K$. Let $\left\{\phi_{i}, \ldots, \phi_{n}\right\}$ be a basis of the dual space $V^{*}$. Then $\left\{f_{i j}: i, j=1, \ldots, n\right\}$ is a basis of $B(V)$ where $f_{i j}$ is defined by $f_{i j}(u, v)=\phi_{i}(u) \phi_{i}(v)$. Thus, in particular, $\operatorname{dim} B(V)=n^{2}$.
19.19 Prove Theorem 19.1.

1 Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the basis of $V$ dual to $\left\{\phi_{i}\right\}$. We.first show that $\left\{f_{i j}\right\}$ spans $B(V)$. Let $f \in B(V)$ and suppose $f\left(e_{i}, e_{i}\right)=a_{i j}$. We claim that $f=\sum a_{i j} f_{i j}$. It suffices to show that $f\left(e_{s}, e_{t}\right)=$ $\left(\sum a_{i j} f_{i j}\right)\left(e_{s}, e_{r}\right)$ for $s, t=1, \ldots, n$. We have

$$
\left(\sum a_{i j} f_{i j}\right)\left(e_{s}, e_{t}\right)=\sum a_{i j} f_{i j}\left(e_{s}, e_{t}\right)=\sum a_{i j} \phi_{i}\left(e_{s}\right) \phi_{i}\left(e_{r}\right)=\sum a_{t i} \delta_{i s} \delta_{i r}=a_{s t}=f\left(e_{s}, e_{t}\right)
$$

as required. Hence $\left\{f_{i j}\right\}$ spans $B(V)$.
It remains to show that $\left\{f_{i j}\right\}$ is linearly independent. Suppose $\sum a_{i j} f_{i j}=0$. Then for $s, t=1, \ldots, n$,

$$
0=0\left(e_{s}, e_{1}\right)=\left(\sum a_{i j} f_{i j}\right)\left(e_{s}, e_{t}\right)=a_{r s}
$$

The last step follows as above. Thus. $\left\{f_{i j}\right\}$ is independent and hence is a basis of $B(V)$.
Problems 19-20-19.22 sefer to a bilinear form $f$ on $V$ over $K$.
19.20

Show that $f(0, v)=0$ and $f(v, 0)=0$ for every $v \in V$.
1 We have $f(0, v)=f(0 v, v)=0 f(v, v)=0$ and $f(v, 0)=f(v, 0 v)=0 f(v ; v)=0$.
19.21 Let $S$ be a subset of $V$. We write

$$
\begin{aligned}
& S^{2}=\{v \in V: f(w, v)=0 \text { for every } w \in S\} \\
& S^{\top}=\{v \in V: f(u, w)=0 \text { for every } w \in S)
\end{aligned}
$$

Show that $S^{\perp}$ and $S^{\top}$ are subspaces of $V$.

I Let $w \in S$. Since $f(w, 0)=0$ we have $0 \in S^{1}$. Suppose $u, v \in S^{1}$ and $k \in K$. Then $f(w, u)=$ $a$ and $f(v, v)=0$. Thus

$$
\begin{gathered}
f(w, u+v)=f(w, u)+f(w, v)=0+0=0 \\
f(w, k u)=k f(w, u)=k \cdot 0=0
\end{gathered}
$$

Thus $u+v, k u \in S^{\perp}$. Therefore $S^{1}$ is a subspace of $V$.
Similarly, $S^{\boldsymbol{\top}}$ is a subset of $V$.
19.22 Suppose $S_{1} \subseteq S_{2}$. Show that $S_{2}^{1} \subseteq S_{1}^{1}$ and $S_{2}^{\top} \subseteq S_{1}^{\top}$.
$\|$ Let $v \in S_{2}^{1}$. Then for every $w \in S_{2}$ we have $f(w, v)=0$. Since $S_{1} \subset S_{2}$, for every $w \in S_{1}$ we have $f(w, v)=0$. Thus $v \in S_{1}^{\ell}$; and hence $S_{2}^{\perp} \subseteq S_{1}^{\perp}$. Similarly $S_{2}^{\top} \subseteq S_{1}^{\top}$.

### 19.2 BILINEAR FORMS AND MATRICES

19.23 . Let $f$ be a bilinear form on $V$ and let $S=\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis of $V$. Define the matrix representation of $f$ relative to the basis $S$.
I Let $A$ be the matrix whose ij entry is $f\left(e_{i}, e_{j}\right)$, that is,

$$
A=\left(\begin{array}{llll}
f\left(e_{1}, e_{1}\right) & f\left(e_{1}, e_{2}\right) & \cdots & f\left(e_{1}, e_{n}\right) \\
f\left(e_{2}, e_{3}\right) & f\left(e_{2}, e_{2}\right) & \cdots & f\left(e_{2}, e_{n}\right) \\
\hdashline, \ldots, & \cdots & \cdots & \cdots
\end{array}\right)
$$

Then $A$ is called the matrix representation of $f$ with respect to the basis $S$ or, simply, the matrix of $f$ in the basis $S$.
19.24 Show that the above matrix $A$ represents $f$ in the following way: If $u, v \in V$, then $f(u, v)=[u]^{\top} A[v]$ \{where $[u]$ denotes the coordinate (column) vector of $u$ in the given basis $S$ \}.
I Suppose $u=a_{1} e_{1}+\cdots+a_{n} e_{n}, v=b_{1} e_{1}+\cdots+b_{n} e_{n}$. Then

$$
\begin{aligned}
f(u, v) & =f\left(a_{1} e_{1}+\cdots+a_{n} e_{n}, b_{1} e_{1}+\cdots+b_{n} e_{n}\right)=a_{1} b_{3} f\left(e_{1}, e_{1}\right)+a_{1} b_{2} f\left(e_{1}, e_{2}\right)+\cdots+a_{n} b_{n} f\left(e_{n}, e_{n}\right) \\
& =\sum_{i=1}^{n} \sum_{i=1}^{n} a_{i} b_{i} f\left(e_{i}, e_{j}\right)=\left(a_{1}, \ldots, a_{n}\right) A\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
\dot{b}_{n}
\end{array}\right\}=[u\}^{\top} A[v]
\end{aligned}
$$

as required.
19.25 Define congruent matrices.

I A matrix $B$ is said to be congruent to a matrix $A$ if there exists an invertible [or nonsingular) matrix $P$ such that $B=P^{\top} A P$.
12.26 Do congruert matrices have the same rank?

1 Multiplying a matrix $A$ by a nonsingular matrix does not change its rank. If $P$ is nonsingular, then $P^{T}$ is nonsingular and $\operatorname{rank}(A)=\operatorname{rank}\left(P^{\top} A P\right)=\operatorname{rank}(B)$. Thus congruent matrices have the same rank.

Theorem 19.2: Let $P$ be the transition matrix from one basis of $V$ to another. iet $A$ be the matrix of a bitinear form $f$ in the original basis. Then $B=P^{\top} A P$ is the matrix of $f$ in the new basis.
19.27 Preve Theorem 19.2.
I. Let $S$ be the original basis and let $S^{\prime}$ be the new basis. Then, for any $u, u \in V$ we have $\left.P\right|_{f l_{s}}=$ $f u]_{s}$ and $P\left\{v f_{s}=\{u\}_{s} \text {; hence } f u\right]_{s}^{T}=\{u\}_{s}^{T} P^{T}$. Thus $f(u, v)=\{u\}_{s}^{T} A\{v\}_{s}=\left.\left.[u\}_{s}^{T} P^{T} A P\right|_{s}\right|_{s}$. Since $u$ and $u$ are arbitrary elements of $V, P^{\boldsymbol{\lambda}} A P$ is the matrix of $f$ in the new basis $S^{\prime}$.
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Remark: The above theorem indicates one main difference between bilinear forms and linear operators, both of which can be represented by square matrices. Namely if $B$ and $A$ represent the same linear operator, then $B$ is similar to $A$, that is, $B=P^{-1} A P$ where $P$ is the crange-of-basis matrix; but if $B$ and $A$ represent the same bilinear form, then $B$ is congruent to $A$, that is, $B=$ $P^{r} A P$ where $P$ is the change-of-basis matrix.
19.28 Define the rank of a bilinear form.

IThe rank of a bilinear form $f$ on $V$, written rank( $f$ ), is defined to be the rank of any matrix representation. [By Problem 19.26, the rank does not depend on the particular matrix representation.]
19.29. What is meant by a degenerate bilinear form?

I A bilinear form $f$ on $V$ is degenerate or nondegenerate according as to whether rank $(f)<\operatorname{dim} V$ or $\operatorname{rank}(f)=\operatorname{dim} V$.

Problems 19.30-19.33 refer to the bilinear form $f$ on $R^{2}$ defined by $f\left(\left(x_{1}, x_{2}\right),\left(y_{8}, y_{2}\right)\right)=2 x_{1} y_{1}-3 x_{1} y_{2}+$ $x_{2} y_{2}$.
19.30 Find the matrix $A$ of $f$ in the basis $S=\left\{u_{1}=(1,0), u_{2}=(1,1)\right\}$.

I Set $A=\left(a_{i j}\right)$ where $a_{i j}=f\left(u_{i}, u_{j}\right)$ :

$$
\begin{aligned}
& a_{21}=f\left(u_{1}, u_{1}\right)=f((1,0),(1,0))=2-0+0=2 \\
& a_{12}=f\left(u_{1}, u_{2}\right)=f((1,0),(1,1))=2-3+0=-1 \\
& a_{21}=f\left(u_{2}, u_{1}\right)=f((1,1),(1,0))=2-0+0=2 \\
& a_{22}=f\left(u_{2}, u_{2}\right)=f((1,1),(1,1\})=2-3+1=0
\end{aligned}
$$

Thus $\dot{A}=\left(\begin{array}{cc}2 & -1 \\ 2 & 0\end{array}\right)$ is the matrix of $f$ in the basis $\left\{u_{1}, u_{2}\right\}$.
19.31 Find the matrix $B$ of $f$ in the basis $S^{\prime}=\left\{v_{1}=(2,1), v_{2}=(1,-1)\right\}$.
$\int$ Set $B=\left(b_{i j}\right)$ where $b_{i j}=f\left(v_{i}, v_{j}\right)$ :

$$
\begin{array}{ll}
b_{11}=f\left(v_{1}, v_{3}\right)=f((2,1),(2,1)) & =8-6+1=3 \\
b_{12}=f\left(v_{1}, v_{2}\right)=f((2,1),(1,-1)) & =4+6-1=9 \\
b_{21}=f\left(v_{2}, v_{2}\right)=f((1,-1),(2,1)) & =4-3-1=0 \\
b_{22}=f\left(v_{2}, v_{2}\right)=f((1,-1),(1,-1)) & =2+3+1=6
\end{array}
$$

Thus $B=\left(\begin{array}{ll}3 & 9 \\ 0 & 6\end{array}\right)$ is the matrix of $f$ in the basis $\left\{v_{1}, v_{2}\right\}$.
19.32 Find the change-of-basis matrix $P$ from the basis $S$ to the basis $S^{\prime}$.

1. Write $v_{1}$ in terms of $u_{1}$ and $u_{2}$ : $(2,1)=x(1,0)+y(1,1) ;$ or $x+y=2, y=1$; or $x=1, y=1$. Hence, $v_{1}=u_{1}+u_{2}$. Next write $v_{2}$ in terms of $u_{1}$ and $u_{2}:(1,-1)=x(1,0)+y(1,1) ;$ or $x+y=1$, $y=-1$; or $x=2, y=-1$. Hence, $v_{2}=2 u_{1}-u_{2}$. Finally write the coordinates of $v_{1}$ and $v_{2}$ as columns to get

$$
P=\left(\begin{array}{rr}
1 & 2 \\
1 & -1
\end{array}\right)
$$

19.33 Verify Theorem 19.2 that $B=P^{T} A P$.
(We have $P=\left(\begin{array}{rr}1 & 2 \\ 1 & -1\end{array}\right)$, and so $P^{\top}=\left(\begin{array}{rr}1 & 1 \\ 2 & -1\end{array}\right)$. Thus

$$
P^{T} A P=\left(\begin{array}{rr}
1 & 1 \\
2 & -1
\end{array}\right)\left(\begin{array}{rr}
2 & -1 \\
2 & 0
\end{array}\right)\left(\begin{array}{rr}
1 & 2 \\
1 & -1
\end{array}\right)=\left(\begin{array}{ll}
3 & 9 \\
0 & 6
\end{array}\right)=B
$$

19.34 Let $[f]$ denote the matrix representation of a bilinear form $f$ on $V$ relative to a basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $V$. Show that the mapping $f \mapsto[f\}$ is an isomorphism of $B(V)$ onto the vector space of $n$-square matrices.

I Since $f$ is completely determined by the scalars $f\left(e_{i}, e_{i}\right)$, the mapping $f \mapsto[f]$ is one-toone and onto.
It suffices to show that the mapping $f \mapsto[f]$ is a homomorphism; i.e., that

$$
\begin{equation*}
[a f+b g]=a[f]+b[g] \tag{1}
\end{equation*}
$$

However, for $i_{i} j=1, \ldots, n,(a f+b g)\left(e_{i}, e_{j}\right)=a f\left(e_{i}, e_{j}\right)+b g\left(e_{i}, e_{j}\right)$ which is a restatement of (1).
Thus the resull is proved.

Problems 19.35-19.38 refer to the bilinear form $f$ on $\mathbf{R}^{2}$ defined by $f(u, v)=3 x_{1} y_{1}-2 x_{1} y_{2}+4 x_{2} y_{1}-x_{2} y_{2}$ where $u=\left(x_{1}, x_{2}\right)$ and $v=\left(y_{1}, x_{2}\right)$.
19.35 Express $f$ in matrix notation.

1. Let $A$ be the $2 \times 2$ matrix whose ij entry is the coefficient of $x_{i} y_{i}$. Then

$$
f(u, v)=X^{\tau} A Y=\left(x_{1}, x_{2}\right)\left(\begin{array}{ll}
3 & -2 \\
4 & -1
\end{array}\right)\binom{y_{r}}{y_{2}}
$$

19.36 Find the matrix representation of $f$ in the usual basis. $E=\left\{e_{1}=(1,0), e_{2}=(0,1)\right\}$ of $\mathbf{R}^{2}$.

1 Here $-f\left(e_{1}, e_{1}\right)=3, f\left(e_{1}, e_{2}\right)=-2, f\left(e_{2}, e_{1}\right)=4, f\left(e_{2}, e_{2}\right)=-1$. In other-words, $f\left(e_{i}, e_{j}\right)$ is the coefficient of $x_{i} y_{j}$. Thus we obtain the above matrix $A=\left(\begin{array}{ll}3 & -2 \\ 4 & -1\end{array}\right)$ as the matrix of $f$-in the usual basis $E$ of $\mathrm{R}^{\mathbf{2}}$.
19.37 Find the matrix $B$ which represents $f$ in the basis $S=\left\{u_{3}=(1,1), u_{2}=(1,2)\right\}$.

1 Method 1. Set $B=\left(b_{i j}\right)$ where $b_{i j}=f\left(u_{i}, u_{i}\right)$ :

$$
\begin{array}{ll}
b_{11}=f\left(u_{1}, u_{1}\right)=4 & b_{12}=f\left(u_{1}, u_{2}\right)=1 \\
b_{21}=f\left(u_{2}, u_{1}\right)=7 & b_{22}=f\left(u_{2}, u_{2}\right)=3
\end{array} \quad \text { so } \quad B=\left(\begin{array}{ll}
4 & 1 \\
7 & 3
\end{array}\right)
$$

Method 2. \{Use Theorem 19.2.\} Let $P$ be the matrix whose columns are the basis vectors in $S$ : that is, $P=\left(\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right)$. Then

$$
B=P^{T} A P=\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right)\left(\begin{array}{ll}
3 & -2 \\
4 & -1
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right)=\left(\begin{array}{ll}
4 & 1 \\
7 & 3
\end{array}\right)
$$

[Here $P$ is the change-ol-basis matrix from the usual basis $E$ to the given basis S.].
19.38 Find the matrix $C$ which represents $f$ in the basis $S^{\prime}=\left\{v_{s}=(1,-1), \dot{v}_{2}=(3,1)\right\}$.

I Let $Q$ be the matrix whose columns are the basis vectors in $S^{\prime}: Q=\left(\begin{array}{rr}1 & 3 \\ -1 & 1\end{array}\right)$. Then

$$
C=Q^{\top} A Q=\left(\begin{array}{rr}
1 & -1 \\
3 & 1
\end{array}\right)\left(\begin{array}{ll}
3 & -2 \\
4 & -1
\end{array}\right)\left(\begin{array}{rr}
1 & 3 \\
-1 & 1
\end{array}\right)=\left(\begin{array}{rr}
0 & -4 \\
20 & 32
\end{array}\right)
$$

Problems 19.39-19.40 refer to the bilinear form $f$ on $\mathbf{R}^{3}$ defined by the matrix

$$
A=\left(\begin{array}{rrr}
1 & 2 & 3 \\
4 & -3 & 2 \\
1 & 5 & -2
\end{array}\right)
$$

i.e., whese $f(u, v)=u^{\top} A v$.
19.39 Find the matrix representation of $f$ in the usual basis $E=\left\{e_{1}=(1,0,0), e_{2}=(0,1,0), e_{3}=(0,0,1)\right\}$ of $R$.

1 Since $f\left(e_{i}, e_{j}\right)=e_{i}^{x} A e_{j}$ is the ije entry in $A$, the given matrix $A$ is the matrix representation of $f$ with respect to the usuat basis $E$ of $\mathbf{R}^{3}$.
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19.40 Find the matrix $B$ which represents $f$ in the basis $S=\left\{u_{1}=(1,1,1), u_{2}=(1,0,1), u_{3}=(2,-1,0)\right\}$.

Let $P$ be the matrix whose columns are the basis vectors in $S$, i.e.,

$$
P=\left(\begin{array}{rrr}
1 & 1 & 2 \\
1 & 0 & -1 \\
1 & 1 & 0
\end{array}\right)
$$

Then

$$
B=P^{\tau} A P=\left(\begin{array}{rrr}
1 & 1 & 1 \\
1 & 0 & 1 \\
2 & -1 & 0
\end{array}\right)\left(\begin{array}{rrr}
1 & 2 & 3 \\
4 & -3 & 2 \\
1 & 5 & -2
\end{array}\right)\left(\begin{array}{rrr}
1 & 1 & 2 \\
1 & 0 & -1 \\
1 & 1 & 0
\end{array}\right)=\left(\begin{array}{rrr}
13 & 9 & 8 \\
10 & 3 & -3 \\
9 & 2 & -11
\end{array}\right)
$$

[Here $P$ is the change-of-basis matrix from the usual basis $E$ of $\mathbf{R}^{3}$ to the given basis $S$.]

Problems 19.41-19.43 show that congruence of matrices is an equivalence relation.
19.41 Show that every matrix $A$ is congruent to itself.
-The identity matrix $I$ is nonsingular and $I^{T}=I$. Since $A=I^{T} A I$, we have $A$ is congruent to $A$.
-
19.42 Show that if $A$ is congruent to $B$, then $B$ is congruent to $A$.

1 Since $A$ is congnuent to $B$, there is a nonsingular matrix $P$ such that $A=P^{T} B P$. Using $\left(P^{T}\right)^{-1}=$ -$\left(P^{-1}\right)^{T}$, we have $B=\left(P^{T}\right)^{-1} A P^{-1}=\left(P^{-1}\right)^{T} A P^{-1}$ and $P^{-1}$ is nonsingular. Thus $B$ is congruent to $A$.
19.43 Show that if $A$ is congruent to $B$ and $B$ is congruent to $C$, then $A$ is congruent to $C$.

1 We have $A=P^{T} B P$ and $B=Q^{T} C Q$ where $P$ and $Q$ are nonsingular. Using $(Q P)^{T}=P^{T} Q^{T}$, we have $A=P^{T} B P=P^{r}\left(Q^{T} C Q\right) P=(Q P)^{T} C(Q P)$ where $Q P$ is nonsingular. Thus $A$ is congruent to $G$.

### 19.3 ALTERNATING BILINEAR FORMS

19.44 Define an alternating bilinear form.

I A bilinear form $f$ on $V$ is alternating if the following condition holds:
[ABF]

$$
f(v, v)=0 \quad \text { for every } \quad v \in V
$$

19.45. Define a skew symmetric (or antisymmetric) bilinear form.

1. A bilinear form $f$ on $V$ is skew symmetric if the following condition holds:
[SSBF]

$$
f(u, v)=-f(v, u) \quad \text { for every } \quad u, \dot{v} \in V
$$

19.46 Show that an alternating bilinear form ${ }^{-} f$ is skew symmetric.

S Since $f$ is alternating, we have $0=f(u+v, u+v)=f(u, u)+f(u, v)+f(v, u)+f(v, v)$. Using $f(u, u)=0$ and $f(v, v)=0$, we get $0=f(u, v)+f(v, u)$. Thus $f(u, v)=-f(v, u)$ as required.
19.47 Suppose $f$ is a skew symmetric bilinear form. Is $f$ alternating?

1 If $1+1 \neq 0$ in $K$, then condition [ABF] implies $f(v, v)=-f(v, v)$ which implies condition [SSBF]. However, if $1+1=0$ in $K$, then the conditions are not equivalent.

Remark: The condition $1+1 \neq 0$ in $K$ plays an important role in the theory of bilinear and quadratic forms. This comdition will be part of our hypothesis in many results in this chapter. Of course, this condition holds when $K$ is the real field $\mathbf{R}$ or the complex field $\mathbf{C}$.

Theorem 19.3: Let $f$ be an altemating bilinear form on $V$. Then there exists a basis of $V$ in which $f$ is represented by a matrix of the form


Moreover, the number of $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$ is uniquely determined by $f$ [because it is equal to $\left.\frac{1}{2} \operatorname{rank}(f)\right]$.
19.48 Prove Theorem 19.3 which is the main structure theorem for alternating bilinear forms.
I. If $f=0$, then the theorem is obviously truse. Also, if $\operatorname{dim} V=1$, then $f\left(k_{1} u, k_{2} u\right)=k_{1} k_{2} f(u, u)=0$ and so $f=0$. Accordingly we can assume that $\operatorname{dim} V>1$ and $f \neq 0$.
Since $f \neq 0$, there exist [nonzerol $u_{1}, u_{2} \in V$ such that $f\left(u_{1}, u_{2}\right) \neq 0$. In fact, multiplying $u_{1}$ by an appropriate factor, we can assume that $f\left(u_{1}, u_{2}\right)=1$ and so $f\left(u_{2}, u_{1}\right)=-1$. Now $u_{1}$ and $u_{2}$ are linearly independent; because if, say, $u_{2}=k u_{1}$, then $f\left(u_{1}, u_{2}\right)=f\left(u_{1}, k u_{1}\right)=k f\left(u_{1}, u_{1}\right)=0$. Let $U$ be the subspace spanned by $u_{1}$ and $u_{2}$, that is, $U=\operatorname{span}\left(u_{1}, u_{2}\right)$. Note:
(i) The matrix representation of the restriction of $f$ ta $U$ in the basis $\left\{u_{1}, u_{2}\right\}$ is $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$.
(ii) If $u \in U$, say $u=a u_{1}+b u_{2}$, then

$$
\begin{aligned}
& f\left(u, u_{1}\right)=f\left(a u_{1}+b u_{2}, u_{1}\right)=-b \\
& f\left(u, u_{2}\right)=f\left(a u_{1}+b u_{2}, u_{2}\right)=a
\end{aligned}
$$

Let $W$ consist of those vectors $w \in V$ such that $f\left(w, u_{1}\right)=0$ and $f\left(w, u_{2}\right)=0$. Equivalently, $W=\{w \in V: f(w, u)=0$ for every $u \in U\}$. We claim that $\boldsymbol{V}=U \oplus W$. H is clear that $U \cap W=\{0\}$, and so it remains to show that $V=U+W$. Let $v \in V$. Set

$$
\begin{equation*}
u=f\left(v, u_{2}\right) u_{1}-f\left(v, u_{1}\right) u_{2} \quad \text { and } \quad w=v-u \tag{1}
\end{equation*}
$$

Since $u$ is a linear combination of $u_{1}$ and $u_{2}, u \in U$. We shaw that $w \in W$. By (1) and (ii), $f\left(u, u_{1}\right)=$ $f\left(v, u_{1}\right)$; hence $f\left(w, u_{1}\right)=f\left(v-u_{1} u_{1}\right)=f\left(v, u_{1}\right)-f\left(u, u_{1}\right)=0$. Similarly, $f\left(u, u_{2}\right)=f\left(v, u_{2}\right)$ and so $f\left(w, u_{2}\right)=f\left(v-u, u_{2}\right)=f\left(v, u_{2}\right)-f\left(u, u_{2}\right)=0$. Then $w \in W$ and so, by (1), $v=u+w$ where $u \in U$ and $w \in W$. This shows that $V=U+W$; and therefore $V=U \oplus W$.
Now the restriction of $f$ to $W$ is an altermating bilinear form on $W$. By induction, there exists a basis $u_{3}, \ldots, u_{n}$ of $W$ in which the matrix representing $f$ restricted to $W$ has the desired form. Thus $u_{1}, u_{2}, u_{3}, \ldots, u_{n}$ is a basis of $V$ in which the matrix representing $f$ has the desired form.
19.49. Suppose $f$ is an alternating bilinear form on $V$. Show that the rank of $f$ is even.

IHere $f$ can be represented by a matrix in the form in Theorem 19.3. However, each of the blocks $\left(\begin{array}{rr}0 & I \\ -1 & 0\end{array}\right)$, has rank 2. Thus if there are $m$ such blocks then rank $(f)=2 m$. Thus the rank of $f$ is even.

### 19.4 SYMMETRIC BILINEAR FORMS

19.50 Define a symmetric bilinear form.

- A bilinear form $f$ on $V$ is said to be symmetric if the following condition holds:
[SBF]

$$
f(u, v)=f(v, u) \quad \text { for every } \quad u, v \in V
$$

19.51. Show that a bilinear form $f$ is symmetric if and only if any matrix $A$ representing $f$ is symmetric.

1 Suppose $f$ is symmetric and $A$ represents $f$. Thien $f(X, Y)=X^{\top} A Y=\left(X^{\top} A Y\right)^{T}=Y^{\top} A^{\top} X$. [We use the fact that $X^{\top} A Y$ is a scalar and therefore equats its transpose.) Since $f$ is symmetric, $f(X, Y)=f(Y, X)$ and hence $Y^{\top} A X=f(Y, X)=f(X, Y)=Y^{\top} A^{\top} X$. Since this condition is. true for all vectors $X, Y$, it follows that $A=A^{T}$ or $A$ is symmetric.

Conversely, suppose $A$ is symmetric. Then $f(X, Y)=X^{T} A Y=\left(X^{T} A Y\right)^{T}=Y^{T} A^{T} X=Y^{\top} A X=f(Y, X)$ and hence $f$ is symmetric.

Theorem 19.4 is the main structure theorem for symmetric bilinear forms, which is proved in Problem 19.57.

Theorem 19.4: Let $f$ be a symmetric bilinear form on $V$ over $K$ [in which $1+1 \neq 0]$. Then $V$ has a basis $\left\{v_{1}, \ldots, v_{n}\right\}$ in which $f$ is represented by a diagonal matrix, i.e., $f\left(v_{i}, v_{i}\right)=0$ for $i \neq j$.

Theorem 19.5: [Alternate Form of Theorem 19.4]: Let $A$ be a symmetric matrix over $K$ [in which $1+1 \neq$ 0]. Then there exists an invertible [or nonsingular] matrix $P$ such that $P^{\top} A P$ is diagonal. That is, $A$ is congruent to a diagonal matrix.
19.52 Suppose $1+1 \neq 0$ in $K$. Give a formal algorithm to diagonalize [under congruence] a symmetric matrix $A=\left(a_{i j}\right)$ over $K$.

## 1. Diagonalization Algorithm

Case 1: $a_{15} \neq 0$. Apply the row operations $-R_{i} \rightarrow-a_{i 1} R_{1}+a_{11} R_{i}, i=2, \ldots, n^{\prime}$, and then the corresponding column operations $C_{i} \rightarrow-a_{i 1} C_{1}+a_{11} C_{i}$ to reduce $A$ to the form $\left(\begin{array}{cc}a_{11} & 0 \\ 0 & B\end{array}\right)$.
Case II: $a_{13}=0$ but $e_{i i} \neq 0$, for some $i>1$. Apply the row operation $R_{i} \leftrightarrow R_{i}$ and then the corresponding column operation $C_{1} \leftrightarrow C_{i}$ to bring $a_{i i}$ into the first diagonal position. This reduces the matrix to Case I.
Case 1II: All diagonal entries $a_{i i}=0$. Choose $i, j$ such that $a_{i j} \neq 0$ and apply the row operation $R_{i} \rightarrow R_{j}+R_{F}$ and the corresponding column operation $C_{i} \rightarrow C_{i}+C_{i}$ to bring $2 a_{i j} \neq 0$ into the $i$ th diagonal position. This reduces the matrix to Case 11 .
In each of the cases, we can finally reduce $A$ to the form $\left(\begin{array}{cc}a_{11} & 0 \\ 0 & B\end{array}\right)$ where $B$ is a symmetric matrix of order less than $A$.

Remark: The hypothesis that $1+1 \neq 0$ in $K$ is used in Case IIl where we state that $2 a_{i,} \neq 0$.
Repeat the above process with each new submatrix $B$ until $A$ is diagonalized.
19.53. Modify the algorithm in Problem 19.52 so it also finds the matrix $P$ such that $P^{\boldsymbol{T}} A P$ is diagonal.

1 First form the matrix $M=(A, I)$. Then apply the row and column operations to $M$ inṣtead of to $A$ alone. [Note that the row operation will change both halves of $M$, but the column operations will only change the left half of $M$.] The algorithm will finally transform $M$ into the form $M^{\prime}=(D, Q)$ where $D$ is diagonal. Then $P=Q^{\boldsymbol{T}}$ and $P^{\top} A P=D$.
19.54 Let $A=\left(\begin{array}{rrr}1 & 2 & -3 \\ 2 & 5 & -4 \\ -3 & -4 & 8\end{array}\right)$, a symmetric matrix. Find the nonsingular matrix $P$ such that $P^{\dot{T}} A P$ is diagonal and find $P^{T} A P$.
1 First form the block marix ( $A, I$ ):

$$
(A, I)=\left(\begin{array}{rrr|rrr}
1 & 2 & -3 & 1 & 0 & 0 \\
2 & 5 & -4 & 0 & 1 & 0 \\
-3 & -4 & 8 & 0 & 0 & 1
\end{array}\right)
$$

Apply the operations $R_{2} \rightarrow-2 R_{1}+R_{2}$ and $R_{3} \rightarrow 3 R_{1}+R_{3}$ to ( $A, I$ ) and then the corresponding operations $C_{2} \rightarrow-2 C_{1}+C_{2}$ and $C_{3} \rightarrow 3 C_{1}+C_{3}$ to $A$ to oblain

$$
\left(\begin{array}{rrr:rrr}
1 & 2 & -3 & 1 & 0 & 0 \\
0 & 1 & 2 & -2 & 1 & 0 \\
0 & 2 & -1 & 3 & 0 & 1
\end{array}\right) \text { and then }\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 2 & -2 & 1 & 0 \\
0 & 2 & -1 & 3 & 0 & 1
\end{array}\right)
$$

Next apply the operation $R_{3} \rightarrow-2 R_{2}+R_{3}$ and then the corresponding operation $C_{3} \rightarrow-2 C_{2}+C_{3}$ to oblain

$$
\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 2 & -2 & 1 & 0 \\
0 & 0 & -5 & 7 & -2 & 1
\end{array}\right) \text { and ihen }\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & -2 & 1 & 0 \\
0 & 0 & -5 & 7 & -2 & 1
\end{array}\right)
$$

Now $A$ has been diagonalized. Sct

$$
P=\left(\begin{array}{rrr}
1 & -2 & 7 \\
0 & 1 & -2 \\
0 & 0 & 1
\end{array}\right) \text { and then } \quad P^{\prime} A P=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -5
\end{array}\right)
$$

19.55 Let $B=\left(\begin{array}{rrr}1 & -3 & 2 \\ -3 & 7 & -5 \\ 2 & -5 & b\end{array}\right)$, a symmetric matrix. Find a nonsingular matnx $P$ such that $P^{T} B P$ is diagonal and find the diagonal matrix $P^{T} B P$.

1 First form the block matrix ( $B, I$ ):

$$
(B, I)=\left(\begin{array}{rrr|rll}
1 & -3 & 2 & 1 & 0 & 0 \\
-3 & 7 & -5 & 0 & 1 & 0 \\
2 & -5 & 8 & 0 & 0 & 1
\end{array}\right)
$$

Apply the row operations $R_{2} \rightarrow 3 R_{1}+R_{2}$ and $R_{3} \rightarrow-2 R_{3}$ to ( $B, I$ ) and then the corresponding column operations $C_{2} \rightarrow 3 C_{1}+C_{2}$ and $C_{3} \rightarrow-2 C_{1}+C_{3}$ to $B$ to obtain

$$
\left(\begin{array}{rrr|rrr}
1 & -3 & 2 & 1 & 0 & 0 \\
0 & -2 & 1 & 3 & 1 & 0 \\
0 & 1 & 4 & -2 & 0 & 1
\end{array}\right) \text { and then }\left(\begin{array}{rrr|rrr}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & -2 . & 1 & 3 & 1 & 0 \\
0 & 1 & 4 & -2 & 0 & 1
\end{array}\right)
$$

Next apply the row operation $R_{3} \rightarrow R_{2}+2 R_{3}$ and then the corresponding columnoperation $C_{3} \rightarrow C_{2}+$ $2 C_{3}$ to obtain

$$
\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & -2 & 1 & 3 & 1 & 0 \\
0 & 0 & 9 & -1 & 1 & 2
\end{array}\right) \text { and then }\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & -2 & 0 & 3 & 1 & 0 \\
0 & 0 & 18 & -1 & 1 & 2
\end{array}\right)
$$

Now $B$ has been diagonalized. Set $P=\left(\begin{array}{rrr}1 & 3 & -1 \\ 0 & 1 & 1 \\ 0 & 0 & 2\end{array}\right)$, then $P^{T} B P=\left(\begin{array}{rrr}1 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 18\end{array}\right)$.
19.56 Let $A=\left(\begin{array}{rrr}0 & 1 & 1 \\ 1 & -2 & 2 \\ 1 & 2 & -1\end{array}\right)$, a symmetric matrix. Find a nonsingular matrix $P$ such that $P^{\top} A P$ is diagonal and find the diagonal matrix $P^{\top} A P$.

I First form the block matrix ( $A, 1$ ):

$$
(A, I)=\left(\begin{array}{rrr|rrr}
0 & 1 & 1 & 1 & 0 & 0 \\
1 & -2 & 2 & 0 & 1 & 0 \\
1 & 2 & -1 & 0 & 0 & 1
\end{array}\right)
$$

In order to bring the nonzero diagonal entry $\mathbf{- 1}$ into the first diagonal position, apply the row operation $R_{1}^{\prime} \leftrightarrow R_{3}$ and then the corresponding column operation $C_{i} \leftrightarrow C_{3}$ to obtain

$$
\left(\begin{array}{rrr:lll}
1 & 2 & -1 & 0 & 0 & 1 \\
1 & -2 & 2 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 & 0
\end{array}\right) \quad \text { and then }\left(\begin{array}{rrr:rrr}
-1 & 2 & 1 & 0 & 0 & 1 \\
2 & -2 & 1 & 0 & 1 & 0 \\
1 & 3 & 0 & 1 & 0 & 0
\end{array}\right)
$$

Apply the row operations $R_{2} \rightarrow 2 R_{1}+R_{2}$ and $R_{3} \rightarrow R_{1}+R_{3}$ and then the corresponding column operators $C_{2} \rightarrow 2 C_{1}+C_{2}$ and $C_{3} \rightarrow C_{1}+C_{3}$ to obtain

$$
\left(\begin{array}{rrr:rrr}
-1 & 2 & 1 & 0 & 0 & 1 \\
0 & 2 & 3 & 0 & 1 & 2 \\
0 & 3 & 1 & 1 & 0 & 1
\end{array}\right) \text { and then }\left(\begin{array}{rrr:rrr}
-1 & 0 & 0 & 0 & 0 & 1 \\
0 & 2 & 3 & 0 & 1 & 2 \\
0 & 3 & 1 & 1 & 0 & 1
\end{array}\right)
$$

Apply the row operation $R_{3} \rightarrow-3 R_{2}+2 R_{3}$ and then the corresponding column operation $C_{3} \rightarrow-3 C_{2}+$ $2 C_{3}$ to obtain

$$
\left(\begin{array}{rrr|rrrr}
-1 & 0 & 0 & 0 & 0 & 1 \\
0 & 2 & 3 & 0 & 1 & 2 \\
0 & 0 & -7 & 2 & -3 & -4
\end{array}\right) \text { and then }\left(\begin{array}{rrr|rrr}
-1 & 0 & 0 & 0 & 0 & 1 \\
0 & 2 & 0 & 0 & 1 & 2 \\
0 & 0 & -14 & 2 & -3 & -4
\end{array}\right)
$$

Now $A$ has been diagonalized. Set $P=\left(\begin{array}{rrr}0 & 0 & 2 \\ 0 & 1 & -3 \\ 1 & 2 & -4\end{array}\right) ;$ then $P^{r} A P=\left(\begin{array}{rrr}-1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & -14\end{array}\right)$.
19.57 Prove Theorem 19.4.

I Method 1. If $f=0$ or if $\operatorname{dim} V=1$, then the theorem clearly holds. Hence we can suppose $f \neq 0$ and $\operatorname{dim} V=n>1$. If $q(v)=f(v, v)=0$ for every $v \in V$, then the polar form of $f$ (see Problem 19.64) implies that $f=0$. Hence we can assume there is a vector $v_{1} \in V$ such that $f\left(v_{1}, v_{1}\right) \neq 0$. Let $U$ be the subspace spanned by $v_{1}$ and let $W$ consist of those vectors $v \in V$ for which $f\left(v_{1}, v\right)=0$. We claim that $V=U \oplus W$.
(i) Proof that $U \cap W=\{0\}$ : Suppose $u \in U \cap W$. Since $u \in U, u=k v_{1}$ for some scalar $k \in K$. Since $u \in W, 0=f(u, u)=f\left(k v_{1}, k v_{1}\right)=k^{2} f\left(v_{1}, v_{1}\right)$. Bui $f\left(v_{1}, v_{1}\right) \neq 0$; hence $k=0$ and therefore $u=k v_{1}=0$. Thus $U \cap W=\{0\}$.
(ii) Proof that $V=U+W$ : Let $v \in V$. Set

$$
\begin{gather*}
w=v-\frac{f\left(v_{1}, v\right)}{f\left(v_{1}, v_{1}\right)} v_{1}  \tag{1}\\
f\left(v_{1}, w\right)=f\left(v_{1}, v\right)-\frac{f\left(v_{1}, v\right)}{f\left(v_{1}, v_{1}\right)} f\left(v_{1}, v_{1}\right)=0
\end{gather*}
$$

Then

Thus $w \in W$. By (1), $v$ is the sum of an element of $U$ and an element of $W$. Thus $V=U+W$. Accordingly, by-(i) and (ii), we have $V=U \oplus W$.
Now $f$ restricted to $W$ is a symmetric bilinear form on $W$. But $\operatorname{dim} W=n-1$; hence by induction there is a basis $\left\{v_{2}, \ldots, v_{n}\right\}$ of $W$ such that $f\left(v_{i}, v_{j}\right)=0$ for $i \neq j$ and $2 \leq i, j \leq n$. But by the very definition of $W, f\left(v_{1}, v_{j}\right)=0$ for $j=2, \ldots, n$. Therefore the basis. $\left\{v_{1}, \ldots, v_{n}\right\}$ of $V$ has the required property that $f\left(v_{i}, v_{j}\right)=0$ for $i \neq j$.
Method 2. The Diagonalization Algonithm in Problem 19.52 shows that every symmetric matrix over $K$ is congruent to a diagonal matrix. This is equivalent to the statement that $f$ has a diagonal matrix representation.
19.58 Show that any bilinear form $f$ on $V$ is the sum of a symmetric bilinear form and a skew symmetric bilinear form.
I Set $g(u, v)=\frac{1}{2}[f(u, v)+f(v, u)]$ and $h(u, v)=\frac{1}{2}[f(u, v)-f(v, u)]$. Then $g$ is symmetric because $g(u, v)=\frac{1}{2}[f(u, v)+f(v, u)]=\frac{1}{2}[f(v, u)+f(u, v)]=g(v, u)$ and $h$ is skew symmetric because $h(u, v)=$. $\frac{1}{2}[f(u, v)-f(v, u)]=-\frac{1}{2}[f(v, u)-f(u, v)]=-h(v, u)$. Furthermore, $f=g+h$.

### 19.5 QUADRATIC FORMS

19.59 Define à quadratic form.

1 A mapping $q: V \rightarrow K$ is called a quadratic form if $q(v)=f(v, v)$ for some bilinear form $f$ on $V$ : Alternatively, a quadratic form is a polynomial $q(X)=X^{\boldsymbol{T}} A X$ where $X^{\boldsymbol{T}}=\left(x_{1}, \ldots, x_{n}\right)$ and $A$ is a symmetric matrix. Thus

$$
\begin{aligned}
q(X) & =\left(x_{1}, \ldots, x_{n}\right)\left(\begin{array}{cccc}
a_{11} & a_{22} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right),\left(\begin{array}{l}
x_{1} \\
a_{n 1} \\
x_{2} \\
\vdots \\
\vdots
\end{array}\right) \\
& =\sum_{i . j} a_{i j} x_{j} x_{j}=a_{11} x_{1}^{2}+a_{22} x_{2}^{2}+\cdots+a_{n n} x_{n}^{2}+2 \sum_{i<j} a_{i j} x_{1} x_{j}
\end{aligned}
$$

[Note $q(X)$ is a polynomial in which every term has degree iwo.]
Remark: Observe that if the above matrix $A$ is diagonal, then the corresponding quadratic form $q$ has the diagonal representation $g(X)=X^{\tau} A X=a_{11} x_{1}^{2}+a_{22} x_{2}^{2}+\cdots+a_{n n} x_{n}^{2}$, i.e., the quadratic polynomial representing $q$ will contain no "cross produc"" terms. By Theorem 19.4, every quadratic form has such a representation |when $1+1 \neq 0$ ].
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19.60 Find the quadratic form $q(x, y)$ corresponding to the symmetric matnix $A=\left(\begin{array}{rr}5 & -3 \\ -3 & 8\end{array}\right)$.

1

$$
\begin{aligned}
q(x, y) & =(x, y)\left(\begin{array}{rr}
5 & -3 \\
-3 & 8
\end{array}\right)\binom{x}{y}=(5 x-3 y,-3 x+8 y)\binom{x}{y} \\
& =5 x^{2}-3 x y-3 x y+8 y^{2}=5 x^{2}-6 x y+8 y^{2}
\end{aligned}
$$

Problems 19.61-19.63 refer to the following symmetric matrices:

$$
A=\left(\begin{array}{rrr}
1 & 2 & -4 \\
2 & 3 & 5 \\
-4 & 5 & -7
\end{array}\right) \quad B=\left(\begin{array}{lll}
3 & & \\
& -4 & 6
\end{array}\right) \quad C=\left(\begin{array}{rrr}
2 & -5 & 1 \\
-5 & -6 & -7 \\
1 & -7 & 9
\end{array}\right)
$$

19.61 Find the quadratic form $q\left(x_{1}, x_{2}, x_{3}\right)$ corresponding to the symmetric matrix $A$.

I The coefficient of $x_{i}^{2}$ is $a_{i i}$ and the coefficient of $x_{i} x_{i}$ is $a_{i j}+a_{i j}=2 a_{i j}$. Thus $q\left(x_{1}, x_{2}, x_{3}\right)=$ $x_{1}^{2}+4 x_{1} x_{2}+3 x_{2}^{2}-8 x_{1} x_{3}+10 x_{2} x_{3}-7 x_{3}^{2}$.
19.62 Find the quadratic form $q(x, y, z)$ corresponding to the diagonal matrix $B$.

1 Here $q(x, y, z)=3 x^{2}-4 y^{2}+6 z^{2}$ : [There are no cross-product terms.]
19.63 Find the quadratic form $q(x, y, z)$ corresponding to the symmettic matrix $C$.

I $q(x, y, z)^{2}=2 x^{2}-10 x y-6 y^{2}+2 x z-14 y z+9 z^{2}$. [As usual, we assume that $x, y, z$ are the first, second, and third variable, respectively.l
19.64 Let $q$ be the quadratic form associated with the symmetric bilinear form $f$. Show that $f$ can be obtained from $q$ by the following polar form of $f: f(u, v)=\frac{1}{2}(q(u+v)-q(u)-q(v))$. [Assume $1+1 \neq 0$ in $K$.] I

$$
\begin{aligned}
q(u+v)-q(u)-q(v) & =f(u+v, u+v)-f(u, u)-f(v, v) \\
& =f(u, u)+f(u, v)+f(v, u)+f(v, v)-f(u, u)-f(v, v)=2 f(u, v)
\end{aligned}
$$

If $1+1 \neq 0$, we can divide by 2 to obtain the required identity.
19.65 Find the symmetric matrix $A$ which corresponds to the quadratic form $q(x, y, z)=3 x^{2}+4 x y-y^{2}+8 x_{z}-$ $6 y z+z^{2}$.
1 The symmetric matrix $A=\left(a_{i j}\right)$ representing $q\left(x_{1}, \ldots, x_{n}\right)$ has the diagonal entry $a_{i i}$ equal to the coefficient of $x_{i}^{2}$ and has the entries $a_{i j}$ and $a_{j i}$ each equal to half the coefficient of $x_{i} x_{j}$. Thus

$$
A=\left(\begin{array}{rrr}
3 & 2 & 4 \\
2 & -1 & -3 \\
4 & -3 & 1
\end{array}\right)
$$

19.66 Find the symmetric matrix $B$ which corsesponds to $q(x, y)=4 x^{2}+5 x y-7 y^{2}$.

1 Here $B=\left(\begin{array}{rr}4 & \frac{5}{2} \\ \frac{5}{2} & -7\end{array}\right)$. [Division by 2 may introduce fractions even though the coefficients in $q$ are integers.]
19.67. Find the symmetric matrix $C$ which corresponds to $q(x, y, z)=4 x y+5 y^{2}$.

I Even though only $x$ and $y$ appear in the polynomial, the expression $q(x, y ; z)$ indicaies that there are three variables. In other words, $q(x, y, z)=0 x^{2}+4 x y+5 y^{2}+0 x z+0 y z+0 z^{2}$. Thus

$$
c=\left(\begin{array}{lll}
0 & 2 & 0 \\
2 & 5 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

19.68 Find the symmetric matrix $\boldsymbol{D}$ which corresponds to $q(x, y, z)=x^{2}-2 y z+x z$.

I Here $D=\left(\begin{array}{rrr}1 & 0 & \frac{1}{2} \\ 0 & 0 & -1 \\ \frac{1}{2} & -1 & 0\end{array}\right)$.
Problems 19.69-19.72 refer to the quadratic form $q(x, y)=3 x^{2}+2 x y-y^{2}$ and the linear substitution, $x=s-3 t, y=2 s+t$.
19.69 Find $q(s, t)$.

I Substitute for $x$ and $y$ in $q$ to obtain

$$
\begin{aligned}
q(s, t) & =3(s-3 t)^{2}+2(s-3 t)(2 s+t)-(2 s+t)^{2} \\
& =3\left(s^{2}-6 s t+9 t^{2}\right)+2\left(2 s^{2}-5 s t-3 t^{2}\right)-\left(s^{2}+4 s t+t^{2}\right)=3 s^{2}-32 s t+20 t^{2}
\end{aligned}
$$

19.70 Find the matrix $A$ which corresponds to the quadratic form $q(x, y)$ and rewrite the quadratic form in matrix notation.

I We have $A=\left(\begin{array}{rr}3 & 1 \\ 1 & -1\end{array}\right)$ and $q(X)=X^{\tau} A X$ where $X=(x, y)^{\tau}$.
19.71 Find the matrix $P$ which corresponds to the linear substitution, and rewnite the linear substitution using matrix notation.
$\underset{Y=(s, 1)^{T}}{\text { We have }}\binom{x}{y}=\left(\begin{array}{rr}1 & -3 \\ 2 & 1\end{array}\right)\binom{s}{1}$. Thus $P=\left(\begin{array}{rr}1 & -3 \\ 2 & 1\end{array}\right)$ and $X=P Y$ where $X=(x, y)^{T}$ and $Y=(s, t)^{T}$.
19.72 Find $q(s, t)$ using the above matrix notation.

1 We have $q(X)=X^{T} A X$. and $X=P Y$. Thus $X^{T}=Y^{T} P^{T}$. Therefore,

$$
\begin{aligned}
q(s, t) & =q(Y)=Y^{T} P^{T} A P Y=(s, t)\left(\begin{array}{rr}
1 & 2 \\
-3 & 1
\end{array}\right)\left(\begin{array}{rr}
3 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{rr}
1 & -3 \\
2 & 1
\end{array}\right)\binom{5}{t} \\
& =(s, t)\left(\begin{array}{rr}
3 & -16 \\
-16 & 20
\end{array}\right)\binom{s}{t}=3 s^{2}-32 s t+20 t^{2}
\end{aligned}
$$

19.73 Let $L$ be a linear substitution $X=P Y$, as above. When is $L$ nonsingular? Orthogonal?
$I L$ is said to be nonsingular or orthogonal according as the matrix $P$ representing the substitution is nonsingular or orthogonal.
19.74 Is the linear substitution in Problems 19.69-19.72 nonsingular?

I Yes, since the matrix $P=\left(\begin{array}{rr}1 & -3 \\ 2 & 1\end{array}\right)$ corresponding to the substitution is nonsingular.
19.75 Consider the quadratic form $q(x, y, z)=x^{2}+4 x y+3 y^{2}-6 x z+10 y z+7 z^{2}$. Find a nonsingular linear substitution expressing the variables $x, y, z$ in terms of variables $r, s, t$ such that $q(r, s, t)$ is diagonal.
I First find the matrix $A$ which corresponds to the quadratic form. Here

$$
A=\left(\begin{array}{rrr}
1 & 2 & -3 \\
2 & 3 & 5 \\
-3 & 5 & 7
\end{array}\right)
$$

Then find a nonsingular matrix $P$ such that $P^{T} A P$ is diagonal. Form the block matrix $(A, I)$ :

$$
\left(A_{1}, D\right)=\left(\begin{array}{rrrrr}
1 & 2 & 3 & 1 & 0 \\
2 & 3 & 5 & 0 & 1 \\
-3 & 5 & 7 & 0 & 0
\end{array}\right)
$$

Apply the row operations $\dot{R}_{2} \rightarrow-2 R_{1}+R_{2}$ and $R_{3} \rightarrow 3 R_{1}+R_{3}$ to $(A, I)$ and then the corresponding column operations $C_{2} \rightarrow-2 C_{1}+C_{2}$ and $C_{3} \rightarrow 3 C_{1}+C_{3}$ to $A$ to obtain

$$
\left(\begin{array}{rrr:rrr}
1 & 2 & -3 & 1 & 0 & 0 \\
0 & -1 & 11 & -2 & 1 & 0 \\
0 & 11 & -2 & 3 & 0 & 1
\end{array}\right) \text { and then }\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 11 & -2 & 1 & 0 \\
0 & 11 & -2 & 3 & 0 & 1
\end{array}\right) \quad-
$$

Next-apply the row operation $R_{3} \rightarrow 11 R_{2}+R_{3}$ and then the corresponding column operation $C_{3} \rightarrow 11 C_{2}+C_{3}$ to finally obtain.

$$
\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 1 & 1 & 0 \\
0 & -1 & 0 & -2 & 1 & 0 \\
0 & 0 & 119 & -19 & 11 & 1
\end{array}\right)
$$

Thus

$$
P=\left(\begin{array}{rrr}
1 & -2 & -19 \\
0 & 1 & 11 \\
0 & 0 & 1
\end{array}\right) \quad \text { and } \quad P^{\top} A P=\left(\begin{array}{lll}
1 & & \\
& -1 & \\
& & 119
\end{array}\right)
$$

Thus the linear substitution $x=r-2 j-19 t, y=s+11 t, z=t$ will yield the quadratic form $q(r, s, t)=r^{2}-s^{2}+119 r^{2}$.
19.76 Let $q(x, y, z)=x^{2}+4 x y+3 y^{2}-8 x z-12 y z+9 z^{2}$. Find a nonsingular linear substitution expressing the variables $x, y, z$ in terms of the variables $r, s, t$ so that $q(r, s, t)$ is diagonal.

1 Form the block matrix $(A, I)$ where $A$ is the matrix which corresponds to the quadratic form:

$$
(A, I)=\left(\begin{array}{rrr:lll}
1 & 2 & -4 & 1 & 0 & 0 \\
2 & 3 & -6 & 0 & 1 & 0 \\
-4 & -6 & 9 & 0 & 0 & 1
\end{array}\right)
$$

Apply $R_{2} \rightarrow-2 R_{1}+R_{2}$ and $R_{3} \rightarrow 4 R_{2} \mp R_{4}$ and the corresponding column operations, and then $R_{3} \rightarrow 2 R_{2}+R_{3}$ and the corresponding column operation to obtain

$$
\left(\begin{array}{rrr|rll}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 2 & -2 & 1 & 0 \\
0 & 2 & -7 & 4 & 0 & 1
\end{array}\right) \text { and then }\left(\begin{array}{rrr:rrr}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & -2 & 1 & 0 \\
0 & 0 & -3 & 0 & 2 & 1
\end{array}\right) .
$$

Thus the linear substitution $x=r-2 s, y=s+2 t, z=t$ will yield the quadratic form $q(r, s, t)=$ $r^{2}-s^{2}-3 r^{2}$.
19.77 Let $q(x, y)=2 x^{2}-12 x y+5 y^{2}$. Diagonalize $q$ by the method known as "completing the square:"

1 First factor out the coefficient of $x^{2}$ from the $x^{2}$ term and the $x y$ term to get $q(x, y)=2\left(x^{2}-6 x y\right.$,) $+5 y^{2}$. Next complete the square inside the parentheses by adding an appropriate multiple of $y^{2}$ and then subtract the corresponding amount outside the parentheses to get $q(x, y)=2\left(x^{2}-6 x y+9 y^{2}\right)+5 y^{2}-$ $18 y^{2}=2(x-3 y)^{2}-13 y^{2}$. TThe -18 comes from the fact that the $9 y^{2}$ inside the parentheses is multiplied by 2.] Let $s=x-3 y, t=y$. Then $x=s+3 t, y=t$. This linear substitution yields the quadratic form $q(s, t)=2 s^{2}-13 t^{2}$.
19.78 Diagonalize $g(x, y)=3 x^{2}-12 x y+7 y^{2}$ by completing the square.

1 We have

$$
\begin{aligned}
q(x, y) & =3 x^{2}-12 x y+7 y^{2}=3\left(x^{2}-4 x y \quad\right)+7 y^{2} \\
& =3\left(x^{2}-4 x y+4 y^{2}\right)+7 y^{2}-12 x^{2}=3(x-2 y)^{2}-5 y^{2}
\end{aligned}
$$

Let $s=x-2 y, t=y$. Then $x=s+2 t, y=t$. This linear substitution yields $q(s, t)=3 s^{2}-5 t^{2}$.

19.79 Show that for any nonzeso scalars $k_{1}, \ldots, k_{n} \in K, A$ is congruent to a diagonal matrix with diagonal entries $a_{i} k_{i}^{2}$.

I Let $P$ be the diagonal matrix with diagonal entries $\boldsymbol{k}_{i}$. Then

$$
P^{T} A P=\left(\begin{array}{llll}
k_{1} & & & \cdots \\
& k_{2} & \ldots & \\
& & \cdots & k_{n}
\end{array}\right)\left(\begin{array}{cccc}
a_{1} & & & \ddots \\
& a_{2} & & \\
& & & \cdots \\
& & & a_{n}
\end{array}\right)\left(\begin{array}{cccc}
k_{1} & & & \\
& k_{2} & & \\
& & & \cdots \\
& & & k_{n}
\end{array}\right)=\left(\begin{array}{cccc}
a_{1} \dot{k}_{1}^{2} & & & \\
& a_{2} k_{2}^{2} & & \\
& & \cdots & \\
& & & a_{n} k_{n}^{2}
\end{array}\right)
$$

19.80 Show that if $K$ is the real field $R$, then $A$ is congruent to a diagonal matrix with only $1 \mathrm{~s},-1 \mathrm{~s}$, and 0 s as diagonal entries.
I Let $P$ be the diagonal matrix with diagonal entries

$$
b_{i}=\left\{\begin{array}{rr}
1 / \sqrt{\left|a_{i}\right|} & \text { if } a_{i} \neq 0 \\
1 & \text { if } a_{i}=0
\end{array}\right.
$$

Then $P^{T} A P$ has the required form.
19.81 Show that $q(0)=0$ for any quadratic form $q$ on $V$.

I We have $q(0)=f(0,0)=f(0 v, 0)=0 f(v, 0)=0$.
19.82 Suppose $q(u)=0$ for a quadratic form $q$ on $V$. Show that $q(k u)=0$ for any $k \in K$.

I We have $q(k u)=f(k u, k u)=k^{2} f(u, u)=k^{2} q(u)=k^{2} \cdot 0=0$.
19.83 Give an example of a quadratic form $q$ on $\mathbf{R}^{2}$ such that $q(u)=0$ and $q(v)=0$ for some $u, v \in \mathbf{R}^{2}$ but $q(u+v) \neq 0$.
1 Let $q(x, y)=x^{2}-y^{2}$ and $u=(1,1)$ and $v=(1,-1)$. Then $f(u)=0$ and $f(v)=0$ but $f(u+v)=f(2,0)=4 \neq 0$.

### 19.6 REAL SYMMETRIC BILINEAR AND QUADRATIC FORMS, LAW OF INERTIA

This section tests symmetric bilinear forms and quadratic forms on vector spaces over the real field $\mathbf{R}$. These forms appear in many branches of mathematics and physics. The special nature of $\mathbf{R}$ permits an independent theory.
The main content of this section is the following theorem, proved in Problem 19.96, and its corollary which follows.

Theorem 19.6: Let $f$ be a symmetric bilinear form on $V$ over $\mathbf{R}$. Then there is a basis of $V$ in which $f$ is represented by a diagonal matrix; every other diagonal representation has the same number $P$ of positive entries and the same number $N$ of negative entries.

The following result for real quadratic forms is sometimes seferred to as the Law of Inertia or Sylvester's theorem.

Corollary 19.7: Any real quadratic form $q$ has a unique representation in the form $q\left(x_{1}, \ldots, x_{n}\right)=$ $x_{s}^{2}+\cdots+x_{s}^{2}-x_{s+1}^{2}-\cdots-x_{r}^{2}$.

Remark: Throughout this section, unless otherwise stated or implied, $f$ will denote a real symmetric bilinear form and $q$ will denote the corresponding real quadratic form.
19.84 Define the signature of $f$ and of $q$, denoted by $\operatorname{Sig}(f)$ and $\operatorname{Sig}(q)$, respectively.

I $\operatorname{Sig}(f)=\operatorname{Sig}(q)=\boldsymbol{P}-N$ where $\boldsymbol{P}$ is the number of positive entries and $N$ the number of negative entries in any diagonal representation of $f$ and $q$. [By Theorem 19.6, $P$ and $N$ are unique for a given $f$ and g.]
19.85 Show that $\operatorname{rank}(f)=\operatorname{rank}(q)=P+N$.

1 Let $D$ be a diagonal matrix representation of $f$ and $q$. Then rank( $D$ ) is equal to the number of nonzero entries on the diagonal of $D$, which is $P+N$. Thus $\operatorname{rank}(f)=\operatorname{rank}(q)=\operatorname{rank}(D)=P+N$.
"19.86 Find the signature of the quadratic form $q(x, y, z)$ in Problem 19.75.
1 The equivalent diagonal quadratic form $q(r, s, t)=r^{2}-s^{2}+119 t^{2}$ has $P=2$ positive entries on the diagonal and $N=1$ negative entry on the diagonal. Thus $\operatorname{Sig}(q)=P-N=2-1=1$.
19.87 Find the signature of the quadratic form $q(x, y, z)$ in Problem 19.6.

1 The equialent diagonal quadratic form is $q(r, s, t)=r^{2}-s^{2}-3 t^{2}$. Thus $P=1$ and $N=2$; hence $\operatorname{Sig}(g)=1-2=-1$.
19.88 Define a positive definite quadratic form.

1 A quadratic form $q$ is said to be positive definite if $q(v)=f(v, v)>0$ for every vector $v \neq 0$. This is true if and only if any diagonal representation $D$ of $q$.only contains positive entries on the diagonal, i.e., if $\operatorname{Sig}(q)=\operatorname{dim} V$.
19.89 - Define a nonnegative semidefinite quadratic form:

1 A quadratic form $q$ is said to be nonnegative semidefinite if $q(v)=f(v, v) \geq 0$ for every vector $v$. Analogously, this is true if and only if any diagonal representation $D$ of $q$ only contains nonnegative entries on the diagonal, i.e., if $\operatorname{Sig}(q)=\operatorname{rank}(q)$.

Lei $q(x, y, z)=x^{2}+2 y^{2}-4 x z-4 y z+7 z^{2}$. Is $q$ positive definite?

- Diagonalize [under congruence] the symmetric matrix A corresponding to $g$ [by applying $-R_{3} \rightarrow 2 R_{1}+R_{3}$ and $C_{3} \rightarrow 2 C_{1}+C_{3}$, and then $R_{3} \rightarrow R_{2}+R_{3}$ and $C_{3} \rightarrow C_{2}+C_{3}$ ):

$$
A=\left(\begin{array}{rrr}
1 & 0 & -2 \\
0 & 2 & -2 \\
-2 & -2 & 7
\end{array}\right) \rightarrow\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 2 & -2 \\
0 & -2 & 3
\end{array}\right) \rightarrow\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The diagonal representation of $q$ only contains positive entries, 1,2 , and 1 , on the diagonal; hence $q$ is . positive definite.
19.91 Let $q(x, y, z)=x^{2}+y^{2}+2 x z+4 y z+3 z^{2}$. Is $q$ positive definite?
I. Diagonalize (under congruence) the symmetric matrix $A$ corresponding to $q$ :

$$
A=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 2 \\
1 & 2 & 3
\end{array}\right) \rightarrow\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 2 \\
0 & 2 & 2
\end{array}\right) \rightarrow\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right)
$$

There is a negative entry -2 in the diagonal representation of $q$; hence $q$ is not posilive definite.
19.92 Show that $q(x, y)=a x^{2}+b x y+c y^{2}$ is positive definite if and only if the discriminate $D=b^{2}-4 a c<0$.
$\$ Suppose $y=(x, y) \neq 0$, say $y \neq 0$. Let $t=x / y$. Then $q(v)=y^{2}\left[a(x / y)^{2}+b(x / y)+c\right]=$ $y^{2}\left[a r^{2}+b t+c\right]$. However, $s=a t^{2}+b t+c$ lies above the $t$ axis, i.e., is positive for every value of $t$ if and only if $D=b^{2}-4 a c<0$. Thus $q$ is positive definite if and only if $D<0$.

Let $q(x, y)=x^{2}-4 x y+5 y^{2}$ - Is $q$ positive definite?
I Method 1. Diagonalize by completing the square: $g(x, y)=x^{2}-4 x y+4 y^{2}+5 y^{2}-4 y^{2}=(x-2 y)^{2}+$ $y^{2}=s^{2}+t^{2}$, where $s=x-2 y, t=y$. Thus $q$ is positive definite.

Method 2. Compute the discriminant $D=b^{2}-4 a c=16-2 \dot{0}=-4$. Since $D<0, q$ is positive definite.
19.94 Let $q(x, y)=x^{2}+6 x y+3 y^{2}$. Is $q$ positive definite?

- Method 1. Diagonalize by completing the square: $q(x, y)=x^{2}+6 x y+9 y^{2}+3 y^{2}-9 y^{2}=(x+3 y)^{2}-$ $6 y^{2}=s^{2}-6 r^{2}$, where $s=x+3 y, t=y$. Since -6 is negative, $q$ is not positive defmite.
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Method 2. Compute $D=b^{2}-4 a c=36-12=24$. Sisce $D>0, q$ is not posinive definite.
19.95 Let $f$ be the dot product on $\mathrm{R}^{n}$; that is, $f(u, v)=u \cdot y=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}$, where $u=\left(a_{i}\right)$ and $v=\left(b_{i}\right)$. Is $f$ positive definite?
I Note that $f$ is symmeinic since $f(u, v)=u \cdot v=v \cdot u=f(v, u)$. Furthermore, $f$ is positive definite because $f(u, u)=a_{2}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}>0$ when $u \neq 0$.
19.96 Prove Theorem 19.6.

I By Theorem 19.4, there is a basis $\left\{u_{1}, \ldots, u_{n}\right\}$ of $V$ in which $f$ is represented by a diagonal matrix, say, with $P$ positive and $N$ negative entries. Now suppose $\left\{w_{1}, \ldots, w_{n}\right\}$ is another basis of $V$ in which $f$ is represented by a diagonal matrix, say, with $P^{\prime}$ positive and $N^{\prime}$ negative entries. We can assume without loss of generality that the positive entries in each matrix appear first. Since $\operatorname{rank}(f)=P+N=P^{\prime}+N^{\prime}$, it suffices to prove that $P=P^{\prime}$.
Let $U$ be the linear span of $u_{1}, \ldots, u_{P}$ and let $W$ be the linear span of $w_{p+1}, \ldots, w_{n}$. Then $f(v, v)>0$ for every nonzero $v \in U$, and $f(v, v) \leq 0$ for every nonzero $v \in W$. Hence $U \cap W=\{0\}$. Note that $\operatorname{dim} U=P$ and $\operatorname{dim} W=n-P^{\prime}$. Thus $\operatorname{dim}(U+W)=\operatorname{dim} U+\operatorname{dim} W-\operatorname{dim}(U \cap W)=P+\left(n-P^{\prime}\right)-0=$ $P-P^{\prime}+n$. But $\operatorname{dim}\left(U+W^{\prime}\right) \leq \operatorname{dim} V=n$; hence $P-P^{\prime}+n \leq n$ or $P \leq P^{\prime}$. Similarly, $P^{\prime} \leq P$ and therefore $P=P^{\prime}$, as required.
Remark: The above theorem and proof depend only on the concept of positivity. Thus the theorem is true for any subfield $K$ of the real field $\mathbf{R}$.
19.97 An $n \times n$ real symmetric matrix $A$ is said to be posituve definite if $X^{\tau} A X>0$ for every nonzero [column] vector $X \in \mathbf{R}^{\text {n }}$, i.e., if $A$ is positive definite viewed as a bilinear form, Let $B$ be any real nonsingular matrix. Show that (a) $B^{T} B$ is symmetric and (b) $B^{\top} B$ is positive definite.
(a) $\left(B^{\top} B\right)^{T}=B^{T} B^{T T}=B^{T} B$; hence $B^{T} B$ is symmetric.
(b) Since $B$ is nonsingular, $B X \neq 0$ for any nonzero $X \in \mathbf{R}^{n}$. Hence the dot product of $B X$ with itself, $B X \cdot B X=(B X)^{T}(B X)$, is positive. Thus $X^{T}\left(B^{T} B\right) X=\left(X^{T} B^{T}\right)(B X)=(B X)^{T},(B X)>0$ as required.

### 19.7 ORTHOGONAL DIAGONALIZATION OF REAL QUADRATIC FORMS

Let $q$ be a quadratic form on Euclidean space $\mathbf{R}^{n}$ and let $A$ be the corresponding real symmetric matrix. Recall that a nonsingular matrix $P$ is orthogonal if $P^{\boldsymbol{T}}=\boldsymbol{P}^{-1}$. The following theorem, proved in Chapter 20 , shows that $q$ may be diagonalized by means of an orthogonal change of coordinates.

Theorem 19.8: Let $A$ be a real symmetric matrix. Then there exists an orthogonal matrix $P$ such that $B=P^{-1} A P=P^{\top} A P$ is diagonal.
19.98 Describe the algorithm which diagonalizes a quadratic form $q(X)$ on $\mathbf{R}^{\prime \prime}$ by means of an orthogonal change of coordinates $X=P Y$.

## I Orthogonal Diagonalization Algorithm

Step 1. Find the symmerric matrix $A$ which represents $q$ and find its characteristic polynomial $\Delta(t)$.
Step 2. Find the eigenvalues of $A$ which are the roots of $\Delta(t)$.
Step 3. For each eigenvalue $\lambda$ of $A$ in Step 2, find an orthogonal basis of its eigenspace.
Step 4. Normalize all eigenvectors in Step 3 which then forms an orthonormal basis of $\mathbf{R}^{n}$.
Step 5. Let $P$ be the matrix whose columns are the normalized eigenvectors in Step 4.
Then $X=P Y$ is the required orthogonal change of coordinates, and the diagonal entries of $P^{\top} A P$ will be the eigenvalues $\lambda_{1}, \ldots, \lambda_{m}$ which correspond to the columns of $P$.

Remark: Theorem 20.6 guarantiees that the eigenvectors belonging to distinct eigenvalues are orthogonal.
19.99 Find an orthogonal change of coordinates which diagonalizes the real quadratic form $q(x, y)=2 x^{2}-4 x y+5 y^{2}$.

I First find the symmetric matrix $A$ representing $q$ and then its characteristic polynomial $\Delta(t)$ :

$$
A=\left(\begin{array}{rr}
2 & -2 \\
-2 & 5
\end{array}\right) \quad \text { and } \quad \Delta(t)=|1 t-A|=\left|\begin{array}{cc}
t-2 & 2 \\
2 & t-5
\end{array}\right|=(t-6)(t-1)
$$

The eigenvalues of $A$ are 6 and 1. Substitute $t=6$ into the matrix $1 I-A$ to obtain the corresponding homogeneous system of linear equations $4 x+2 y=0,2 x+y=0$. A nonzero solution is $v_{1}=(1,-2)$. Next substitute $s=1$ into the matrix $\quad 11-A$ fo find the corresponding homogeneous system $-x+2 y=$ $0,2 x-4 y=0$. A nonzera solution is $v_{2}=(2,1)$. Normalize $v_{1}^{\prime}$ and $v_{2}$ to obtain the orthonormal basis ( $\left.u_{1}=(1 / \sqrt{5},-2 / \sqrt{5}), u_{2}=(2 / \sqrt{5}, 1 / \sqrt{5})\right)$. Finally let $P$ be the matrix whose columns are $u_{1}$ and $u_{2}$, respectively. Then

$$
P=\left(\begin{array}{rr}
1 / \sqrt{5} & 2 / \sqrt{5} \\
-2 / \sqrt{5} & 1 / \sqrt{5}
\end{array}\right) \quad \text { and } \quad P^{\prime} A P=\left(\begin{array}{ll}
6 & 0 \\
0 & 1
\end{array}\right)
$$

Thus the required orthogonal change of coordinates is

$$
\binom{x}{y}=P\binom{x^{\prime}}{y^{\prime}} \quad \text { that is, } \quad \begin{aligned}
& x \\
& =
\end{aligned} \frac{x^{\prime}}{\sqrt{5}}+\frac{2 y^{\prime}}{\sqrt{5}}, \quad y=\frac{-2 x^{\prime}}{\sqrt{5}}+\frac{y^{\prime}}{\sqrt{5}} .
$$

Under this change of coordinates $q$ is transformed into the diagonal form $q\left(x^{\prime}, y\right)=6 x^{\prime 2}+y^{\prime 2}$. Note that the diagonal entries of $q$ are the eigenvalues of $A$.
19.100 Find the signature of the above quadratic form $q$.
$\int$ Since both diagonal entries are positive, $P=2, N=0$; hence $\operatorname{Sig}(q)=2-0=2$.
19.101 Let $C$ be the quadratic curve $2 x^{2}-4 x y+5 y^{2}=6$. Plot $C$ in the coordinate piane $R^{2}$. What kind of conic section is $C$ ?
T The change-of-basis matrix $P$ in Problem 19.99 determines a new coordinate system for $\mathbf{R}^{2}$ with the new axis $x^{\prime}$ in the direction of the eigenvector $u_{1}=(1 / \sqrt{5},-2 / \sqrt{5})$ [or $v_{1}=(1,-2)$ ] and the new axis $y^{\prime}$ in the direction of the eigenvector. $u_{2}=(2 / \sqrt{5}, 1 / \sqrt{5})$ for $\left.y_{2}=(2,1)\right]$. The equation of $C$ with respect to the new coordinate system is $6 x^{\prime 2}+y^{\prime 2}=6$. The graph is an elipse intersecting the $x^{\prime}$ axis at $\pm 1$ and intersecting the $y$ axis at $\pm \sqrt{6}= \pm 2.3$, as in Fig. 19-1.


Fig. 19-1
19.102 Let $q(x, y)=x^{2}+4 x y+y^{2}$. Find an onhogonat change of coordinates which diagonalizes $q$.
$\boldsymbol{I}$ First find the symmetric matrix $A$ representing $q$ and then its characteristic polynomial $\Delta(t)$ :

$$
A=\left(\begin{array}{ll}
1 & 2 \\
2 & 1
\end{array}\right) \quad \text { and } \quad \dot{\Delta}(0)=|t|-A\left|=\left|\begin{array}{cc}
k-1 & -2 \\
-2 & t-1
\end{array}\right|=t^{2}-2 t-3=(t-3)(s+1)\right.
$$

Thus the eigenvalues of $A$ are 3 and -1 . Substitute $t=3$. into the matrix $I I-A$ to obtain the corresponding homogeneous system of linear equations. $2 x-2 y=0,-2 x+2 y=0$. A nonzero solution is $v_{1}=(1,1)$.
Next substitute $t=-1$ into the matrix $I I-A$ to obtain the corresponding homogeneous system of linear equations $-2 x-2 y=0,-2 x-2 y=0$. A nonzero solution is $v_{2}=(1,-1)$.
Normalize $v_{1}$ and $v_{2}$ to obtain the orthonormal basis $\left\{u_{1}=(1 / \sqrt{2}, 1 / \sqrt{2}), u_{2}=(-1 / \sqrt{2}, 1 / \sqrt{2})\right\}$. Finally let $P$ be the matrix whose columns are $u_{1}$ and $u_{2}$, respectively; then

$$
P=\left(\begin{array}{rr}
1 / \sqrt{2} & -1 / \sqrt{2} \\
1 / \sqrt{2} & 1 / \sqrt{2}
\end{array}\right) \quad \text { and } \quad P^{\top} A P=\left(\begin{array}{rr}
3 & 0 \\
0 & -1
\end{array}\right)
$$

Thus the required orthogonal change of coordinates is

$$
\binom{x}{y}=P\binom{x^{\prime}}{y^{\prime}} \quad \text { or } \quad \begin{aligned}
& x=\frac{x^{\prime}}{\sqrt{2}}-\frac{y^{\prime}}{\sqrt{2}} \\
& y=\frac{x^{\prime}}{\sqrt{2}}+\frac{y^{\prime}}{\sqrt{2}}
\end{aligned}
$$

Under this change of coordinates, $q$ is transformed into the diagonal form $q\left(x^{\prime}, y^{\prime}\right)=3 x^{\prime 2}-y^{\prime 2}$. [Note that the diagonal entries of $q$ are the eigenvalues of $A$.]
19.103 Find the signature of the above quadratic form $q$.

Since one diagonal entry is positive and one is negative, $P=1$ and $N=1$. Thus $\operatorname{Sig}(q)=P-N=$ $1-1=0$.
19.104 Let $C$ be the curve $x^{2}+4 x y+y^{2}=3$. Plot $C$ in the coordinate plane $R^{2}$. What kind of conic section is C?
1 Plot the iransformed equation $3 x^{\prime 2}-y^{\prime 2}=3$ in the plane $\mathrm{R}^{2}$ with respect to a new axis $x^{\prime}$ in the direction of the eigenvector $u_{1}=(1 / \sqrt{2}, 1 / \sqrt{2})$ [or $\left.v_{1}=(1,1)\right]$ and a new axis $y^{\prime}$ in the direction of the eigenvector $u_{2}=(-1 / \sqrt{2}, 1 / \sqrt{2}) \cdot\left[\right.$ or $\left.v_{2}=(-1,1)\right]$. The graph is a hyperbola with vertices on the $x^{\prime}$ axis at $x^{\prime}= \pm 1$, as pictured in Fig. 19-2. [The asymptotes are $y^{\prime}= \pm \sqrt{6} x^{\prime}$.]


Fig. 19-2
19.105 Let $q(x, y)=3 x^{2}-6 x y+11 y^{2}$. Find an orthogonal change of coordinates which diagonalizes $q$ -

IF Find the symmetric matnx $A$ representing $q$ and its characteristic polynomial $\Delta(t)$ :

$$
A=\left(\begin{array}{rr}
3 & -3 \\
-3 & 11
\end{array}\right) \quad \text { and } \quad \Delta(t)=\left|\begin{array}{cc}
t-3 & 3 \\
3 & t-1 t
\end{array}\right|=t^{2}-14 t+24=(t-2)(t-12)
$$

The eigenvalues are 2 and 12 ; hence a diagonal form of $q$ is $q\left(x^{\prime}, y^{\prime}\right)=2 x^{\prime 2}+12 y^{\prime 2}$. The corresponding change of coordinates is obtained by finding a corresponding set of eigenvectors of $A$.
Set $t=2$ into the matrix $t-A$ to obtain the homogeneous system $-x+3 y=0,3 x-9 y=0$. A nonzero solution is $v_{1}=(3,1)$. Next substitute $t=12$ into the matrix $t I-A$ to obtain the tromogeneous system $9 x+3 y=0,3 x+y=0$. A nonzero solution is $v_{2}=(-1,3)$. Normalize $v_{1}$ and $v_{2}$ to obtain the orthonormal basis $u_{1}=(3 / \sqrt{10}, 1 / \sqrt{10}), u_{2}=(-1 / \sqrt{10}, 3 / \sqrt{10})$. The change-of-basis matrix $P$ and the required change of coordinates follow:

$$
P=\left(\begin{array}{cc}
3 / \sqrt{10} & -1 / \sqrt{10} \\
1 / \sqrt{10} & 3 / \sqrt{10}
\end{array}\right) \quad \text { and } \quad\binom{x}{y}=P\binom{x^{\prime}}{y^{\prime}} \quad \text { or } \quad x=\frac{3 x^{\prime}-y^{\prime}}{\sqrt{10}} \quad \begin{aligned}
& y=\frac{x^{\prime}+3 y^{\prime}}{\sqrt{10}}
\end{aligned}
$$

One can also express $x^{\prime}$ and $y^{\prime}$ in terms of $x$ and $y$ by using $P^{-t}=P^{T}$, that is,

$$
x^{\prime}=\frac{3 x+y}{\sqrt{10}} \quad y^{\prime}=\frac{-x-3 y}{\sqrt{10}}
$$

Problems $19.106-19.112$ refer to and orthogonally diagonalize the quadratic form. $q(x, y, z)=3 x^{2}+2 x y+$ $3 y^{2}+2 x z+2 y z+3 z^{2}$.
19.106 Find the symmetric matrix $A$ which represents $q$ and its characteristic polynomial $\Delta(t)$.
$i \quad A=\left(\begin{array}{lll}3 & 1 & 1 \\ 1 & 3 & 1 \\ 1 & 1 & 3\end{array}\right) \quad$ and $\quad \Delta(t)=\left|\begin{array}{ccc}t-3 & -1 & -1 \\ -1 & t-3 & -1 \\ -1 & -1 & t-3\end{array}\right|=t^{3}-9 t^{2}+24 t-20$.
19.107 Find the eigenvatues of $A$ or, in other words, the roots of $\Delta(t)$.

If $\Delta(t)$ has a rational root it must divide the constant 20 , i.e., it must be among $\pm 1, \pm 2, \pm 4, \pm 10, \pm 20$. Testing $t=2$ we get

$$
2 \begin{array}{r}
1-9+24-20 \\
2-14+20
\end{array}
$$

Thus $\Delta(t)=(t-2)\left(t^{2}-7 t+10\right)=(t-2)^{2}(t-5)$. Hence the eigenvalues of $A$ are 2 (with multiplicity two] and 5 (with multiplicity one).
19.108 Find an orthogonal basis of the eigenspace $E_{2}$ of the eigenvalue $\lambda=2$.

1 Subtract $t=2$ down the diagonat of $A$ to obtain the corresponding homogeneous system $x+y+z=$ $0, x+y+z=0, x+y+z=0$. That is, $x+y+z=0$. The system has two independent solutions. One such solution is $v_{1}=(0,1,-1)$. We seek a second solution $v_{2}=(a, b, c)$ which is orthogonal to $v_{1}$; that is, such that $a+b+c=0$ and also $b-c=0$. For example, $v_{2}=(2,-1,-1)$. Thus $v_{1}=$ $(0,1,-1), \quad v_{2}=(2,-1,-1)$ is an orthogonal basis of $E_{2}$.
19.109 Find an eigenvector $v_{3}$ belonging to the eigenvalue $\lambda=5$.

1 Subtract $t=5$ down the diagonal of $A$ to obtain the corresponding homogeneous system $-2 x+y+$ $z=0, x-2 y+z=0, \quad x+y-2 z=0$. This system yields a nonzero solution $v_{3}=(1,1,1)$.
(Remark: As expected from Theorem 20.6. $u_{3}$ is orthogonal to both $v_{1}$ and $v_{2}$; hence $\left\{v_{1}, v_{2}, v_{3}\right\}$ is an orthogonal basis of $\mathbf{R}^{3}:$
19.110 Find an orthogonal change of coordinates which diagonalizes $q$.

I Normalize $v_{1}, v_{2}, v_{3}$ to obtain the orthonormal basis: $u_{1}=(0,1 / \sqrt{2},-1 / \sqrt{2}), u_{2}=(2 / \sqrt{6},-1 / \sqrt{6}$, $-1 / \sqrt{6}), u_{3}=(1 / \sqrt{3}, 1 / \sqrt{3}, 1 / \sqrt{3})$. Let $P$ be the matrix whose columns are $u_{1}, u_{2}, u_{3}$. Then

$$
P=\left(\begin{array}{ccc}
0 & 2 / \sqrt{6} & 1 / \sqrt{3} \\
1 / \sqrt{2} & -1 / \sqrt{6} & 1 / \sqrt{3} \\
-1 / \sqrt{2} & -1 / \sqrt{6} & 1 / \sqrt{3}
\end{array}\right) . \quad \text { and } \quad P^{T} A P=\left(\begin{array}{lll}
2 & & \\
& 2 & \\
& & 5
\end{array}\right)
$$

Thus the required orthogonal change of coordinates is

$$
\begin{aligned}
& x=\quad \frac{2 y^{\prime}}{\sqrt{6}}+\frac{z^{\prime}}{\sqrt{3}} \\
& y=\frac{x^{\prime}}{\sqrt{2}}-\frac{y^{\prime}}{\sqrt{6}}+\frac{z^{\prime}}{\sqrt{3}} \\
& z=-\frac{x^{\prime}}{\sqrt{2}}-y^{\prime}+\frac{z^{\prime}}{\sqrt{3}}
\end{aligned}
$$

Under this change of coordinates, $q$ is transformed into the diagonal form $q\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=2 x^{\prime 2}+2 y^{\prime 2}+5 z^{\prime 2}$.
19.111 Find the signature of $q$.

I Since there are three positive diagonal entries and no negative diagonal entries, $P=3, N=0$. Thus $\operatorname{Sig}(q)=P-N=3-0=3$.
19.112 Describe the surface $3 x^{2}+2 x y+3 y^{2}+2 x y+2 y z+3 z^{2}=1$.

I Under the above change of coordinates the equation of the surface is $2 x^{\prime 2}+2 y^{\prime 2}+5 z^{\prime 2}=1$. Thus the surface is an ellipsoid.

### 19.8 HERMITIAN FORMS

This section assumes that $V$ is a vector space over the complex field $C$. [As usual, $\tilde{k}$ denotes the complex conjugate of $k \in \mathbf{C}$.]

Remark: If $A=\left(a_{i i}\right)$ is an $n \times n$ matrix over $\mathbf{C}$, then we write $\bar{A}$ for the matrix obtained by taking the complex conjugate of every entry of $A$, that is, $\bar{A}=\left(\bar{a}_{i j}\right)$. We also write $A^{*}$ for $\bar{A}^{T}=\bar{A}^{T}$. That is, $A^{*}$ is the conjugate transpose of $A$.
19.113 Consider the following matrices:

$$
A=\left(\begin{array}{cc}
2+3 i & 5-4 i \\
6+7 i & 1+9 i
\end{array}\right) \quad B=\left(\begin{array}{cc}
6-2 i & 7 i \\
16 & 2-5 i
\end{array}\right) . \quad C=\left(\begin{array}{rrr}
3 & 5 & -4 \\
2 & 7 & -5 \\
-5 & 6 & 8
\end{array}\right)
$$

Find $A^{*}, B^{*}$, and $C^{*}$.
I In each case, take the transpose of the matrix and then the conjugate of each element or, equivalently, take the conjugate of each element and then the transpose of the matrix. This yields

$$
A^{*}=\left(\begin{array}{cc}
2-3 i & 6-7 i \\
5+4 i & 1-9 i
\end{array}\right) . \quad B^{*}=\left(\begin{array}{cc}
6+2 i & 16 \\
-7 i & 2+5 i
\end{array}\right) \quad C^{*}=\left(\begin{array}{rrr}
3 & 2 & -5 \\
5 & 7 & 6 \\
-4 & -5 & 8
\end{array}\right)
$$

[Observe that if a matrix $M$ is real, then $M^{*}$ is simply the transpose of $M$. ]
19.114 Define a Hermitian matrix.

I A matrix $H$ is Hermitian if $H^{*}=H$; i.e., if $H$ is equal to its conjugate transpose. [This property is analogous to a matrix being symmetric in the real case.]

Problems 19:1]5-19.117 refer to the following matrices:

$$
A=\left(\begin{array}{ccc}
2 & 2+3 i & 4-5 i \\
2-3 i & 5 & 6+2 i \\
4+5 i & 6-2 i & -7
\end{array}\right) \quad B=\left(\begin{array}{ccc}
3 & 2-i & 4+i \\
2-i & 6 & i \\
4+i & i & 3
\end{array}\right) \quad C=\left(\begin{array}{rrr}
4 & -3 & 5 \\
-3 & 2 & 1 \\
5 & 1 & -6
\end{array}\right)
$$

19.115 is A Hermitian?

I $A$ is Hermitian since it is equal to its conjugate transpose.
19.116 is B Hermitian?

I $B$ is not Hermitian, even though it is symmetric.
$\div$
19.177 is $C$ Hermitian?

I $C$ is Hermitian. In fact, a real matrix is Hermitian if and only if it is symmetric.
19.118 Define a Hermitian form on a vector space $V$ over the complex field $C$.

1 A Hermitian form on $V$ is a mapping $f: V \times V \rightarrow \mathrm{C}$ which satisfies
(i) $f\left(a u_{1}+b u_{2}, v\right)=a f\left(u_{1}, v\right)+b f\left(u_{2}, v\right)$
(ii) $f(u, v)=\overline{f(v, u)}$
where $a, b \in C$ and $u_{i}, v \in V$.
19.119 Suppose $f$ is a Hermitian form on $V$. Show that
(iii) $f\left(u, a v_{1}+b v_{2}\right)=\bar{a} f\left(u, v_{i}\right)+\bar{b} f\left(u_{1} v_{2}\right)$

- I We have

$$
\left.f\left(u_{1} a v_{1}+b v_{2}\right)=\overline{f\left(a v_{1}\right.}+b v_{2}, u\right)=\overline{a f\left(v_{1}, u\right)+\bar{b} f\left(v_{2}, u\right)}=\bar{a} \overline{f\left(v_{1}, u\right)}+\bar{b} \overline{f\left(v_{2}, u\right)}=\bar{a} f\left(u, v_{1}\right)+\bar{b} f\left(u, v_{2}\right)
$$

Remark: As before, we express condition (i) by saying $f$ is linear in the first variable. On the other hand, we express condition (iii) by saying $f$ is conjugate linear in the second variable.
19.120 Suppose $f$ is a Hermitian form on $V$. Show that $f(v, v)$ is real for any $v \in V$.

I-By condition (ii), $f(v, v)=\overline{f(v, v)}$. Thus $f(v, v)$ is real.
19.121 Let $A$ be a Hermitian matrix. Show that $f$ is a Hermitian form on $\mathbf{C}^{n}$ where $f$ is defined by $f(X, Y)=X^{\top} A \bar{Y}$.

1 For all $a, b \in \mathrm{C}$ and all $X_{1}, X_{2}, X_{2}, Y \in C^{n}, f\left(a X_{1}+b X_{2}, Y\right)=\left(a X_{1}+b X_{2}\right)^{\top} A \bar{Y}=\left(a X_{3}^{T}+\right.$ $\left.b X_{2}^{T}\right) A \bar{Y}=a X_{1}^{T} A \bar{Y}+b X_{2}^{T} A \bar{Y}=a f\left(X_{1}, Y\right)+b f\left(X_{2}, Y\right)$. Hence $f$ is linear in the first variable. Allso, $\overline{f(X, Y)}=\overline{X^{\top} A \bar{Y}}=\overline{\left(X^{\top} A \bar{Y}\right)^{T}}=\overline{\bar{Y}^{\top} A^{\top} X}=Y^{\top} A^{*} \bar{X}=Y^{\top} A \bar{X}=f(Y, X)$. Hence $f$ is a Hermitian form on $\mathrm{C}^{n}$. [Remark: We use the fact that $X^{T} A \bar{Y}$ is a sealar and so it is equal to its transpose.]
19.122 Define a Hermitian quadratic form.

I Let $f$ be a Hermitian form on $V$. The mapping $q: V \rightarrow \mathbf{R}$ defined by $q(v)=f(v, v)$ is called the Hermitian quadratic form or complex quadratic form associated with the Hermitian form $f$. Moreover, one can obtain $f$ from $q$ according to the following identity called the palar form of $f: \quad f(u, v)=\frac{1}{4}(q(u+v)$ $-q(u-v))+\frac{1}{4}(q(u+i v)-q(u-i v))$.
19.123 Define a nonnegative semidefinite and a positive definite Hermitian form.

1 A Hermitian form $f$ and its quadratic form $q$ are said to be nonnegative semidefinite if $q(v)=f(v, v) \geq 0$ for every $v \in V$, and are said to be posilive defnise if $q(v)=f(v, v)>0$ for every $v \neq 0$.
19.124 Let $f$ be the dot product on $C^{n}$; that is, for $u=\left(z_{i}\right), v=\left\{w_{i}\right\} \in \mathcal{C}^{n}$, let $f(u, u)=u \cdot v=z_{1} \bar{w}_{1}+z_{2} \bar{w}_{2}$ $+\cdots+x_{n} \bar{w}_{n}$. Is $f$ a Hermitian form? Is $f$ positive definite?

1 The mapping $f$ is a Hermitian form on $\mathbf{C}^{n}$ since it satisfies properties (i) and (ii) for a Hermitian form. Moreover, $f$ is positive definite since, for any $v \neq 0, f(u, u)=z_{1} \bar{z}_{1}+z_{2} \bar{z}_{2}+\cdots+z_{n} \bar{z}_{n}=\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}+\cdots+$ $\left|z_{n}\right|^{2}>0$.

Remark:- Every complex innes product on a vector space $\boldsymbol{V}$ over $\mathbf{C}$ is a positive definite Hermitian form and. conversely, any positive definite Hemiaian form on $V$ over $C$ defines an inner product by $f(u, v)=\langle u, v\rangle$
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19.125 Define the matrix representation of a Hermitian form $f$ on $V$ relative to a basis $S=\left\{e_{1}, \ldots, e_{n}\right\}$ of $V$.

1 The matrix $H=\left(h_{i j}\right)$ where $h_{i j}=f\left(e_{i} ; e_{j}\right)$ is called the matrix representation of $f$ in the basis $\left(e_{i}\right\}$. By (ii), $f\left(e_{i}, e_{j}\right)=\overline{f\left(e_{j}, e_{i}\right)}$; hence $H$ is Hermitian and, in particular, the diagonal entries of $H$ are real. Thus any diagonal representation of $f$ contains only real entries:
19.126 Let $f$ be a Hermitian form on $V$. Let $H$ be the matrix of $f$ in a basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $V$. Show that $f(u, v)=[u]^{T} H[\bar{v}]$ for all $u, v \in V$. [As usual, $[u]$ denotes the coordinate vector on $u$ in the given basis.]
1 Suppose $u=a_{1} e_{1}+a_{2} e_{2}+\cdots+a_{n} e_{n}$ and $v=b_{1} e_{2}+b_{2} e_{2}+\cdots+b_{n} e_{n}$. Then, as required,

$$
\begin{aligned}
f(u, v) & =f\left(a_{1} e_{1}+\cdots+a_{n} e_{n}, b_{1} e_{k}+\cdots+b_{n} e_{n}\right) \\
& \left.=\sum_{i, j} a_{i} \bar{b}_{i} f\left(e_{i}, e_{i}\right)=\left(a_{1}, \ldots, a_{n}\right) H\left(\begin{array}{c}
\bar{b}_{1} \\
\bar{b}_{2} \\
\vdots \\
\dot{b}_{n}
\end{array}\right)=[u]^{T} H \bar{v}\right]
\end{aligned}
$$

19.127 Let $P$ be the change-of-basis matrix from a basis $S$ of $V$ to a new basis $S$. Let $H$ be the matrix of a Hermitian form $f$ in the original basis $S$. Show that $B=P^{\top} H \bar{P}=Q^{*} H Q$, where $Q=\bar{P}$, is the matrix of $f$ in the new basis. $S^{\prime}$.
\| Let $u, \dot{v} \in V$. Sinee $P$ is the change-of-basis matrix from $S$ to $S^{\prime}$, we have $P[u]_{s}=[u]_{s}$ and
$P[v]_{s}=[v]_{s} ;$ hence $[u]_{s}^{T}=[u]_{s}^{T} P^{T}$ and $[v]_{s}=\bar{P}[v]_{s}$. Thus, by Problem 19.126, $f(u, v)=$
$[u]_{s}^{]_{s}} H[\bar{v}]_{s}=[u]_{S}^{T} P^{T} H \bar{P}[\bar{v}]_{s .}$. But $u$ and $v$ are arbitrary elements of $V$; hence $P^{\top} H \tilde{P}$ is the matrix of $f$ in the new basis $S^{\prime}$.

Remart: The main structure theorem for Hermitian forms is the following theorem which is the complex analog of Theorem 19.4 on real symmetric bilinear forms.

Theorem 19.9: Let $f$ be a Hermitian form on $V$.. Then there exists a basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $V$ in which $f$ is represented by a diagonal matrix, i.e., $f\left(e_{i}, e_{j}\right)=0$ for $i \neq j$. Moreover, every diagonal representation of $f$ has the same number $P$ of positive entries and the same number $N$ of negative entries. The difference $S=P-N$ is called the signature of $f$.
19.128 The three elementary row operations and their corresponding column operations are as follows:
$\left[\begin{array}{ll}{\left[a_{1}\right]} \\ {\left[b_{1}\right]} & R_{i} \leftrightarrow R_{j} \\ C_{i} \leftrightarrow C_{j}\end{array}\right.$
[ $\left.a_{2}\right] \quad R_{i} \rightarrow k R_{i}, k \neq 0$
$\left[\begin{array}{ll}\left.a_{3}\right] & R_{i} \rightarrow k R_{j}+R_{i} \\ \end{array}\right.$
$\left[b_{2}\right] \quad C_{i} \rightarrow k C_{i}, k \neq 0$
$\left[b_{3}\right] \quad C_{i} \rightarrow k C_{j}+C_{i}$

Define the corresponding Hermitian column operations.
I Here the constant $k$ is replaced by its conjugate $\bar{k}$; that is,

$$
\left[c_{1}\right] \quad C_{i} \leftrightarrow C_{j} \quad\left[c_{2}\right] \quad C_{i} \rightarrow \bar{k} C_{i}, \bar{k} \neq 0 \quad\left[c_{3}\right] \quad C_{i} \rightarrow \bar{k} C_{j}+C_{i}
$$

19.129 Let $H=\left(\begin{array}{ccc}1 & 1+i & 2 i \\ 1-i & 4 & 2-3 i \\ -2 i & 2+3 i & 7\end{array}\right)$, a Hermitian matrix. Find a nonsingular matrix $P$ such that $P^{T} H \bar{P}$ is diagonal.
1 First form the block matrix $(H, I)$ :

$$
\left(\begin{array}{ccc|ccc}
1 & 1+i & 2 i & 1 & 0 & 0 \\
1-i & 4 & 2-3 i & 0 & 1 & 0 \\
-2 i & 2+3 i & 7 & 0 & 0 & 1
\end{array}\right)
$$

Apply the row operalions $R_{2} \rightarrow(-1+i) R_{1}+R_{2}$ and $R_{3} \rightarrow 2 i R_{1}+R_{3}$ to $(A, I)$ and then the
corresponding "Hermitian column operations" [see Problem 19.128] $C_{2} \rightarrow(-1-i) C_{1}+C_{2}$ and $C_{3} \rightarrow-2 i C_{1}+C_{3}$ to $A$ to obtain

$$
\left(\begin{array}{ccc:ccc}
1 & 1+i & 2 i & 1 & 0 & 0 \\
0 & 2 & -5 i & -1+i & 1 & 0 \\
0 & 5 i & 3 & 2 i & 0 & 1
\end{array}\right) \text { and then }\left(\begin{array}{ccc:ccc}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 2 & -5 i & -1+i & 1 & 0 \\
0 & 5 i & 3 & 2 i & 0 & 1
\end{array}\right)
$$

Next apply the row operation $R_{3} \rightarrow--5 i R_{2}+2 R_{3}$ and the corresponding Hermitian column operation $C_{3} \rightarrow 5 i C_{2}+2 C_{3}$ to obtain

$$
\left(\begin{array}{ccc:ccc}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 2 & -5 i & -1+i & 1 & 0 \\
0 & 0 & -19 & 5+9 i & -5 i & 2
\end{array}\right) \text { and then }\left(\begin{array}{ccc:ccc}
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 2 & 0 & -1+i & 1 & 0 \\
0 & 0 & -38 & 5+9 i & -5 i & 2
\end{array}\right)
$$

Now $H$. has been diagonalized. Set

$$
P=\left(\begin{array}{ccc}
1 & -1+i & 5+9 i \\
0 & 1 & -5 i \\
0 & 0 & 2
\end{array}\right) \quad \text { and then } \quad P^{\tau} H \bar{P}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & -38
\end{array}\right) .
$$

19.130 Find the signature of the Hermitian matrix $H$ in Problem 19.129.

1 There are two positive entries, $i$ and 2 , and one negative entry, -38 , on the diagonal representation of $H$; hence $P=2$ and $N=1$. Thus $\operatorname{Sig}(H)=P-N=2-1=1$.

### 19.9 MULTKLINEARITẎ AND DETERMINANTS

19.131 Define a multilinear form and an alternating multilinear form on a vector space $V$ over a field $K$. - A mapping $f: \overbrace{V \times V \times \cdots \times V}^{m \text { times }} \rightarrow K$ is called a muhtilinear [or minear\} form on $V$ if $f$ is linear in each variable, i.e., for $i=1, \ldots, m, f(\ldots, \widehat{a u+b}, \ldots)=a f\left(\ldots, \hat{u_{1}}, \ldots\right)+b f(\ldots, \hat{v}, \ldots)$ where ${ }^{\text {n }}$ denotes the $i$ th component, and other components are held fixed. An $m$-linear form $f$ is said to be alternating if $f\left(v_{1}, \ldots, v_{m}\right)=0$ whenever $v_{i}=v_{k}, i \neq k$.
19.132 Let $A$ be an $n$-square matrix over a field $K$. Then $A$ may be viewed as an $n$-tuple of its row vectors, say, $A_{1}, A_{2}, \ldots, A_{n}$; that is, $A=\left(A_{1} ; A_{2}, \ldots, A_{n}\right)$. Show that the determinant function is multilinear [with respect to the rows of $A$.

I Let $D$ be the determinant function; i.e., $D(A)=D\left(A_{1}, A_{2}, \ldots, A_{n}\right)=|A|$. Suppose $A=\left(a_{i j}\right)$ and suppose for a fixed $i, A_{i}=B_{i}+C_{i}$, where $B_{i}=\left(b_{1}, \ldots, b_{n}\right)$ and $C_{i}=\left(c_{1}, \ldots, c_{n}\right)$. Accordingly, $a_{i 1}=b_{1}+c_{1}, a_{i z}=b_{2}+c_{2}, \ldots, a_{i n}=b_{n}+c_{n}$. Expanding $D(A)=|A|$ by the $i$ th row,

$$
\begin{aligned}
D(A) & =D\left(A_{1}, \ldots, B_{i}+c_{i}, \ldots, A_{n}\right)=a_{i n} A_{i 1}+a_{i 2} A_{i 2}+\cdots+a_{i n} A_{i n} \\
& =\left(b_{1}+c_{2}\right) A_{i n}+\left(b_{2}+c_{2}\right) A_{i 2}+\cdots+\left(b_{n}+c_{n}\right) A_{i n} \\
& =\left(b_{1} A_{i 1}+b_{2} A_{i 2}+\cdots+b_{n} A_{i n}\right)+\left(c_{1} A_{i 1}+c_{2} A_{i 2}+\cdots+c_{n} A_{i n}\right)
\end{aligned}
$$

However, the two sums above are the determinants of the matrices obtained from $A$ by replacing the ith row by $B_{i}$ and $C_{i}$, respectively. That is, $D(A)=D\left(A_{1}, \ldots, B_{i}+C_{i}, \ldots, A_{n}\right)=D\left(A_{1}, \ldots, B_{i}, \ldots, A_{n}\right)$ $+D\left(A_{1}, \ldots, C_{i}, \ldots, A_{n}\right)$. Furthermore, since multiplying a row by a scalar $k$ multiplies the determinant by $k$, we have $D\left(A_{1}, \ldots, k A_{i}, \ldots, A_{n}\right)=k D\left(A_{1}, \ldots, A_{i}, \ldots, A_{n}\right)$. Thus $D$ is mutilinear.
19.133 Is the determinant an alternating form?
$f$ Yes, since a matrix with two identical rows has zero deteminant.

Theorem 19.10: Let $\mathscr{A}$ denote the set of $n$-square matrices over a field $K$. There exists a unique function $D: s f \rightarrow K$ such that (i) $D$ is mukilinear, (ii) $D$ is ahernating, (iii) $D(f)=1$. This function $D$ is none other than the deteminant funcion; i.e., for any matrix $A \in \mathscr{A}$, $D(A)=|A|$.

[^1]I By Problem 19.132 and results in Chapter 5，the determinant function does satisfy conditions（i），（ii）， and（iii）．Thus we need only prove the uniqueness of $D$ ．

Suppose $D$ satisfies（i），（ii），and（iii）．If $\left\{e_{i}, \ldots, e_{n}\right\}$ is the usual basis of $K^{n}$ ，then by（iii）， $D\left(e_{1}, e_{2}, \ldots, e_{n}\right)=D(I)=1$ ．Using（ii）we also have

$$
\begin{equation*}
D\left(e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{n}}\right)=\operatorname{sgn} \sigma \quad \text { where } \sigma=i_{1} i_{2} \ldots i_{n} \tag{1}
\end{equation*}
$$

Now suppose $A=\left(a_{i j}\right)$ ．Observe that the $k$ th row $A_{k}$ of $A$ is $A_{k}=\left(a_{k 1}, a_{k 2}, \ldots, a_{k n}\right)=a_{k 1} e_{1}+a_{k 2} e_{2}+$ $\cdots+a_{k n} e_{n}$ ．Thus $D(A)=D\left(a_{11} e_{1}+\cdots+a_{1 n} e_{n}, a_{21} e_{1}+\cdots+a_{2 n} e_{n}, \cdots, a_{n 1} e_{1}+\cdots+a_{n n} e_{n}\right)$ ．Using the mutilinearity of $D$ ，we can write $D(A)$ as a sum of terms of the form
where the sum is summed over all sequences $i_{1} i_{2} \ldots i_{m}$ where $i_{k} \in\{1, \ldots, n\}$ ．If two of the indices are equal，say $\cdot i_{j}=i_{k}$ but $j \neq k$ ，then by（ii），$D\left(e_{i_{i}}, e_{i_{2}}, \ldots, e_{i_{k}}\right)=0$ ．Accordingly，the sum in（2）need only be summed over all permutations $\sigma=i_{1} i_{2} \ldots i_{n}$ ．Using（i），we finally have that

$$
\begin{aligned}
D(A) & =\sum_{\sigma}\left(a_{1 i_{1}} a_{2 i_{2}} \ldots a_{n i_{i}}\right) D\left(e_{i,}, e_{i 2}, \ldots, e_{i_{n}}\right) \\
& =\sum_{v}(\operatorname{sgn} \sigma) a_{1 i_{1}} a_{2 i_{2}} \ldots a_{n i_{n}} \quad \text { where } \dot{\sigma}=i_{1} i_{2} \ldots i_{n}
\end{aligned}
$$

Hence $D$ is the determinant function and so the theoremis proved，

This chapter investigates the space $A(V)$ of linear operators $T$ on an inner product space $V$. [See Chapter 14.] Thus the base field $K$ is either the real field $\mathbf{R}$ or the complex field $\mathbf{C}$. In fact, different terminology will be used for the real case and for the complex case. We also use the fact that the inner product on Euclidean space $\mathbf{R}^{n}$ may be defined by $\langle u, v\rangle=u^{T} v$ and that the inner product on complex Euclidean space $\mathbf{C}^{\pi}$ may be defined by $\langle u, v\}=u^{\tau} \bar{v}$ where $u$ and $v$ are column vectors.

### 20.1 ADJOINT OPERATORS

20.1 Define the adjoint operator.

I A linear operator $T$ on an inner product space $V$ is said to have an adjoint operator $T^{*}$ on $V$ if $\langle T(u), v\rangle=\left\{u, T^{*}(v)\right)$ for every $u, v \in V$.

20:2 Let $A$ be a real $n$-square matrix viewed as a linear operator on $\mathbf{R}^{\boldsymbol{n}}$. Show that $A^{T}$ is the adjoint of $A$ :

- IFor every $u, v \in \mathbf{R}^{n},\langle A u, v\rangle=(A u)^{T} v=u^{T} A^{T} v=\left\langle u, A^{T} v\right\rangle$. Thus $A^{r}$ is the adjoint of $A$.
20.3 Let $B$ be a complex $n$-square matrix viewed as a linear operator on $\mathbf{C}^{n}$. Show that $B^{*}$ is the adjoint of $B$ [where $B^{*}$ is the conjugate transpose of $B$ ].
1 For every $u, v \in \mathbf{C}^{n},\langle B u, \bar{v}\rangle=(B u)^{r} v=u^{r} B^{T} v=u^{\bar{r}} \overline{\bar{B}^{T}} \bar{v}=u^{T} \overline{B^{*} v}=\left\langle u, B^{*} v\right\rangle$. Thius $B^{*}$ is the adjoint of $B$.

Remark: The notation $\boldsymbol{B}^{*}$ is used to denote the adjoint of $\boldsymbol{B}$ and, previously, to denote the conjugate transpose of $B$. Problem 20.3 shows that they both give the same result.

Problems 20.4-20.6 refer to the following matrices:

$$
A=\left(\begin{array}{cc}
2+3 i & 5-4 i \\
6-9 i & 2+7 i
\end{array}\right) \quad B=\left(\begin{array}{ccc}
3-7 i & 18 & 4+1 \\
-7 i & 6-i & 2-3 i \\
8+i & 7+9 i & 6+3 i
\end{array}\right) \quad C=\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 7 & 7
\end{array}\right)
$$

20.4 Find the adjoint $A^{*}$ of $A$.

II Take the conjugate transpose of $A$ to get $A^{*}=\left(\begin{array}{cc}2-3 i & 6+9 i \\ 5+4 i & 2-7 i\end{array}\right)$.
20.5 Find the adjoint $B^{*}$ of $\boldsymbol{B}$.

IThe conjugate transpose gives us $B^{*}=\left(\begin{array}{ccc}3+7 i & 7 i & 8-i \\ 18 & 6+i & 7-9 i \\ 4-i & 2+3 i & 6-3 i\end{array}\right)$
20.6 Find the adjoint $C^{*}$ of $C$.

I Since $C$ is real, the adjoint $C^{*}$ is simply the transpose of $C$. Thus $C^{*}=C^{r}=\left(\begin{array}{lll}1 & 4 & 7 \\ 2 & 5 & 7 \\ 3 & 6 & 7\end{array}\right)$

Theorem 20.1: Let $T$ be a linear operator on a finite dimensional inner product space $V$ over $K$. Then
(i) There exists a unique linear operator $T^{*}$ on $V$ such that $\langle T(u), v\rangle=\left\langle u, T^{*}(v)\right\rangle$ for every $u, v \in V$. [That is, $T$ has an adjoint $T^{*}$ ]
(ii). If $A$ is the matrix representation of $T$ with respect to an orthonormal basis $S=\left\{e_{i}\right\}$ of $V$, then the matrix representation of $T^{*}$ in the basis $S$ is the conjugate transpose $\dot{A}^{*}$ of $A$ [or the transpose $A^{T}$ of $A$ when $K$ is real].

## 452 CHAPTER 20

Theorem 20.1, proved in Problems 20.12-20.13, is the main result in this section.
20.7 Let $T$ be the linear operator on $\mathbf{C}^{3}$ defined by $T(x, y, z)=(2 x+i y, y-5 i z, x+(1-i) y+3 z)$. Find $T^{*}(x, y, z)$.
I Find the matrix $A$ representing $T$ in the usual basis of $\mathbf{R}^{3}$ :

$$
A=\left(\begin{array}{ccc}
2 & i & 0 \\
0 & 1 & -5 i \\
1 & 1-i & 3
\end{array}\right)
$$

Recall that the usual basis is orthonormal. Thus by Theorem 20.1, the matrix of $T^{*}$ in this basis is the conjugate transpose $A^{*}$ of $A$. Thus form

$$
A^{*}=\left(\begin{array}{ccc}
2 & 0 & 1 \\
-i & 1 & 1+i \\
0 & 5 i & 3
\end{array}\right)
$$

Accordingly, $\quad T^{*}(x, y, z)=(2 x+z,-i x+y+(1+i) z, 5 i y+3 z)$.
20.8 Let $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ defined by $F(x, y, z)=(3 x+4 y-5 z, 2 x-8 y+7 z, 5 x-9 y+z)$. Find $F^{*}(x, \dot{y}, z)$.

1 First find the matrix $A$ representing $T$ in the usual basis of $\mathbf{R}^{3}$. [Recall the rows of $A$ are the coefficients of $x, y, z$.$] Thus$

$$
A=\left(\begin{array}{rrr}
3 & 4 & -5 \\
2 & -6 & 7 \\
5 & -9 & 1
\end{array}\right)
$$

Since the base field is $\mathbf{R}$, the adjoint $F^{*}$ is represented by the transpose $A^{\boldsymbol{T}}$ of $A$. Thus form

$$
A^{r}=\left(\begin{array}{rrr}
3 & 2 & 5 \\
4 & -6 & -9 \\
-5 & 7 & 1
\end{array}\right)
$$

Then $F^{*}(x, y, z)=(3 x+2 y+5 z, 4 x-6 y-9 z,-5 x+7 y+z)$.
-20.9 Let $T$ be the linear operator on $\mathbf{C}^{3}$ defined by $T(x, y, z)=(2 x+(1-i) y,(3+2 i) x-4 i z, 2 i x+(4-3 i) y-$ 3z). Find $T^{*}(x, y, z)$.
1 First find the matrix $A$ representing $T$ in the usual basis of $\mathbf{C}^{\mathbf{3}}$ :

$$
A=\left(\begin{array}{ccc}
2 & 1-i & 0 \\
3+2 i & 0 & -4 i \\
2 i & 4-3 i & -3
\end{array}\right)
$$

Form the conjugate transpose $A^{*}$ of $A$ :

$$
A^{*}=\left(\begin{array}{ccc}
2 & 3-2 i & -2 i \\
1+i & 0 & 4+3 i \\
0 & 4 i & -3
\end{array}\right)
$$

Thus $T^{*}(x, y, z)=(2 x+(3-2 i) y-2 i z,(1+i) x+(4+3 i) z, 4 i y-3 z)$.
20.10 Lei $V$ be an inner product space. Each $u \in V$ determines a mapping $\hat{u}: V \rightarrow K$ defined by $\hat{u}(v)=$ $\langle v, u\rangle$. Show that $\hat{u}$ is linear. [Thus $u$ belongs to the dual space $V^{*}$.]
1 For any $a, b \in K$ and any $v_{1}, v_{2} \in V, u \hat{u}\left(a v_{1}+b v_{2}\right)=\left\langle a v_{1}+b v_{2}, u\right\rangle=a\left\langle v_{1}, u\right\rangle+b\left\langle v_{2}, u\right\rangle=$ $a \hat{u}\left(v_{1}\right)+b \hat{u}\left(v_{2}\right)$. Thus $\hat{u}$ is linear and, in other words, $\hat{u}$ is a linear functional on $V$.

Theorem 20.2: Let $\phi$ be a linear functional on a finite-dimensional inner product space $V$. Then there exists a unique veetor $u \in V$ such that $\phi(v)=\langle v, u\rangle$ for every $v \in V$.

## LINEAR OPERATORS ON INNER PRODUCT SPACES [ 453

20.11 Prove Theorem 20.2 which is the converse of Problem 20.10 and which need not be true for vector spaces of infinite dimension.

Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be an orthonormal basis of $V$. Set $u=\sqrt{\phi\left(e_{1}\right)} e_{1}+\overline{\phi\left(e_{2}\right)} e_{2}+\cdots+\overline{\phi\left(e_{n}\right)} e_{n}$. Let $\tilde{u}$ be the linear functional on $V$ defined by $\hat{u}(v)=\langle v, u\rangle$, for every $v \in V$. Then, for $i=1, \ldots, n$, $\hat{u}\left(e_{i}\right)=\left\langle e_{i}, u\right\rangle=\left\langle e_{i}, \overline{\phi\left(e_{1}\right)} e_{3}+\cdots+\overline{\phi\left(e_{n}\right)} e_{n}\right\rangle=\phi\left(e_{i}\right)$. Since $\hat{u}$ and $\phi$ agree on each basis vector, $\hat{u}=\phi$. Now suppose $u^{\prime}$ is another vector in $V$ for which $\phi(v)=\left\langle v, u^{\prime}\right\rangle$ for every $v \in V$. Then $\langle v, u\rangle=$ $\left\langle v, u^{\prime}\right\rangle$ or $\left\langle v, u-u^{\prime}\right\rangle=0$. In particular this is true for $v=u-u^{\prime}$. and so $\left\langle u-u^{\prime}, u-u^{\prime}\right\rangle=0$. This yields $u-u^{\prime}=0$ and $u=u^{\prime}$. Thus such a vector $u$ is unique as claimed.
20.12 Prove (i) of Theorem 20.1.

I We first define the mapping $T^{*}$, Let $v$ be an arbitrary but fixed element of $V$. The map $u \mapsto\langle T(u), v\rangle$ is a linear functional on $V$. Hence by Theorem 20.2 there exists a unique element $v^{\prime} \in V$ such that $\langle T(u), v\rangle=\left\langle u, v^{\prime}\right\rangle$ for every $u \in V$. We define $T^{*} V \rightarrow V$ by $T^{*}(v)=v^{\prime}$. Then $\langle T(u), v\rangle=\left\langle u, T^{*}(v)\right\rangle \quad$ for every $u, v \in V$.

We next show that $T^{*}$ is linear. For any $u, v_{i} \in V$ and any $a, b \in K, \quad\left\langle u, T^{*}\left(a u_{1}+b v_{2}\right)\right\rangle=$
$\left\langle T(u), a v_{1}+b v_{2}\right\rangle=\bar{a}\left\langle T(u), v_{1}\right\rangle+\bar{b}\left\langle T(u), v_{2}\right\rangle=\bar{a}\left\langle u, T^{*}\left(v_{1}\right)\right\rangle+\bar{b}\left\langle u, T^{*}\left(v_{2}\right)\right\rangle=\left\langle u, a T^{*}\left(u_{1}\right)+b T^{*}\left(v_{2}\right)\right\rangle$.
But this is true for every $u \in V_{;}$hence $T^{*}\left(a v_{1}+b v_{2}\right)=a T^{*}\left(v_{1}\right)+b T^{*}\left(v_{2}\right)$. Thus $T^{*}$ is linear.
20.13 Prove (ii) of Theorem 20.1.

IThe matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right\}$ representing $T$ and $T$, respectively, in the basis $\left\{e_{i}\right\}$ are given by $a_{i j}=\left\langle T\left(e_{j}\right), e_{i}\right\rangle$ and $b_{i j}=\left\langle T^{*}\left(e_{j}\right), e_{j}\right\rangle$. Hence $b_{i j}=\left\langle T^{*}\left(e_{j}\right), e_{i}\right\rangle=\left\langle\overline{e_{i}, T^{*}\left(e_{i}\right)}\right\rangle=\left\langle\overline{T\left(e_{i}\right)} ; \bar{e}_{j}\right\rangle=\overline{a_{i j}}$ Thus $B=A^{*}$, as claimed.

Problems 20.14-20.17 prove Theorem 20.3 which summarizes some of the properties of the adjoint.

Theorem 20.3: Let $S$ and $T$ be linear operators on $V$ and let $k \in K$. Then
(i) $(S+T)^{*}=S^{*}+T^{*}$
(iii) $(S T)^{*}=T^{*} S^{*}$
(ii) $(k T)^{*}=\bar{k} T^{*}$
(iv) $\left(T^{*}\right)^{*}=T$
20.14 Prove (i) of Theorem 20.3.
$\int$ For any $\left.u, v \in V, \quad(S+T)(u), v\right\rangle=\langle S(u)+T(u), v\rangle=\langle S(u), v\rangle+\langle T(u), v\rangle=\left\langle u, S^{*}(v)\right\rangle+$ $\left\langle u, T^{*}(v)\right\rangle=\left\langle u, S^{*}(v)+T^{*}(v)\right\rangle=\left\langle u,\left(S^{*}+T^{*}\right)(v)\right\rangle$. The uniqueness of the adjoint implies $(S+T)^{*}=$ $S^{*}+T^{*}$.
20.15 Prove (ii) of Theorem 20.3.

- For any $u, v \in V, \quad((k T)(u), v\rangle=\langle k T(u), v\rangle=k\langle T(u), v)\rangle=k\left\langle\dot{u}, T^{*}(v)\right\rangle=\left\langle u, \bar{k} T^{*}(v)\right\rangle=$ $\left\langle\dot{u},\left(\bar{k} T^{*}\right)(v)\right\rangle$. The uniqueness of the adjoint implies $(k T)^{*}=\bar{k} T^{*}$.

Prove (iii) of Theorem 20.3.
$\int$ For every $u, v \in V,\langle(S T)(u), v\rangle=\left\langle S(T(u))_{,} v\right\rangle=\left\langle T(u), S^{*}(v)\right\rangle=\left\langle u, T^{*}\left(S^{*}(v)\right\rangle\right\rangle=\left\langle u,\left(T^{*} S^{*}\right)(v)\right\rangle$.
The uniqueness of the adjoint implies $(S F)^{*}=T^{*} S^{*}$.
Prove (iv) of Theorem 20.3.
I For every $u, v \in V,\left\langle T^{*}(u) ; v\right\rangle=\left\langle\overline{v, T^{*}(u)}\right\rangle=\langle\overline{T(v) ; u}\rangle=\langle u, T(v)\rangle$. The uniqueness of the adjoint implies $\left(T^{*}\right)^{*}=T$.
20.18 Let $T$ be a linear operator on $V$, and-let $W^{\wedge}$ be a $T$-invariant subspace of $V$. Show that $W^{\wedge}$ is invariant under $T^{*}$.

I Let $u \in W^{1}$. If $w \in W$, then $T(w) \in W$ and so $\left\langle w, T^{*}(u)\right\rangle=\langle T(w) ; u\rangle=0$. Thus $T^{*}(u\rangle \in W^{1}$ since it is orthogonal to every $w \in W$. Hence $W^{\perp}$ is invariant under $T^{*}$.
20.19 Use the definition of the adjoint to show $p^{*}=1$.

1. For every $u, v \in V,\langle I(u), v\rangle=\langle u, v\rangle=\langle u, I(v)\rangle ;$ hence $p^{*}=I$.
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Theorem 20.4: Let $\lambda$ be an eigenvalue of a linear operator $T$ on $V$.
(i) If $T^{*}=T$, then $\lambda$ is real.
(ii) If $T^{*}=T^{-1}$, then $|\lambda|=1$.
(iii) If $T^{*}=-T$, then $A$ is pure imaginary.
(iv) If $T=S^{*} S$ with $S$ nonsingular, then $\lambda$ is real and positive.

### 20.2 SELF-ADJOINT OPERATORS, SYMMETRIC OPERATORS

Define a self-adjoint operator.
I An operator $T$ on $V$ is said to be self-adjoint if $T^{*}=T$. The terms symmetric and Hermitian are also used for self-adjoint operators on $\boldsymbol{V}$ when the base fields are $\mathbf{R}$ and $\mathbf{C}$, respectively.

Theorems 20.5-20.8 are the main content of this section.

Theorem 20.5: Suppose $T$ is a self-adjoint operator on $V$, i.e., suppose $T^{*}=T$. Let $\lambda$ be an eigenvalue of $T$. Then $\lambda$ is real.

Theorem 20.6: Suppose $T$ is self-adjoint,i.i., $\boldsymbol{g}^{*}=T$. Then eigenvectors of $T$ belonging to distinct eigenvalues are orthogonal.

Theorem 20.7: Let $\boldsymbol{T}$ be a symmetric [self-adjoint] operator on a real finite-dimensional inner product space $V$. Then there exists an orthonormal basis of $V$ consisting of eigenvectors of $T$; that is, $T$ can be represented by a diagonal matrix relative to an onthonormal basis.

Theorem 20.8 [Alternate Form of Theorem 20.7], Let $A$ be a reat symmetric matrix. Then there exists an orthogonal matrix $P$ such that $B=P^{-1} A P=P^{\top} A P$ is diagonal.

Prove Theorem 20.5.
\| Let $v$ be a nonzero eigenvector of $\boldsymbol{T}$ belonging to $\lambda$, that is, $T(v)=\lambda v$ with $v \neq 0$; hence $\langle v, v\rangle$ is positive. We show that. $\lambda(v, v\rangle=\bar{\lambda}\langle v, v\rangle$ :

$$
\lambda\langle v, v\rangle=\langle\lambda v, v\rangle=\langle T(v), v\rangle=\left\langle v, T^{*}(v)\right\rangle=\langle v, T(v)\rangle=\langle v, \lambda v\rangle=\bar{\lambda}\langle v, v\rangle
$$

But $\langle v, u\rangle \neq 0$; hence $\lambda=\bar{\lambda}$ and so $\lambda$ is reat.
Prove Theorem 20.6.
I Suppose $T(v)=\lambda v$ and $T(w)=\mu w$ where $\lambda \neq \mu$. We show that $\lambda\langle v, w\rangle=\mu\langle v, w\rangle$ :

$$
\lambda\langle v, w\rangle=\langle\lambda, w\rangle=\langle T(v), w\rangle=\langle v, T(w)\rangle=\langle u, \mu w\rangle=\bar{\mu}\langle v, w\rangle=\mu\langle v, w\rangle
$$

[The last step uses the fact that $\mu$ is read by Theorem 20.5, so $\bar{\mu}=\mu$.] But $\lambda \neq \mu$; hence $\langle v, w\rangle=0$ as claimed.
20.28 Let $T$ be a symmetric operator on a real space $V$ of finite dimension. Show that (a) the characteristic polynomial $\Delta(t)$ of $T$ is a product of linear factors [oves $R$ \}, (b) $T$ has a nonzero eigenvector.
(a) Let $A$ be a matrix representing $T$ refative to an orthonormal basis of $V$; then $A=A^{T}$. Let $\Delta(r)$ be the characteristic polynomial of $A$. Viewing $A$ as a complex self-adjoint operator, the matrix $A$ has only reat eigenvalues. Thus $\Delta(t)=\left(t-\lambda_{1}\right)\left(t-\lambda_{2}\right) \cdots\left(t-\lambda_{n}\right)$ where the $\lambda_{;}$are all real. In other words, $\Delta(r)$ is a product of linear polynomials over $\mathbf{R}$.
(b) By $(a), T$ has at least one |real] eigenvalue. Hence $T$ has a nonzero eigenvector.

Prove Theorem 20.7.
I Fhe proof is by induction on the dimension of $V$. If dim $V=1$, the theorem trivially hotds. Now suppose $\operatorname{dim} V=n>1$. By the preceding problem, there exists a nonzero eigenvector $v_{1}$ of $T$. Let $W$ be the space spanned by $v_{1}$, and let $u_{1}$ be a unit vector in $W$, e.g., let $u_{1}=v_{3} / H u_{1} \|$.
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Since $v_{1}$ is an eigenvector of $T$, the subspace $W$ of $V$ is invariant under $T$. Hence $W^{2}$ is invariant under $T^{*}=T$. Thus the restriction $\hat{T}$ of $T$ to $W^{\prime}$ is a symmetric operator.
We have $\operatorname{dim} W^{2}=n-1$ since $\operatorname{dim} W=1$. By induction, there exists an orthonormal basis $\left\{u, \ldots, u_{n}\right\}$ of $W^{+}$consisting of eigenvectors of $T$ and hence of $T$. But $\left.!_{1} u_{1}, u_{i}\right\rangle=0$ for $i=2, \ldots, n$ because $u_{i} \in W^{1}$. Accordingly $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ is an orthonormal set and consists of eigenvectors of $T$. Thus the theorem is proved.
Let $A=\left(\begin{array}{ll}3 & 2 \\ 2 & 3\end{array}\right)$. Find a (real) orthogonal matrix $P$ for which $P^{r} A P$ is diagonal.

- The characteristic polynomial $\Delta(t)$ of $A$ is

$$
\Delta(t)=|t t-A|=\left|\begin{array}{cc}
1-3 & -2 \\
-2 & t-3
\end{array}\right|=t^{2}-6 t+5=(t-5)(t-1)
$$

and thus the eigenvalues of $A$ are 5 and 1 . Substitute $t=5$ into the matrix $t i-A$ to obtain the corresponding homogeneous system of linear equations $2 x-2 y=0,-2 x-2 y=0$. A nonzero solution is $v_{2}=(1,-1)$. Normalize $v_{1}$ to find the unit solution $u_{1}=(1 / \sqrt{2}, 1 / \sqrt{2})$.

Next substitute $t=1$ into the matrix $I I-A$ to obtain the corresponding homogeneous system of linear equations $-2 x-2 y=0,-2 x \quad 2 y=0$. A nonzero solution is $v_{2}=(1,-1)$. Normalize $v_{2}$ to find the unit solution $u_{2}=(1 / \sqrt{2},-1 / \sqrt{2})$.
Finally let $P$ be the matrix whose columns are $u_{1}$ and $u_{2}$, respectively; then

$$
P=\left(\begin{array}{ll}
1 / \sqrt{2} & 1 / \sqrt{2} \\
1 / \sqrt{2} & -1 / \sqrt{2}
\end{array}\right) \quad \text { and } \quad P^{r} A P=\left(\begin{array}{ll}
5 & 0 \\
0 & 1
\end{array}\right)
$$

As expected, the diagonal entries of $P^{T} A P$ are the eigenvalues of $A$.
20.31 Let $B=\left(\begin{array}{rr}5 & 3 \\ 3 & -3\end{array}\right)$. Find a (real) orthogonal matrix $P$ such that $P^{r} B P$ is diagonal.

IThe characteristic polynomial $\Delta(t)$ of $B$ is $\Delta(t)$ of $B$ is $\Delta(t)=|t I-B|=t^{2}-\operatorname{tr}(B) t+|B|=t^{2}-2 t-24=$ $(t-6)(t+4)$. Thus the eigenvalues are $\lambda=6$ and $\lambda=-4$. Hence

$$
P^{r_{B}} \equiv\left(\begin{array}{rr}
6 & 0 \\
0 & -4
\end{array}\right)
$$

To find the change-of-basis matrix $P$, we need to find the corresponding eigenvectors. Subtract $\lambda=6$ down the diagonal of $B$ to obtain the homogeneous system $-x+3 y=0,3 x-9 y=0$. A nonzero solution is $v_{1}=(3,1)$. Subtract $\lambda=-4$ down the diagonal of $B$ to obtain the homogeneous system $9 x+3 y=0, \quad 3 x+y=0$. A nonzero solution is $v_{2}=(-1,3)$. [As expected from Theorem 20.6, the vectors $v_{3}$ and $v_{2}$ are orthogonal.] Normalize $v_{1}$ and $v_{2}$ to obtain the orthonormal basis $u_{1}=$ $(3 / \sqrt{10}, 1 / \sqrt{10}), u_{2}=(-1 / \sqrt{10}, 3 / \sqrt{10})$. Then

$$
P=\left(\begin{array}{cc}
\frac{3}{\sqrt{10}} & \frac{-1}{\sqrt{10}} \\
\frac{1}{\sqrt{10}} & \frac{3}{\sqrt{10}}
\end{array}\right)
$$

Problems 20.32-20.38 diagonalize the symmetric matrix $C=\left(\begin{array}{rrr}11 & -8 & 4 \\ -8 & -1 & -2 \\ 4 & -2 & -4\end{array}\right)$.
20.32 Find the characteristic polynomial $\Delta(t)$ of $C$.

I $\Delta(t)=t^{3}-\operatorname{tr}(C) t^{2}+\left(C_{11}+C_{22}+C_{33}\right) t-|C|=t^{3}-6 t^{2}-135 t-400$. [Here $C_{i i}$ is the cofactor of $c_{i i}$ in $C=\left(c_{i j}\right)$.]
20.33 Find the eigenvalues of $C$ or, in other words, the roots of $\Delta(t)$.

I If $\Delta(t)$ has a rational root it must divide 400 . Testing $t=-5$ we get

$$
\begin{array}{r}
-5 \quad \begin{array}{r}
1-6-135-400 \\
-5+55+400
\end{array} \\
\hline 1-11-80+0
\end{array}
$$

Thus $t+5$ is a factor of $\Delta(t)$ and $\Delta(t)=(t+5)\left(t^{2}-1 t t-80\right)=(t+5)^{2}(t-16)$. Accordingly, the eigenvalues of $C$ are $\lambda=-5$ [with multiplicity twof and $\lambda=16$ [with multiplicity one].
20.34 Find orthogonal eigenvectors belonging to the eigenvalue $\lambda=-5$.

1 Subtract ${ }^{\circ} \lambda=-5$ down the diagonal of $C$ to oblain the homogeneous system $16 x-8 y+4 z=0$, $-8 x+4 y-2 z=0, \quad 4 x-2 y+z=0$. That is, $4 x-2 y+z=0$. The system has two independent solutions. One solution is $v_{1}=(0,1,2)$. We seek a second solution $v_{2}=(a, b, c)$ which is orthogonal to $v_{1}$; i.e., such that $4 a-2 b+c=0$ and also $b-2 c=0$. One such solution is $v_{2}=(-5,-8,4)$.
20.35 Find an eigenvector $v_{3}$ belonging to the eigenvalue $\lambda=16$.
I. Subtract $\lambda=16$ down the diagonat of $C$ to obtain the homogeneous system $-5 x-8 y+4 z=0$, $-8 x-17 y-2 z=0, \quad 4 x-2 y-20 z=0$. This system yields a nonzero solution $v_{3}=(4,-2,1)$. [As expected from Theorem 20.6b, the eigenvector $v_{3}$ is orthogonal to $v_{1}$ and $v_{2}$.]
20.36 Find an orthogonal matrix $P$ such that $P^{-1} C P$ is diagonal.

Normalize $v_{1}, v_{2}, v_{3}$ to obaiain the orthonormal basis: $u_{1}=(0,1 / \sqrt{5}, 2 / \sqrt{5}), \quad u_{2}=(-5 \sqrt{105}, 4 / \sqrt{105})$, $u_{3}=(4 / \sqrt{21},-2 / \sqrt{21}, 1 / \sqrt{21})$. Then $P$ is the matrix whose columns are $u_{1}, u_{2}, u_{3}$. Thys

$$
P=\left(\begin{array}{ccc}
0 & -5 / \sqrt{105} & 4 / \sqrt{21} \\
1 / \sqrt{5} & -8 / \sqrt{105} & -2 / \sqrt{21} \\
2 / \sqrt{5} & 4 / \sqrt{105} & 1 / \sqrt{21}
\end{array}\right) \quad \text { and } \quad P^{\top} C P=\left(\begin{array}{ccc}
-5 & & \\
& -5 & \\
& & 16
\end{array}\right)
$$

20.37. Consider the quadratic form $q(x, y, z)=11 x^{2}-16 x y-y^{2}+8 x z-4 y z-4 z^{2}$. Find an orthogonal change of coordinates which diagonalizes.

- Since $C$ is the matrix which represents $q$, use the above matrix $P$ to obtain the required change of coordinates:

$$
\begin{gathered}
x=-\frac{5 y^{\prime}}{\sqrt{105}}+\frac{4 z^{\prime}}{\sqrt{21}} \\
y=\frac{x^{\prime}}{\sqrt{5}}-\frac{8 y^{\prime}}{\sqrt{105}} \div \frac{2 z^{\prime}}{\sqrt{21}} \\
z=\frac{2 x^{\prime}}{\sqrt{5}}+\frac{4 y^{\prime}}{\sqrt{105}}+\frac{z^{\prime}}{\sqrt{21}}
\end{gathered}
$$

Under this change of coordinates, $q$ is transformed into the diagonal form $q\left(x^{\prime}, y^{\prime},, z^{\prime}\right)=-5 x^{\prime}-5 y^{\prime}+$ $16 z^{\prime}$.
20.38 Find the signature of $q$.

I Since there are two negative diagonal entries and one positive diagonal entry, $N=2, P=1$. Thus $\operatorname{Sig}(q)=P-N=1-2=-1$.
20.39 Suppose $T$ is self-adjoint and $\langle T(u) ; u\rangle=0$ for every $u \in V$. Show that $T=0$.

I By Problem 20.23, the result holds for the complex case; hence we need only consider the real case.
Expanding $(T(v+w), v+w)=0$, we obtain

$$
\begin{equation*}
\langle T(v), w\rangle+\langle T(w) ; v\rangle=0 \tag{1}
\end{equation*}
$$

Since $T$ is self-adjoint and since it is a real space, we have $\langle T(w) ; v\rangle=\langle w, T(v)\rangle=\langle\mathcal{T}(v), w\rangle$.
Substituting this inta (1), we obtain $\langle T(v), w\rangle=0$ for any $v, w \in V$. Thus $T=0$.
20.40 Suppose $T$ is self-adjoint and $T^{2}=0$. Show that $T=0$.
\|For any $v \in V$, we have $\|T(v)\|^{2}=\langle T(v) ; T(v)\rangle=\left\langle v, T^{2}(v)\right\rangle=\langle v, 0 v\rangle=\langle v, 0\rangle=0$. Thus $\|T(v)\|=0$ and hence $T(v)=0$. Since $T(v)=0$ for every $u \in V$ we have $T=0$.
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20.41 Show that $T^{*} T$ and $T T^{*}$ are self-adjoint for any operator $T$ on $V$.

I $\left(T^{*} T\right)^{*}=T^{*} T^{* *}=T^{*} T$, and hence $T^{*} T$ is self-adjoint. Also, $\left(T T^{*}\right)^{*}=T^{* *} T^{*}=T T^{*}$, and hence $T T^{*}$ is self-adjoint.
20.42 Show that $T+T^{*}$ is self-adjoint for any operator $T$ on $V$.
\| $\cdot\left(\dot{T}+T^{*}\right)^{*}=T^{*}+T^{* *}=T^{*}+T=T+T^{*}$; hence $T+T^{*}$ is self-adjoint.
20.43 Define a skew-adjoint operator.

I A linear operator $T$ on $V$ is said to be skew-adjoint if $T^{*}=-T$.
20.44 Suppose $T$ is skew-adjoint, i.e., suppose $T^{*}=-\mathbf{T}$. Let $\lambda$ be an eigenvalue of $T$. Show that $\lambda$ is pure imaginary, i.e., $\bar{\lambda}=-\lambda$.

I Let $v$ be a nonzero eigenvector of $T$ belonging to $\lambda$, that is, $T(v)=v$ with $v \neq 0$. Hence $\langle v, v\rangle \neq$
0 . We show that $\lambda(v, v\rangle=-\bar{\lambda}\langle v, v\rangle: \quad \lambda(v, v)=\langle\lambda v, v\rangle=\langle\underline{T}(v), v\rangle=\left\langle v, T^{*}(v)\right\rangle=\langle v,-T(v)\rangle=$ $\langle v,-\lambda v\rangle=-\bar{\lambda}\langle v, v\rangle$. But $\langle v, v\rangle \neq 0$; hence $\lambda=-\bar{\lambda}$ or $\bar{\lambda}=-\lambda$, and so $\lambda$ is pure imaginary.
20.45 Show that $T-T^{*}$ is skew-adjoint for any linear operator $T$ on $V$.
$1\left(T-T^{*}\right)^{*}=T^{*}-T^{* *}=T^{*}-T=-\left(T-T^{*}\right)$; hence $T-T^{*}$ is skew-adjoint.
20.46 Show that any operator $T$ is the sum of a self-adjoint operator and a skew-adjoint operator.

1 Set $\mathcal{S}=\frac{1}{2}\left(T+T^{*}\right)$ and $U=\frac{1}{2}\left(T-T^{*}\right)$. Then $T=S+U$ where $S^{*}=\left(\frac{1}{2}\left(T+T^{*}\right)\right)^{*}=$ $\frac{1}{2}\left(T^{*}+T^{* *}\right)=\frac{1}{2}\left(T^{*}+T\right)=S$ and $U^{*}=\left(\frac{1}{2}\left(T-T^{*}\right)\right)^{*}=\frac{1}{2}\left(T^{*}-T\right)=-\frac{1}{2}\left(T-T^{*}\right)=-U$, that is, $S$ is self-adjoint and $U$ is skew adjoint.

### 20.3 ORTHOGONAL AND UNITARY OPERATORS

20.47 Define a unitary and orthogonal operator.

I Let $U$ be an invertible operator on $V$ such that $U^{*}=U^{-1}$ or equivalently $U U^{*}=U^{*} U=I$. Then $U$ is said to be orthogonal or unitary according as the underlying field is real or complex.

Theorem 20.9, proved in Problem 20.55, gives alternative characterizations of these operators.

Theorem 20.9: The following conditions on an operator $U$ are equivalent
(i) $U^{*}=U^{-3}$, that is, $U U^{*}=U^{*} U=I$ [or $U$ is unitary (orthogonal)].
(ii) $U$ preserves inner products, i.e., for every $v, w \in V,\langle U(v), U(w)\rangle=\{0, w\rangle$.
(iii) $U$ preserves lengths, i.e., for every $v \in V,\|U(v)\|=\|v\|$.

An orthogonal operator $T$ need not be symmetric and so it may not be represented by a diagonal matrix relative to an orthonormal basis. However, such an operator $T$ does have a simple canonical representation, as described in Theorem $\mathbf{2 0 . 1 0}$ which is proved in Problem 20.58.

Theorem 20.10: Let $T$ be an orthogonal operator on a real inner product space $V$. Then there exists an orthonormal basis $B$ of $V$ such that the matrix representation of $T$ in the basis. $B$ has the form of the matrix in Fig. 20-1.

> [The reader may recognize that the $2 \times 2$ diagonal blocks in Fig. 20-1-represent rotations in the corresponding two-dimensional subspaces.]
20.48 Suppose $T: \mathbf{R}^{\mathbf{3}} \rightarrow \mathbf{R}^{\mathbf{3}}$ is the linear operator which rotates each vector $\boldsymbol{v}$ about the $\boldsymbol{z}$ axis by a fixed angle $\theta ;$ i.e., suppose $T(x, y, z)=(x \cos \theta-y \sin \theta, x \sin \theta+y \cos \theta, z)$. Is $T$ orthogonat?
I As pictured in Fig. 202, the length (distance from the origin) of $v$ is preserved under the rotation $T$. Thus $T$ is an orthogonal operator.
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20.52 Suppose $T$ is unitary [orthogonal]. Let $\lambda$ be an eigenvalue of $T$. Show that $|\lambda|=1$.
I Let $v$ be a nonzero eigenvector of $F$ belonging to $\lambda$, that is, $T(v)=\lambda v$ with. $v \neq 0$; hence $\langle v, v\rangle$ is positive. We show that $\lambda \bar{\lambda}\langle v, v\rangle=\langle v, v\rangle: \lambda \bar{\lambda}\langle v, v\rangle=\langle\lambda v, \lambda v\rangle=\langle T(v), T(v)\rangle=\left\langle v, T^{*} T(v)\right\rangle=$ $\langle v, I(v)\rangle=\langle v, v\rangle$. But $\langle v, v\rangle \neq 0$; hence $\lambda \bar{\lambda}=1$ and so $|\lambda|=1$.
Theorem 20.11: A complex matrix $A$ represents a unitary operator $U$ [relative to an orthonormal basis] if and only if $A^{*}=A^{-1}$.
Theorem 20.12: A real matrix $A$ represents an orthogonal operator $U$ [relative to an orthonormal basis] if and only if $A^{T}=A^{-1}$. [That is, unitary and orthogonal matrices represent, respectively, unitary and orthogonal linear operators; and vice versa.]
Prove Theorems 20.11 and 20.12.
1 By Theorem 20.1, the adjoint operator $U^{*}$ is represented by $A^{*}$ in the complex case and $A^{T}$ in the real case. Thus $U^{*} U=I$ if and only if $A^{*} A=I$ in the complex case and $A^{\top} A=I$ in the real case. In other words, $T$ is unitary [orthogonal] if and only if $A^{*}=A^{-1}\left(A^{\tau}=A^{-1}\right)$.
20.54 Show that $T^{*} T-I$ is self-adjoint for any linear operator $T$.
I $\left(T^{*} T-I\right)^{*}=\left(T^{*} T\right)^{*}-I^{*}=T^{*} T^{* *}-I=T^{*} T-I$. Thus $T^{*} T-I$ is self-adjoint.
20.55
Prove Theorem 20.9.
I Suppose (i) holds. Then, for every $v, w \in V, \quad\langle U(v), U(w)\rangle=\langle v, U * U(w)\rangle=\langle v, I(w)\rangle=\langle v, w\rangle$. Thus (i) implies (ii). Now if (ii) holds; then $\cdots\|U(v)\|=\sqrt{\langle U(v), U(v)\rangle}=\sqrt{\langle v, v\rangle}=\|v\|$. Hence (ii) implies (iii). It remains to show that (iii) implies (i).
Suppose (iii) holds. Then for every $v \in V,\left\langle U^{*} U(v), v\right\rangle=\langle U(v), U(v)\rangle=\langle v, v\rangle=\langle I(v), v\rangle$. Hence $\left\langle\left(U^{*} U-I\right)(v), v\right\rangle=0$ for every $v \in V$. Since $U^{*} U-I$ is self-adjoint, we have $U^{*} U-I=0$. Thus $U^{*} U=1$ and hence $U^{*}=U^{-1}$, as claimed.
20.56 Let $U$ be a unitary [orthogonal] operator on $V$ and let $W$ be a subspace invariant under $U$. Show that $W^{\perp}$ is also invariant under $U$.
I Since $U$ is nonsingular, $U(W)=W$; i.e., for any $w \in W$ there exists $w^{\prime} \in W$ such that $U\left(w^{\prime}\right)=$ $w$. Now let $\cdot v \in W^{+}$. Then for any $w \in W,\langle U(v), w\rangle=\left\langle U(v), U\left(w^{\prime}\right)\right\rangle=\left\langle v, w^{2}\right\rangle=0$. Thus $U(v)$ belongs to $W^{4}$. Therefore $W^{1}$ is invariant under $U$.
20.57 Show that every 2 by 2 orhogonal matrix $A$ for which $\operatorname{det}(A)=1$ is of the form $\left(\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right)$ for some real number $\theta$.
I Suppose $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Since $A$ is orthogonal, its rows form an orthonormal set; hence $a^{2}+b^{2}=1$, $c^{2}+d^{2}=1, a c+b d=0, a d-b c=1$. The last equation follows from $\operatorname{det}(A)=1$. We consider separately the cases $a=0$ and $a \neq 0$.
If $a=0$. The first equation gives $b^{2}=1$ and therefore $b= \pm 1$. Then the fourth equation gives $c=$ -$-b=\mp 1$, and the second equation yields $1+d^{2}=1$ or $d=0$. Thus

$$
A=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right) \text {. }
$$

The first alternative has the required form with $\theta=-\pi / 2$, and the second atternative has the required form with $G=\pi / 2$.
If $a \neq 0$, the third equation can be solved to give $c=-b d / a$. Substituting this into the second equation, $b^{2} d^{2} / a^{2}+d^{2}=1$ or $b^{2} d^{2}+a^{2} d^{2}=a^{2}$ or $\left(b^{2}+a^{2}\right) d^{2}=a^{2}$ or $a^{2}=d^{2}$ and therefore $a=d$ or $a=-d$. If $a=-d$, then the third equation yields $c=b$ and so the fourth equation gives $-a^{2}-$ $c^{2}=1$ which is impossible. Thus $-a=d$. But then the third equation gives $b=-c$ and so

$$
A=\left(\begin{array}{lr}
a & -c \\
c & a
\end{array}\right)
$$

## LINEAR OPERATORS ON INNER PRODUCF SPACES 046

Since $a^{2}+c^{2}=1$, There is a real number $\theta$ such that $a=\cos \theta, c=\sin \theta$ and hence $A$ has the required form in this case also.

Prove Theorem 20.10. Let $T$ be an orthogonal operator on a real inner product space $V$. Then there exists an orthonormal basis $B$ of $V$ such that the matrix representation of $T$ in the basis $B$ is block diagonal with diagonal blocks consisting of $1 \mathrm{~s},-1 \mathrm{~s}$, and blocks of the form

$$
\left(\begin{array}{rr}
\cos \theta_{i} & -\sin \theta_{i} \\
\sin \theta_{i} & \cos \theta_{i}
\end{array}\right)
$$

(as in Fig. 20-1).
$f$ Let $S=T+T^{-1}=T+T^{*}$. Then $S^{*}=\left(T+T^{*}\right)^{*}=T^{*}+T=S$. Thus $S$ is a symmetric operator on $V$. By Theorem 20.7, there exists an orthonormal basis of $V$ consisting of eigenvectors of $S$. If $\lambda_{1}, \ldots, \lambda_{m}$ denote the distinct eigenvalues of $S$, then $V$ can be decomposed into the direct sum $V=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{m}$ where the $V_{i}$ consist of the eigenvectors of $S$ belonging to $\lambda_{i}$. We claim that each $V_{i}$ is invariant under $T$. For suppose $v \in V_{i}$; then $S(v)=\lambda_{i} v$ and $S(T(v))=\left(T+T^{-1}\right) T(v)=T\left(T+T^{-1}\right)(v)=T S(v)=$ $T\left(\lambda_{i} v\right)=\lambda_{i} T(v)$. That is, $T(v) \in V_{i}$. Hence $V_{i}$ is invariant under $T$. Since the $V_{i}$ are orthogonal to each other, we can restrict our investigation to the way that $T$ acts on each individual $V_{i}$.

On a given $V_{i}, \quad\left(T+T^{-1}\right) v=S(v)=\lambda_{i} v$. Multiptying by $T, \quad\left(T^{2}-\lambda_{i} T+\ell \dot{)}(v)=0\right.$. We consider the cases $\lambda_{i}= \pm 2$ and $\lambda_{i} \neq \pm 2$ separately. If $\lambda_{i}= \pm 2$, then $(T \pm I)^{2}(v)=0$ which leads to $(T \pm$ $I)(v)=0$ or $T(v)= \pm v$. Thus $T$ restricted to this $V_{i}$ is either $I$ or $-I$.

If $\lambda_{i} \neq \pm 2$, then $T$ has no eigenvectors $V_{i}$ since [Problem 20.52] the only eigenvalues of $T$ are 1 or -1 . Accordingly, for $v \neq 0$ the vectors $v$ and $T(v)$ are linearly independent. Let $W$ be the subspace spanned by $v$ and $T(v)$. Then $W$ is invariant under $T$, since $T(T(v))=T^{2}(v)=\lambda_{i} \tilde{T}(v)-v$. We also have $V_{i}=$ $W \oplus W^{2}$. Furthermore, by Problem 20.56, $W^{2}$ is also invariant under $T$. Thus we can decompose $V_{1}$ into the direct sum of two-dimensional subspaces $W_{j}$ where the $W_{j}$ are orthogonal to each other and each $W_{j}$ is invariant under $T$. Thus we can now restrict our investigation to the way $T$ acts on each individual $W_{j}$.

Since $T^{2}-\lambda_{i} T+I=0$, the characteristic polynomial $\Delta(t)$ of $T$ acting on $W_{j}$ is. $\Delta(t)=t^{2}-\lambda_{i} t+1$. Thus the determinant of $T$ is 1 , the constant term in $\Delta(t)$. By Problem 20.57, the matrix $A$ representing $T$. acting on $W_{j}$ relative to any orthonormal basis of $W_{j}$ must be of the form.

$$
\left(\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

The union of the basis of the $W_{j}$ gives an orthonormal basis of $V_{i}$, and the union of the basis of the $V_{i}$ gives an orthonormal basis of $V$ in which the matrix representing $T$ is of the desired form.

### 20.4 POSITIVE AND POSITIVE DEFINITE OPERATORS

20.59. Define a positive and positive definite operator.

- A linear operator $P$ on an inner product space $V$ is said to be positive [or semidefinite] if $P=S^{*} S$ for some operator $S$ and is said to be positive definite if $S$ is also nonsingular.

Show that a posilive [positive definite] operator $P$ is also self-adjoint.
By definition, $P=S^{*} S$ for some operator $S$. Hence $P^{*}=\left(S^{*} S\right)^{*}=S^{*} S^{* *}=S^{*} S=P$. Thus $P$ is self-adjoint.

Theorems 20.13 and 20.14, proved in Problems 20.69 and 20.70, give altemative characterizations of these operators.

Theorem 20.13: The following conditions on an operator $P$ are equivalent:
(i) $P=T^{2}$ for some self-adjoint operator $T$.
(ii) $P=S * S$ for some operator $S$.
(iii) $P$ is self-adjoint and $\langle P(u) ; u) \geq 0$ for every $u \in V$.

The corresponding theorem for positive definite operators is
Theorem 20.14: The following conditions on an operator $P$ are equivalent:
(i) $P=T^{2}$ for some nonsingular self-adjoint operator $F$.
(ii) $P=S^{*} S$ for some nonsingular operator $S$.
(iii) $P$ is setf-adjoint and $\langle P(u), u\rangle>0$ for every $u \neq 0$ in $V$.
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Theorem 20.15: A complex matrix $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ represents a positive [positive definite] operator if and only if $A$ is self-adjoint [that is, $A^{*}=A$ in the complex case and $A^{r}=A$ in the real case] and $a, d$, and $|A|=a d-b c$ are nonnegative [positive] real numbers.
Problems 20.61-20.66 refer to Theorem 20.15 and the following matrices:
$A=\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right) \quad B=\left(\begin{array}{rr}3 & i \\ -i & 3\end{array}\right) \quad C=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) \quad D=\left(\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right) \quad E=\left(\begin{array}{rr}1 & i \\ -i & 1\end{array}\right) \quad . \quad F=\left(\begin{array}{rr}1 & -2 i \\ 2 i & 1\end{array}\right)$
$\mathbf{2 0 . 6 1}$ Is $A$ positive definite? Positive?
Since $|A|=0, A$ is not positive definite. However, $A$ is positive since $a=1, d=1$, and $|A|=0$ are nonnegative.
20.62 Is $B$ positive definite? Positive?
Since $a=3, d=3$, and $|B| \doteq 8$ are positive, $B$ is positive definite [and hence positive].
20.63 Is $C$ positive definite? Positive?

- $\quad$ Since $C$ is not self-adjoint, i.e., $\quad C^{\boldsymbol{T}} \neq C, C$ is neither positive definite nōr positive.
20.64 Is $D$ positive definite? Positive?
Since $a=2, d=2$, and $-|D|=3$ are positive, $D$ is positive definite [and hence.positive].
20.65 Is $E$ positive definite? Positive?
$\int$ Since $|E|=0, E$ is not positive definite. However, $E$ is positive since $a=1, d=1$, and $|E|=0$ are nonnegative.
20.66 Is $F$ positive definite? Positive?
I Since $|F|=-3, \quad F$ is neither positive definite nor positive.
20.67 Suppose $T$ is positive. Let $\lambda$ be an eigenvalue of $\boldsymbol{T}$. Show that $\lambda$ is real and nonnegative.
$\int$ Since $T$ is positive, $T$ is self-adjoint; hence $\lambda$ is real. Let $v$ be a nonzero eigenvector of $T$ belonging to $\lambda$, that is, $T(v)=\lambda v$ with $v \neq 0$; hence $\langle v, v\rangle$ is positive. Since $T$ is positive, $T=S^{*} S$ for some operator $S$. We show $\lambda\langle v, v\rangle=\langle S(v), S(v)): \lambda\langle\dot{v}, v\rangle=\langle\lambda \dot{v}, v\rangle=\langle T(v), v\rangle=\left\langle S^{*} S(v), v\right)=$ $\langle S(v), S(v)\rangle$. Since $\langle S(v), S(v)\rangle$ is nonnegative and $\langle v, v)$.is positive, we have $\lambda$ is nonnegative, as required.
20.68 Suppose $T$ is posilive definite. Let $\lambda$ be an eigenvalue of $T$. Show that $\lambda$ is real and positive.
$\int$ Since $T$. is positive definite, $T$ is self-adjoint; hence $\lambda$ is real. Let $v$ be a nonzero eigenvector of $T$ belonging to $\lambda$, that is, $T(v)=\lambda v$ with $v \neq 0$; hence $\langle v, v\rangle$ is positive. Since $T$ is positive definite, $T=S^{*} S$ for some nonsingular operator $S$. Thus $S(v) \neq 0$, and hence $\langle S(v), S(v)\rangle$ is positive. We show that $\lambda\langle v, v\rangle=\langle S(v), S(v)\rangle: \quad \lambda\langle v, v\rangle=\langle\lambda v, v\rangle=\langle T(v), v\rangle=\left\langle S^{*} S(v), v\right\rangle=\langle S(v), S(v)\rangle$. Since $\langle v, v\rangle$ and $\langle S(v), S(v)\rangle$ are both positive, we have $\lambda$ is positive, as required.
20.69 Prove Theorem 20.13.
I Suppose (i) bolds, i.e., $P=T^{2}$ where $T=T^{*}$. Then $P=T T=T^{*} T$ and so (i) implies (ii). Now suppose (ii) holds. Then $P^{*}=\left(S^{*} S\right)^{*}=S^{*} S^{* *}=S^{*} S=P$ and so $P$ is self-adjoint. Furthermore, $\langle P(u), u\rangle=\left\langle S^{*} S(u), u\right\rangle=\langle S(u), S(u)\rangle \geq 0$. Thus (ii) implies (iii), and so it remains to prove that (iii) impliès (i).
Now suppose (iiv) holds. Since $P$ is self-adjoint, there exists an orthonormal basis $\left\{u_{,} \ldots, u_{n}\right\}$ of $V$ consisting of eigenvectors of $P$; say, $P\left(u_{i}\right)=\lambda_{i} u_{i}$. By Problem 20.67, the $\lambda_{i}$ are nonegative real numbers.
Thus $\sqrt{\lambda_{i}}$ is a real number. Let $T$ be the linear operator defined by $T\left(u_{i}\right)=\sqrt{\lambda_{i}} u_{i}$, for $i=1, \ldots, n$. Since $T$ is represented by a real diagonal matrix relative to the orthonommal basis $\left\{u_{i}\right\}, T$ is self-adjoint. Moreover, for each $i, F^{2}\left(u_{i}\right)=T\left(\sqrt{\lambda_{i}} u_{i}\right)=\sqrt{\lambda_{i}} T\left(u_{i}\right)=\sqrt{\lambda_{i}} \sqrt{\lambda_{i}} u_{i}=\lambda_{i} u_{i}=P\left(u_{i}\right)$. Since $T^{2}$ and $P$ agree on a basis of $V, P=T^{2}$. Thus the theorem is proved.

Prove Theorem 20.14.
I Suppose (i) holds; i.e., $P=T^{2}$ where $T$ is nonsingular and $T^{*}=T$. Then $P=T T=T^{*} T$ and hence (i) implies (ii). Now suppose (ii) holds. Then $P^{*}=\left(S^{*} S\right)^{*}=S^{*} S^{* *}=S^{*} S=P$ and so $P$ is selfadjoint. Suppose $u \neq 0$. Then $S(u) \neq 0$ since $S$ is nonsingular and hence $\langle S(u), S(u)\rangle>0$. Hence $\langle P(u), u\rangle=\left\langle S^{*} S(u), u\right\rangle=\langle S(u), S(u)\rangle>0$. Thus (ii) implies (iii), and so it remains to prove that (iii) implies (i).
Now suppose (iii)-holds. . Since $P$ is setf-adjoint, there exists an orthonormal basis $\left\{u_{1}, \ldots, u_{n}\right)$ of $V$ consisting of eigenvectors of $P$; say, $P\left(u_{i}\right)=\lambda_{i} u_{i}$. .By Problem 20.68, the $\lambda_{i}$ are positive real numbers. Thus $\sqrt{\lambda_{i}}$ is a positive real number. Let $T$ be the linear operator defined by $T\left(u_{i}\right)=\sqrt{\lambda_{i}} u_{i}$, for $i=$ $1, \ldots, n$. Since $T$ is represented by a real diagonal matrix relative to the orthonormal basis $\left\{u_{i}\right\}, T$ is self-adjoint, and since the diagonal entries are nonzero, $T$ is nonsingular. Moreover, for each $i, T^{2}\left(u_{i}\right)=$ $T\left(\sqrt{\lambda_{i}} u_{i}\right)=\sqrt{\lambda_{i}} T\left(u_{i}\right)=\sqrt{\lambda_{i}} \sqrt{\lambda_{i}} u_{j}=\lambda_{i} u_{j}=P\left(u_{i}\right)$. Since $T^{2}$ and $P$ agree on a basis of $V, P=T^{2}$. Thus the theorem is proved.

Remark: The above operator $T$ is the unique positive definite operator such that $P=T^{2}$; it is called the positive square root of $P$.
20.71 Suppose $A$ is a diagonal matrix with positive real diagonal entries, say $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Show that $A$ is positive definite.
1 Let $T$ be the diagonal matrix with diagonal entries $\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}, \ldots, \sqrt{\lambda_{n}}$. Then $A=T^{2}$ where $T$ is nonsingular and $T$ is self-adjoint [symmetric]. Hènce $A$ is positive definite.
20.72 Let $A$ be a real positive definite matrix, and let $Q$ be an orthogonal matrix. Show that $Q^{7} A Q=Q^{-1} A Q$ is also positive definite.
1 Since $A$ is a real positive definite matrix, $A=S^{T} S$ where $S$ is nonsingular.. Then $Q^{T} A Q=Q^{T}\left(S^{T} S\right) Q$ $=(S Q)^{\top}(S Q)$ where $S Q$ is nonsingular. Thus $Q^{T} A Q$ is positive definite.

Problems 20.73-20.77 refer to the matrix $A=\left(\begin{array}{ll}5 & 1 \\ 1 & 5\end{array}\right)$.
20.73. Is $A$ is positive definite?

I Since $a_{31}=5, a_{22}=5$, and $|A|=24$ are positive, $A$ is a positive definite matrix.
20.74 . Find an orthogonal matrix $Q$ suck that $Q^{T} A Q$ is diagonal.
I. The characteristic polynomial $\Delta(t)$ of $A$ is

$$
\Delta(t)=|I I-A|=\left|\begin{array}{cc}
t-5 & -1 \\
-1 & t-5
\end{array}\right|=1^{2}-10^{t}+24=(t-6)(t-4)
$$

Thus the eigenvalues are 6 and 4. Substitute $t=6$ into the matrix $\quad I-A \quad$ to obtain the corresponding homogeneous system of linear equations $x-y=0,-x+y=0$. A nonzero solution is $v_{1}=(1,1)$. Normalize $v_{i}$ to find the unit solution $u_{i}=(1 / \sqrt{2}, 1 / \sqrt{2})$.
Next subslitute $t=4$ into the matrix $t I-A$ to obtain the corresponding homogeneous system of linear equations $-x-y=0,-x-y=0$. A nonzero sotution is $v_{2}=(1,-1)$. Normalize $v_{2}$ to find the unit solution $u_{2}=(1 / \sqrt{2},-1 / \sqrt{2})$.
Finally let $Q$ be the matrix whose columns are $u_{1}$, and $u_{2}$, respectively; then

$$
Q=\left(\begin{array}{ll}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & \frac{-1}{\sqrt{2}}
\end{array}\right) \quad \text { and } \quad Q^{T} A Q=\left(\begin{array}{cc}
6 & 0 \\
0 & -4
\end{array}\right):
$$

Find the square root $S$ of $B=Q^{F} A Q=\left(\begin{array}{ll}6 & 0 \\ 0 & 4\end{array}\right)$.
ITake the square root of the diagonal entries to get $S=\left(\begin{array}{cc}\sqrt{6} & 0 \\ 0 & 2\end{array}\right)$
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20.76 Show that $T=Q S Q^{T}$ is the square root of $A$.

I We have $B=Q^{T} A Q=Q^{-1} A Q$; hence $A=Q B Q^{-1}=Q B Q^{T}$. Then $T^{2}=\left(Q S Q^{T}\right)\left(Q S Q^{T}\right)=$ $\left(Q S Q^{-1}\right)\left(Q S Q^{-1}\right)=Q S^{2} Q^{-1}=Q B Q^{-1}=A$. Also, by Problem. 20.71, $T$ is positive definite. Thus $T$ is the positive square root of $A$.
20.77 Find $T$, the positive square root of $A$.

I $\quad T=Q S Q^{T}=\left(\begin{array}{cc}\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & \frac{-1}{\sqrt{2}}\end{array}\right)\left(\begin{array}{cc}\sqrt{6} & 0 \\ 0 & 2\end{array}\right)\left(\begin{array}{cc}\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & \frac{-1}{\sqrt{2}}\end{array}\right)=\frac{1}{2}\left(\begin{array}{cc}\sqrt{6}+2 & \sqrt{6}-2 \\ \sqrt{6}-2 & \sqrt{6}+2\end{array}\right)$

### 20.5 NORMAL OPERATORS

20.78 Define a normal operator.
I. A linear operator $T$ on an inner product space $V$ is said to be normal if $T$ commutes with its adjoint, i.e., if $T T^{*}=T^{*} T$. [Analogously, a complex matrix $A$ is normal if $A A^{*}=A^{*} A$, and a real matrix $A$ is normal if $A A^{T}=A^{T} A$.]
20.79 Show that self-adjoint and unitary [orthogonal] operators are normal

1 Suppose $T^{*}=T$, that is, $T$ is self-adjoint. Then $T T^{*}=T T=T^{*} T$, and hence $T$ is normal. Suppose $T^{*}=T^{-1}$, that is, $T$ is unitary (orihogonal). Then $T T^{*}=I=T^{*} T$, and hence $T$ is normal.

Theorem 20.16: Let $T$ be a morinal operator on a complex finite-dimensional inner product space $V$. Then there exists an orthonormal basis of $V$ consisting of eigenvectors of $T$; that is, $T$ can be represented by a diagonal matrix relative to an orthonormal basis.

We give the corresponding statement for matrices.

Theorem 20.17 [Alternate Fonm of Theorem 20.5]: Let $A$ be a normal matrix. Then there exists a unitary matrix $P$ such that $B=P^{-1} A P=P^{*} A P$ is diagonal.

Problems 20.80-20.82 refer to the following matrices:

$$
A=\left(\begin{array}{cc}
1 & 1 \\
i & 3+2 i
\end{array}\right) \quad B=\left(\begin{array}{cc}
1 & i \\
0 & 1
\end{array}\right) \quad C=\left(\begin{array}{cc}
1 & i \\
1 & 2+i
\end{array}\right)
$$

20.80 is $A$ normal?

1 Compute

$$
\begin{aligned}
& A A^{*}=\left(\begin{array}{cc}
1 & 1 \\
i & 3+2 i
\end{array}\right)\left(\begin{array}{cc}
1 & -i \\
1 & 3-2 i
\end{array}\right)=\left(\begin{array}{cc}
2 i & 3-3 i \\
3+3 i & 14
\end{array}\right) \\
& A^{*} A=\left(\begin{array}{cc}
1 & -i \\
1 & 3-2 i
\end{array}\right)\left(\begin{array}{cc}
1 & 1 \\
i & 3+2 i
\end{array}\right)=\left(\begin{array}{cc}
2 & 3-3 i \\
3+3 i & 14
\end{array}\right)
\end{aligned}
$$

Since $A A^{*}=A^{*} A$, the matrix $A$ is normal.
20.81 Is $B$ normal?

1 Compute

$$
B B^{*}=\left(\begin{array}{cc}
1 & i \\
0 & 1
\end{array}\right)\left(\begin{array}{rr}
1 & 0 \\
-i & 1
\end{array}\right)=\left(\begin{array}{rr}
2 & i \\
-i & 1
\end{array}\right) \quad B^{*} B=\left(\begin{array}{cc}
1 & 0 \\
-i & 1
\end{array}\right)\left(\begin{array}{ll}
1 & i \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & i \\
-i & 2
\end{array}\right)
$$

Since $B B^{*} \neq B^{*} B$, the matrix $B$ is not normal.
20.82 Is $C$ normal?

I Compute

$$
\begin{aligned}
& C C^{*}=\left(\begin{array}{cc}
1 & i \\
1 & 2+i
\end{array}\right)\left(\begin{array}{cc}
1 & 1 \\
-i & 2-i
\end{array}\right)=\left(\begin{array}{cc}
2 & 2+2 i \\
2-2 i & 6
\end{array}\right) \\
& C^{*} C=\left(\begin{array}{cc}
1 & 1 \\
-i & 2-i
\end{array}\right)\left(\begin{array}{cc}
1 & i \\
1 & 2+i
\end{array}\right)=\left(\begin{array}{cc}
2 & 2+2 i \\
2-2 i & 6
\end{array}\right)
\end{aligned}
$$

Since $\dot{C} C^{*}=C^{*} C$, the matrix $C$ is normal.

Problems 20.83-20.86 refer to à normal operator $T$.
20.83 Show that $T(v)=0$ if and only if $T^{*}(v)=0$.

I We show that $\langle T(v), T(v)\rangle=\left\langle T^{*}(v), T^{*}(v)\right\rangle:\langle T(v), T(v)\rangle=\left\langle v, T^{*} T(v)\right\rangle=\left\langle v, T T^{*}(v)\right\rangle=$ $\left\langle T^{*}(v), T^{*}(v)\right\rangle$. Thus $T(v)=0$ if and only if $T^{*}(v)=0$.
20.84 Show that $T-\lambda I$ is normal.

I We show that $T-\lambda I$ commutes with its adjoint:

$$
\begin{aligned}
(T-\lambda I)(T-\lambda I)^{*} & =(T-\lambda I)\left(T^{*}-\bar{\lambda} I\right)=T T^{*}-\lambda T^{*}-\bar{\lambda} T+\lambda \bar{\lambda} I \\
& =T^{*} T-\bar{\lambda} T-\lambda T^{*}+\bar{\lambda} \lambda I=\left(T^{*}-\bar{\lambda} I\right)(T-\lambda I) . \\
& =(T-\lambda I)^{*}(T-\lambda I)
\end{aligned}
$$

Thus $\dot{T}-\lambda I$ is normal.
20.85 Show that if $T(v)=\lambda v$, then $T^{*}(v)=\bar{\lambda} v$; hence any eigenvector of $T$ is also an eigenvector of $T^{*}$.

If $T(v)=\lambda v$, then $(T-\lambda I)(v)=0$. Since $T-\lambda I$ is normal, we have $(T-\lambda I)^{*}(v)=0$. Thus $\left(T^{*}-\lambda I\right)(v)=0$; hence $T^{*}(v)=\lambda v$.
20.86 Show that if $T(v)=\lambda_{1} v$ and $T(w)=\lambda_{2} w^{\cdot}$ where $\lambda_{1} \neq \lambda_{2}$; then $\langle u, w\rangle=0$; i.e., eigenvectors and vectors of $T$ belonging to distinct eigenvalues are orthogonal.
I We show that $\lambda_{4}\langle v, w\rangle=\lambda_{2}\langle v, w\rangle: \lambda_{1}\langle v, w\rangle=\left\langle\lambda_{1} v, w\right\rangle=\langle T(v), w\rangle=\left\langle v, T^{*}(w)\right\rangle=\left\langle v, \bar{\lambda}_{2} w\right\rangle=$ $\lambda_{2}\langle v, w\rangle$. But $\lambda_{1} \neq \lambda_{2} ;$ hence $\langle v, w\rangle=0$.
20.87 Prove Theorem 20.16.

IThe proof is by induction on the dimension of $V$. If $\operatorname{dim} V=1$, then the theorem trivially holds. Now suppose $\operatorname{dim} V=n>1$. Since $V$ is a complex vector space, $T$ has at least one eigenvalue and hence a nonzero eigenvector $v$. Let $W$ be the subspace of $V$ spanned by $v$ and let $u_{1}$ be a unit vector in $W$.
Since $v$ is an eigenvector of $T$, the subspace $W$ is invariant under $T$. However, $v$ is also an eigenvector of $T^{*}$ by the preceding problem; hence $\boldsymbol{W}$ is also invariant under $T^{*}$. Therefore, $W^{+}$is invariant under $T=T^{* *}$. The restriction $\hat{T}$ of $T$ to $W^{1}$ is a normat operator. Also, dim $W^{1}=n-1$ since $\operatorname{dim} W=1$. By induction, there exists an orthonormal basis $\left\{u_{2}, \ldots, u_{n}\right\}$ of $W^{2}$ consisting of eigenvectors of $\hat{T}$ and hence of $T$. But $\left\langle u_{1}, u_{i}\right\rangle=0$ for $i=2, \ldots, n$ because $u_{i} \in W^{1}$. Accordingly $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ is an orthonormal set and consists of eigenvectors of $\boldsymbol{T}$. Thas the theorem is proved.

### 20.6 SPECTRAL THEOREM

20.88 Define a diagonalizable operator.

4 A linear operator $\boldsymbol{Y}$ on an inner product space $V$ is said to be diagonalizable if there exists operators $E_{1}, \ldots, E_{\text {, on }} V$ and scalars $\lambda_{1}, \ldots, \lambda$, such that
(i) $T=\lambda_{1} E_{1}+\lambda_{2} E_{2}+\cdots+\lambda_{r} E_{r}$
(iii) $E_{1}^{2}=E_{1}, \ldots, E_{,}^{2}=E_{\text {, }}$
(ii) $E_{1}+E_{2}+\cdots+E_{1}=1$
(iv) $E_{i} E_{j}=0$ for $i \neq j$
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20.89 Define an orthogonal projection.

1 A linear operator $E$ on an inner product space $V$ is called an orthogonal projection if $E^{2}=E$. [Thus the linear operators $E_{i}$ in Problem 20.88 are orthogonal projections.]
20.90 - Consider a diagonal matrix, say

$$
A=\left(\begin{array}{lll}
2 & & \\
& 3 & \\
\\
& & \\
& & \\
& & \\
&
\end{array}\right)
$$

Show that $A$ is diagonalizable [by the definition in Problem 20.88].
$\|$ Let

$$
E_{1}=\left(\begin{array}{llll}
1 & & & \\
& 0 & & \\
& & 0 & \\
& & & 0
\end{array}\right) \quad E_{2}=\left(\begin{array}{lll}
0 & & \\
& 1 & \\
& & \\
& & 1
\end{array}\right) \quad E_{3}=\left(\begin{array}{lll}
0 & & \\
& 0 & \\
& & 0 \\
& & \\
& & \\
& & \\
& &
\end{array}\right)
$$

Then (i) $A=2 E_{1}+3 E_{2}+5 E_{3}$,
(ii) $E_{1}+E_{2}+E_{3}=I$,
(iii) $E_{i}^{2}=E_{i}$, and (iv) $E_{i} E_{j}=0$ for $i \neq j$.
20.91 Previously an operator $T$ was said to be diagonalizable if it could be represented by a diagonal matrix relative to some basis. What could be the reason for redefining diagonalizable operators in Problems 20.88?

I The definition in Problem 20.88 does not use the notion of matrices and hence can also apply to infinite-dimensional spaces $V$. The two definitions coincide when $V$ has finite dimension as indicated in Problem 20.90.

Restate Theorems 20.7 and 20.16 using the definition in Problem 20.88 on diagonalizable operators.

Theorem 20.18 [Spectral Theorem]: Let $T$ be a normal [symmetric] operator on a complex [real] finitedimensional inner product space $V$. Then there exist orthogonal projections $E_{1}, \ldots, E_{r}$ on $V$ and scalars $\lambda_{1}, \ldots, \lambda_{r}$ such that
(i) $T=\lambda_{1} E_{1}+\lambda_{2} E_{2}+\cdots+\lambda_{r} E_{r}$
(iii) $E_{1}^{2} \doteq E_{1}, \ldots, E_{r}^{2}=E_{r}$
(ii) $E_{1}+E_{2}+\cdots+E_{r}=I$
(iv) $E_{i} E_{j}=0$ for $i \neq j$

## CHAPTER 21

Applications to Geometry and Calculus

### 21.1 VECTOR NOTATION IN R ${ }^{3}$

21.1 Define the ijk notation in $\mathbf{R}^{3}$.

1 The notation $\mathbf{i}=(\mathbf{1}, 0,0), \mathbf{j}=(0,1,0), k=(0,0,1)$ is used for the usual basis in $\mathbf{R}^{\mathbf{3}}$.
21.2 Rewrite $u=(3,-5,6)$ and $v=(1,3,-2)$ in the ijk notation.

I Since $(a, b, c)=a(1,0,0)+b(0,1,0)+c(0,0,1)$, we have $u=3 \mathbf{i}-5 \mathbf{j}+6 k$. and $v=\mathbf{i}+3 \mathbf{j}-2 k$.
21.3 Find the dot products $\mathbf{i} \cdot \mathbf{i}, \mathbf{j} \cdot \mathbf{j}, \mathbf{k} \cdot \mathbf{k}$.
$1 \cdot$ Since $i, j, k$ are unit vectors $, i \cdot i=1, j \cdot j=1$, and $k \cdot k=1$.
21.4 Find the dot products $\mathbf{i} \cdot \mathbf{j}, \mathbf{i} \cdot \mathbf{k}$, and $\mathbf{j} \cdot \mathbf{k}$.

I Since $\mathrm{i}, \mathrm{j}, \mathrm{k}$ form an orthonormal basis, they are orthogonal; hence $\mathrm{i} \cdot \mathrm{j}=0, \mathrm{i} \cdot \mathrm{k}=0$, and $\mathrm{j} \cdot \mathrm{k}=0$.
Problems 21.5-21.8 refer to vectors $u=a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}$ and $v=b_{1} \mathbf{i}+b_{2} \mathbf{j}+b_{\mathbf{3}} \mathbf{k}$.
21.5 Give a formula for $u+v$ and $c u$ for a scalar $c \in R$.

1 Using the fact that $\mathbf{i}, \mathbf{j}, \mathbf{k}$ form a basis of $\mathbf{R}^{3}, \boldsymbol{u}+\boldsymbol{v}=\left(a_{1}+b_{1}\right) \mathbf{i}+\left(a_{2}+b_{2}\right) \mathbf{j}+\left(a_{3}+b_{3}\right) \mathbf{k}$ and $\mathbf{c} u=c a_{1} i+c a_{2} \mathbf{j}+c a_{3} k$.
21.6 Give a formula for the dot product $u \cdot \boldsymbol{v}$.

IUse the definition of the inner product in $\mathbf{R}^{3}$ to obtain $u \cdot v=a_{1} b_{1}+\bar{a}_{2} b_{2}+a_{3} b_{3}$.
21.7 Give a formula for the cross product $u \times v$.
$I$

$$
u \times v=\left|\begin{array}{ll}
a_{2} & a_{3} \\
b_{2} & b_{3}
\end{array}\right| ;-\left|\begin{array}{ll}
a_{1} & a_{3}
\end{array}\right| j+\left|\begin{array}{ll}
a_{1} & a_{2} \\
b_{1} & b_{3}
\end{array}\right| \cdot k
$$

or, equivalently

$$
u \times v=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & k \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right|
$$

21.8 Give a formula for the norm \|u\|.

I

$$
\|u\|=\sqrt{u \cdot u}=\sqrt{a_{1}^{2}+a_{2}^{2}+a_{3}^{2}}
$$

21.9 Find the cross products $\mathbf{i} \times \mathbf{j}, \mathbf{j} \times \mathbf{k}, \mathbf{k} \times \mathbf{i}, \mathbf{j} \times \mathbf{i}, \mathbf{k} \times \mathbf{j}, \quad \mathbf{i} \times \mathbf{k}$.

1 Here $\mathbf{i} \times \mathbf{j}=\mathbf{k}, \mathbf{j} \times \mathbf{k}=\mathbf{i}, \mathbf{k} \times \mathbf{i}=\mathbf{j}$, and $\mathbf{j} \times \mathbf{i}=-\mathbf{k}, \mathbf{k} \times \mathbf{j}=-\mathbf{i}, \mathbf{i} \times \mathbf{k}=-\mathbf{j}$. In other words, if we view the triple $[i, j, k\}$ as a cyclic permutation, $i . e$. , as arranged around a circle in the counterclockwise direction as in Fig. 21-1, then the product of two of them in the given direction is the third one, but the product of two of them in the opposite direction is the negative of the third one.


Fig. 21-1
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Problems 21.10-21.32 refer to the vectors: $u=\mathbf{2 i}-\mathbf{3 j}+\{\mathbf{k}, \boldsymbol{v}=3 \mathbf{i}+\mathbf{j}-\mathbf{2 k}, w=\mathbf{i}+5 \mathbf{j}+\mathbf{3 k}$.
21.10 Find $u+v$.

I Add corresponding components to get $u+v=5 i-2 j+2 k$.
21.11 Find $2 u-3 w$.

1 First multiply the vectors by the scalars, and then add: $2 u-3 w=(4 i-6 \mathbf{j}+8 k)+(-3 \mathbf{i}-15 \mathbf{j}-9 \mathrm{k})=$
$\mathbf{i}-2 \mathbf{1} \mathbf{j}-\mathbf{k}$.
21.1? Find $3 u-2 v+4 w$.

I $3 u-2 v+4 w=(6 \mathbf{i}-9 \mathbf{j}+12 \mathbf{k})+(-6 \mathbf{i}-2 \mathbf{j}+4 \mathbf{k})+(4 \mathbf{i}+20 \mathbf{j}+12 \mathbf{k})=4 \mathbf{i}+9 \mathbf{j}+28 \mathbf{k}$.
21.13 Find $u \cdot v$.

Multiply corresponding components and then add to get $u \cdot v=6-3-8=-5$.
21.14 Find $u \cdot w$.
| $u \cdot w=2-15+12=-1$.
21:15 Find $u \cdot w$.
| $\mathbf{v} \cdot \boldsymbol{w}=3+5-6=2$.
21.16 Find \|ull.

1 Square each component of $u$ and then add to get $\|u\|^{2}$. That is, $\|u\|^{2}=4+9+16=29$. Thus $\|u\|=\sqrt{29}$.
21.17 Find $\|v\|$.
| $\|v\|^{2}=9+1+4=14$; hence $\|v\|=\sqrt{14}$.
21.13 Find $\|w\|$.

I $\|w\|^{2}=1+25+9=35$; hence. $\|w\|=\sqrt{35}$.
21.19 Find $u \times u$.

I

$$
u \times v=\left|\begin{array}{rrr}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
2 & -3 & 4 \\
3 & 1 & -2
\end{array}\right|=(6-4) \mathbf{i}+(12+4) \mathbf{j}+(2+9) \mathbf{k}=2 \mathbf{i}+16 \mathbf{j}+11 \mathbf{k}
$$

[Remark: Observe that the $\mathbf{j}$ component is obtained by taking the determinant "backwards." See Problem - 21.7 on cross products.]
21.20 Find $u \times w$.

1

$$
u \times w=\left|\begin{array}{rrr}
i & j & k \\
2 & -3 & 4 \\
1 & 5 & 3
\end{array}\right|=(-9-20) i+(4-6) j+(10+3) k=-29 i-2 j+13 k
$$

21.21 Find $v \times w$.
$\boldsymbol{\square} \quad v \times w=\left|\begin{array}{rrr}\mathbf{i} & \mathbf{j} & \mathbf{k} \\ 3 & 1 & -2 \\ 1 & 5 & 3\end{array}\right|=(3+10) \mathbf{i}+(-2-9) \mathbf{j}+(15-1) \mathbf{k}=13 \mathbf{i}-11 \mathbf{j}+14 \mathbf{k}$
21.22 Find $v \times u$.
$v \times u=-(u \times v)=-(2 i+16 j+11 k)=-2 i-16 j-11 k$.
21.23 Find $w \times u$.

I $w \times v=-(v \times w)=-(13 i-11 j+14 j)=-13 i+11 j-14 j$.
21.24 Find $w \times u$.

I $w \times u=-(u \times w)=-(-29 i-2 j+13 k)=29 i+2 j-13 k$.
21.25 Find $\cos \theta$ where $\theta$ is the angle between $u$ and $v$.

1

$$
\cos \theta=\frac{u \cdot v}{\|u\|\| \|}=\frac{-5}{\sqrt{29} \sqrt{14}}
$$

21.26 Find $\cos \theta$ where $\theta$ is the angle between $v$ and $w$.

1

$$
\cos \theta=\frac{v \cdot \omega^{\circ}}{\|v\|\|w\|}=\frac{2}{\sqrt{14} \sqrt{35}}=\frac{2}{7 \sqrt{10}}
$$

21.27 Find $u \cdot v \times w$.

1

$$
u \cdot v \times w=\left|\begin{array}{rrr}
2 & -3 & 4 \\
3 & 1 & -2 \\
1 & 5 & 3
\end{array}\right|=6+6+60-4+20+27=115
$$

[Note $u \cdot v \times w=\operatorname{det}(A)$ where $u, v, w$ are the rows of $A$.]
21.28 Give a geometrical interpretation of $u \cdot v \times w$.

IThe absolute value of $u \cdot v \times w$ represents the volume of the parafielopiped formed by the vectors $u$, $\cdot v$, and $w$ as pictured in Fig. 21-2.


Fig. 21-2
21.29 Find $w-v \times u$.

S Since $[w, v, u]$ is an odd permutation of $[u, v, w\}$, we have $w \cdot v \times u=-(u \cdot v \times w)=-115$.
21.30 Find $w \cdot u \times v$.

IS Since $\{\dot{w}, u, v\}$ is an even permutation of $\{u, v, w\}$, we have $w \cdot v \times w=u \cdot v \times w=115$.
21.31 Find $(u \cdot v) \times w$.

I By Problems 21.19, $u \times v=2 i+16 j+11 k$. Thus

$$
(u \times v) \times w=\left|\begin{array}{rrr}
i & i & k \\
2 & 16 & 11 \\
7 & 5 & 3
\end{array}\right|=(48-55) i+(11-6) j+(10-16) k=-7 i+5 j-6 k
$$

21.32 Find $u \times(v \times w)$.

I By Problem 21.21, $v \times w=13 i-11 j+14 k$. Thus

$$
u \times(v \times w)=\left|\begin{array}{rrr}
i & \mathbf{j} & \mathbf{k} \\
2 & -3 & 4 \\
13 & -11 & 14
\end{array}\right|=(-42+44) \mathbf{i}+(52-28) \mathbf{j}+(-22+39) \mathbf{k}=2 \mathbf{i}+24 j+17 k
$$

[Remark: Observe that the cross product does not satisfy the associative law, i.e., $(u \times v) \times w \neq$ $u \times(v \times w)$.]
21.33 Find a unit vector orthogonal to $u_{1}=4 \mathbf{i}-6 \mathbf{j}+\mathbf{k}$ and $u_{2}=\mathbf{2 i}+\mathbf{j}-3 \mathbf{k}$.

I First find $v=u_{1} \times u_{2}$ which gives a vector orthogonal to both $u_{1}$ and $u_{2}$ :

$$
v=u_{1} \times u_{2}=\left|\begin{array}{rrr}
i & j & k \\
4 & -6 & 1 \\
2 & 1 & -3
\end{array}\right|=(18-1) i+(2+12) j+(4+12) k=17 i+14 j+16 k
$$

Normalize $v$ by first finding $\|v\|$. We have $\|v\|^{2}=289+196+256=741$. Thus

$$
\hat{v}=\frac{1}{\|v\|} v=\frac{1}{\sqrt{741}}(17 i+14 j+16 k)
$$

is the desired vector.
21.34 Find $c$ so that $u=4 \mathbf{i}+3 \mathbf{j}+c \mathbf{k}$ is in the plane $W$ spanned by $v_{1}=\mathbf{i}+2 \mathbf{j}-3 \mathbf{k}$ and $v_{2}=2 \mathbf{i}-\mathbf{j}+4 \mathbf{k}$

1. Note that $u$ is in $W$ if $u \cdot v_{1} \times v_{2}=0$, i.e., if $\operatorname{det}(A)=0$ where $u_{s} v_{1}, v_{2}$ are the rows of $A$. Set

$$
0=\left|\begin{array}{rrr}
4 & 3 & c \\
1 & 2 & -3 \\
2 & -1 & 4
\end{array}\right|=32-18-c-4 c-12-12=-5 c-10
$$

Thus $5 c=-10$ and hence $\varepsilon=-2$.

### 21.2 PLANES, LINES, CURVES, AND SURFACES IN $\mathbf{R}^{3}$

The following formulas will be used below:
(a) The equation of a plane through the point $P_{u}\left(x_{0}, y_{n}, z_{0}\right)$ with normal direction $\mathrm{N}=a \mathrm{i}+b \mathrm{j}+c k$ is $a\left(x-x_{0}\right)+b\left(y-y_{0}\right)+c\left(x-x_{0}\right)=0$.
(b) The parametric equation of a line $L$ through a point $P_{0}\left(x_{0}, y_{0}, z_{0}\right)$ in the direction of the vector $v=$ $a \mathrm{i}+b \mathrm{j}+c \mathrm{k}$ is $x=a l+x_{0}, \quad y=b t+y_{0}, \quad z=c t+z_{0} \quad$ or, equivalently, $\quad L(t)=\left(a t+x_{0}\right) \mathrm{i}+\left(b t+y_{0}\right) \mathrm{j}$ $+\left(c t+z_{0}\right) k$.
(c) The normal vector N to a surface. $F(x, y, z)=0$ is $\mathrm{N}=F_{x} \mathrm{i}+F_{y} \mathbf{j}+F_{z} \mathrm{k}$.
21.35 Derive formula (a).

Let $P(x, y, z)$ be an arbitrary point in the plane. The vector $v$ from $P_{v}$ to $P$ is $v=P-P_{0}=$ $\left(x-x_{0}\right) i+\left(y-y_{0}\right) j+\left(z-z_{0}\right) k$. Since $v$ is orthogonal to $N=a i+b j+c k \quad\left[F i g\right.$. 21-3], we get $a\left(x-x_{0}\right)$ $+b\left(y-y_{0}\right)+c\left(z-z_{0}\right)=0$ as claimed.
21.36 Find the equation of the plane with normal direction $N=5 i-6 j+7 k$ and containing the point $P(3,4,-2)$.
Substitute $P$ and $N$ in formula (a) to get $5(x-3)-6(y-4)+7(z+2)=0$ or $5 x-6 y+7 z=-23$.
21.37 Find a normal vector $N$ to the plane $4 x+7 y-12 z=3$.

1 The coefficients of $x, y, z$ give a normal direction; hence $N=4 i+7 j-12 k$. [Any multiple of $N$ also is normal to the plane.]
21.38 Find the plane $H$ parallel to $4 x+7 y-12 z=3$ and containing the point $P(2,3,-1)$.

I $H$ and the given plane have the same normal direction; i.e., $N=4 \mathbf{i}+7 \mathbf{i}-12 k$ is normal to $H$.
Substitute $P$ and $N$ in formula (a) to get $4(x-2)+7(y-3)-12(z+1)=0$ or . $4 x+7 y-12 z=41$.
21.39 Let $H$ and $K$ be, respectively, the planes $x+2 y-4 z=5$ and $2 x-y+3 z=7$. Find $\cos \theta$ where $\theta$ is the angle between the planes $H$ and $K$.

- The angle $\theta$ between $H$ and $K$ is. the same as the angle between the normal $\mathbf{N}$ of $H$ and the normal $N^{\prime}$ of $K$. We have $N=i+2 j-4 k$. and $N^{\prime}=2 i-j+3 k$. Then $N \cdot N^{\prime}=2-2-12=-12, \quad\|N\|^{2}=$ $1+4+16=21, \quad\left\|N^{\prime}\right\|^{2}=4+1+9=14$. Thus

$$
\cos \theta=\frac{N \cdot N^{\prime}}{\|N\|\left\|N^{\prime}\right\|}=-\frac{12}{\sqrt{21} \sqrt{14}}=-\frac{12}{7 \sqrt{6}}
$$

21.40 Derive formula (b).
$\|$ Let $P(x, y, z)$ be an arbitrary point on the line $L$. The vector $w$ from $P_{0}$ to $P$ is

$$
\begin{equation*}
w=P-P_{0}=\left(x-x_{0}\right) i+\left(y-y_{0}\right) j+\left(z-z_{0}\right) k \tag{1}
\end{equation*}
$$

Since $w$ and $v$ have the same direction [Fig. 21-4],

$$
\begin{equation*}
w=t v=t(a \mathbf{i}+b \mathbf{j}+c \mathbf{k})=a t \mathbf{i}+b t \mathbf{j}+c t \mathbf{k} \tag{2}
\end{equation*}
$$

Equations_(1) and (2) give us our result.


Fig. 21-4

Find the Fparametric] equation of the line $L$ through the point $P(3,4,-2)$ and in the direction of $v=5 i-j+3 k$.

1 Substitute in formula (b) to get. $L(1)=(5 t+3) i+(-t+4) i+(3 t-2)$.
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21.42 Find the equation of the line $L$ through points $P(1,3,2)$ and $Q(2,5,-6)$.
$I$ First find the vector $v$ from $P$ to $Q: v=Q-P=\mathbf{i}+2 \mathbf{j}-8 \mathbf{k}$. Then use formula (b) with $v$ and one of the given points, say $P$, to get $L(t)=(t+1) \mathbf{i}+(2 t+3) j+(-8 t+2) \mathbf{k}$.
21.43 Let $H$. be the plane $3 x+5 y+7 z=15$. Find the equation of the line $L$ perpendicular tat $H$ and containing the point $P(1,-2,4)$.

I Since $L$ is perpendicular to $H, L$ must be in the same direction as the normal $\mathrm{N}=3 \mathbf{i}+5 \mathbf{j}+7 \mathbf{k}$ to $H$. Thus use formula (b) with $\mathbf{N}$ and $P$ to get. $L(t)=(3 t+1) \mathbf{i}+(5 t-2) \mathbf{j}+(7 t+4) \mathbf{k}$.
21.44 Define a curve in $\mathbf{R}^{3}$.

I Let $D$ be an interval (finite or infinite) in the real line $\mathbf{R}$. A continuous function $F: D \rightarrow \mathbf{R}^{3}$ is a curve in $\mathbf{R}^{3}$. Thus to each $t \in D$ there is assigned the point $F(t)=F_{1}(t) \mathbf{i}+F_{2}(t) \mathbf{j}+F_{3}(t) \mathbf{k}$ in $\mathbf{R}^{3}$.

Remark: Suppose the above function $F(t)$ represents the position of a moving body $B$ at time $t$. Then $V(t)=d F(t) / d t$ denotes the velocity of $B$ and $\quad A(t)=d V(t) / d t$ denotes the acceleration of $B$.

Problems 21.45-21.49 refer to the following curve where $0 \leq t \leq 5: \quad F(t)=t^{2} \mathbf{i}+(3 t+4) \mathbf{j}+t^{3} \mathbf{k}$.
21.45 Find $F(t)$ when $t=2$.
$!$ Substitute $t=2$ into $F(t)$ to obtain $F(2)=4 \mathrm{i}+10 \mathrm{j}+8 \mathrm{k}$.
21.46 Find $F(t)$ when $t=4$.

I $F(t)=F(4)=16 \mathbf{i}+(12+4) \mathbf{j}+64 \mathbf{k}=16 \mathbf{i}+16 \mathbf{j}+64 k$.
21.47 Find $F(t)$ when $t=6$.

I $F(t)$ is not defined when $t=6$ since the domain of $F$ is the interval $0 \leq t \leq 5$.
21.48 Find the endpoints of the curve.

I• The endpoints of the domain are $t=0$ and $t=5$. Hence the endpoints of the curve are $F(0)=4 \mathrm{j}$ and $F(5)=25 \mathbf{i}+19 \mathbf{j}+125 \mathbf{k}$.
21.49. Find the unit tangent vector T to the curve when $t=2$.
$I$ Take the derivative of $F(t)$ to obtain a vector $V$ which is tangent to the curve:

$$
V(t)=\frac{d F(t)}{d t}=2 t \mathrm{i}+3 \mathrm{j}+3 t^{2} \mathrm{k}
$$

Next find $V$ when $t=2$. This yields $V=4 i+3 j+12 k$. Normalize $V$ to get the unit tangent vector $\mathbf{T}$ to the curve when $1=2$. We have $\|V\|=13$. Thus

$$
\mathbf{T}=\frac{4}{13} \mathbf{i}+\frac{3}{13} \mathbf{j}+\frac{12}{13} \mathbf{k}
$$

Problems $21.50-21.53$ refer to a moving body $B$ whose position at time $t$ is given by $R(t)=t^{3} \mathbf{i}+2 t^{2} \mathbf{j}+3 t \mathrm{k}$.
21.50 Find the position of $B$ when $:=1$.

I Substitute $1=\mathbf{1}$ into $R(\mathbf{t})$ to get $R(1)=\mathbf{i}+2 \mathbf{j}+3 \mathbf{k}$.
21.51 Find the velocity $v$ of $B$ when $t=1$.

I Take the derivative of $R(t)$ to get

$$
V(t)=\frac{d R(i)}{d t}=3 r^{2} i+4 i j+3 k
$$

Substitute $t=1$ in $V(t)$ to pet $v=\dot{V}(1)=3 i+4 j+3 k$.

Find the speed $s$ of $B$ when $t=1$.
IThe speed $s$ is the magnitude of the velocity $v$. Thus $s^{2}=\|v\|^{2}=9+16+3=34$ and hence $s=\sqrt{34}$.
21.53 Find the acceleration $a$ of $B$ when $t=1$.

I Take the second derivative of $R(t)$ or, in other words, the derivative of $V(t)$ to get

$$
A(t)=\frac{d V(t)}{d t}=6 t i+4 j
$$

Substitute $t=1$ in $A(t)$ to get $a=A(1)=6 i+4 j$.

Problems 21.54-21.55 refer to the following surface: $x y^{2}+2 y z=16$.
21.54 Find the normal vector $N(x, y, z)$ to the surface.

1. Find the partial derivatives $F_{s}, F_{r}, F_{z}$ where $F(x, y, z)=x y^{2}+2 y z-16$. We have $F_{x}=y^{2}, F_{y}=2 x y$ $+2 z, \quad F_{2}=2 y$. Thus $\mathrm{N}(x, y, z)=y^{2} \mathrm{i}+(2 x y+2 z) \mathrm{j}+2 y \mathrm{k}$.

Find the tangent plane $H$ to the surface at the point $P(1,2,3)$.
IThe normal to the surface at the point $P$ is $N(P)=N(1,2,3)=4 i+10 \mathbf{j}+4 \mathbf{k}$. Thus $N=2 \mathbf{i}+5 \mathbf{j}+2 k$ is also a normal vector at $P$. Substitute $P$ and $N$ into formula (a) to get $2(x-1)+5(y-2)+2(z-3)=0$ or $2 x+5 y+2 z=18$.
21.56 Consider the ellipsoid $x^{2}+2 y^{2}+3 z^{2}=15$. Find the tangent plane $H$ at the point $P(2,2,1)$.

I First find the normal vector $N(x, y, z)=F_{x} i+F_{y} \mathbf{j}+F_{z} \mathbf{k}=2 x i+4 y j+6 z k$. Evaluate the normal vector $\mathrm{N}(x, y, z)$ at $P$ to get $\mathrm{N}(P)=\mathrm{N}(2,2,1)=4 \mathbf{i}+8 \mathrm{j}+6 \mathbf{k}$. Thus $\mathrm{N}=2 \mathbf{i}+4 \mathbf{j}+3 \mathbf{k}$ is normal to the ellipsoid at P. Substitute $P$ and $N$ into formula (a) to obtain $H: 2(x-2)+4(y-2)+3(z-1)=0$ or $2 x+4 y+$ $3 z=15$.

Problems 21.57-21.58 refer to the function $f(x, y)=x^{2}+y^{2}$. whose solution set $z=x^{2}+y^{2}$ represents a surface $S$ in $\mathbf{R}^{3}$.
21.57. Find the normal vector N to the surface S when $x=2, y=3$.
$\| \mathrm{N}=\left[f_{x}, f_{y},-1\right]=2 x \mathbf{i}+2 \mathbf{y} \mathbf{j}-\mathbf{k}=4 \mathbf{i}+6 \mathbf{j}-\mathbf{k}$. [Remark: We use the fact that when $F(x, y, z)=$ $f(x, y)-z$, we have $F_{x}=f_{x}, F_{y}=f_{r}$, and $F_{z}=-1$.]
21.58 Find the tangent plane $H$ to the surface $S$ when $x=2, y=3$.

II $x=2, y=3$, then $z=4+9=13$; hence $P(2,3,13)$ is the point on the surface $S$. Substitute $P$ and $N=4 \mathbf{i}+6 \mathbf{j}-\mathbf{k}$ into formula (a) to obtain $H: 4(x-2)+6(y-3)-(z-13)=0$ or $4 x+6 y-z=$ 13.

### 21.3 SCALAR AND VECTOR FIELDS

24.59 Define a scalar field.
$\|$ A function $f: \mathbf{R}^{3} \rightarrow \mathbf{R}$ is called a scalar field in $\mathbf{R}^{3}$. In other words, a scalar field $f$ assigns a scalar $f(x, y, z)$ to each point $P(x, y, z)$ in $\mathbf{R}^{\mathbf{3}}$. [Analogously, a function $f: \mathbf{R}^{n} \rightarrow \mathbf{R}$ is called a scalar field in $\mathbf{R}^{n}$.]
24.60 Define a vector field.

1 A function $F: \mathbf{R}^{3} \rightarrow \mathbf{R}^{3}$ is called a vector field in $\mathbf{R}^{3}$. In other words, a vector field $F$ assigns a vector $E_{1}(x, y, z) \mathrm{i}+F_{2}(x, y, z) \mathbf{j}+F_{3}(x, y, z) \mathbf{k}$ to each point $P(x, y, z)$ in $\mathbf{R}^{3}$. |Analogously, a function $F: \mathbf{R}^{n} \rightarrow \mathbf{R}^{\prime \prime}$ is called a vector field in $\mathbf{R}^{n} . \mathrm{J}$

Remark: Frequently the domain of a scalar field or vector feld is a subset $D$ of $\mathbf{R}^{n}$ rather than $\mathbf{R}^{n}$ itselk

Problems 21.61-21.64 refer to the following fields on some domain $D$ :
(a) The temperature at a point
(b) The velocity of the wind at a point
(c) The height above sea level of a point
(d) The magnetic field
21.61 Is (a) a scalar or vector field?

1 Since temperature is a scalar, (a) is a scalar field.
21.62 Is (b) a scalar or vector field?

I The velocity of the wind at a point is a vector with magnitude and direction; hence ( $b$ ) is a vector field.
21.63

Is (c) a scalar or vector field?
I Since the height of a point is a scalar quantity; (c) is a scalar field.
21.64 Is ( $d$ ) a scalar or vector field?

I The magnetic field is a vector field since there is a magnetic force with magnitude and direction at each point.

- Probléms 21.65-21.67 refer to the scalar field ${ }^{-} f(x, y, z)=x^{2}+y z$.
21.65 Find $f\left(P_{1}\right)$ for the point $P_{1}(1,2,-4)$.

I $f\left(P_{1}\right)=f(1,2,-4)=1-8=-7$.
21.66. Find $f\left(P_{2}\right)$ for the point $P_{1}(2,-3,5)$.

I $f\left(P_{2}\right)=f(2,-3,5)=4-15=-11$.
21.67 Find $f\left(P_{3}\right)$ for the point $P_{3}(3 ; 1,-2)$.
$!f\left(P_{3}\right)=f(3,1,-2)=9-2=2$.
21.68 Consider the scalar field $g(x ; y)=x^{2}+2 y^{2}$ in $R^{2}$. Describe and plot the level curves of $g$.

1 For each scalar $c \in \mathbf{R}$ there is the level curve $g(x, y)=x^{2}+2 y^{2}=c$. These curves are ellipses with centers at the origin as pictured in Fig. 21-5.


Fig. 21-5
Problems 21.69-21.71 refer to the following vector field in $\mathbf{R}^{3}: . \quad F(x, y, z)=x y z i+\left(x^{2}+y^{2}+z^{2}\right) \dot{j}+$ $\left(x^{2}-y z\right) k$.
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I $F\left(P_{1}\right)=F(1,2,-4)=-8 \mathbf{i}+(1+4+16 \mathbf{j}+(1+8) \mathbf{k}=-8 \mathbf{i}+21 \mathbf{j}+9 \mathbf{k}$.
21.70 Find $F\left(P_{2}\right)$ for the point $P_{2}(2,-3,5)$.

IF $F\left(P_{2}\right)=F(2,-3,5)=-30 i+(4+9+25) j+(4+15) \mathbf{k}=-30 i+38 j+19 k$.
21.71 Find $F\left(P_{3}\right)$ for the point $P_{3}(3,1,-2)$.

I $F\left(P_{3}\right)=F(3,1,-2)=-6 i+(9+1+4) j+(9+2) k=-6 i+14 j+11 k$.
21.72 Consider the vector field $F(x, y)=\frac{1}{2} x i-\frac{1}{2} y j$ in $\mathbf{R}^{2}$. Describe the field.

1 At each point $P(x, y)$ in the plane there is a vector $F(P)$ which has $\frac{1}{2}$ the length from the origin 0 to $P$ and which is perpendicular to the vector from 0 to $P$ as pictured in Fig. 21-6.


Fig. 21-6

### 21.4 DEL OPERATOR $\nabla$ AND GRADIENT, DIVERGENCE AND CURL

21.73

Define the del operator.
1 The vector differential operator del, denoted by $\nabla$, is defined by $\nabla \equiv D_{i} \mathbf{i}+D_{y} \mathbf{j}+D_{z} \mathbf{k}=\mathbf{i} D_{s}+\mathbf{j} D_{y}+\mathbf{k} D_{x}$ where $D_{x}, D_{y}$, and $D_{x}$ denote the partial derivatives with respect to $x, y$, and $z$, respectively. That is,

$$
\nabla \equiv \frac{\partial}{\partial x} i+\frac{\partial}{\partial y} j+\frac{\partial}{\partial z} k \equiv i \frac{\partial}{\partial x}+j \frac{\partial}{\partial y}+k \frac{\partial}{\partial z}
$$

More generally, the del operator $\nabla$ is defined for any set of variables $x_{1}, x_{2}, \ldots, x_{n}$ by $\nabla \equiv\left\{D_{1}, D_{2}, \ldots, D_{n}\right\}$ where $D_{i}$ denotes the partial derivative with respect to the $i$ th variable $\boldsymbol{x}_{i}$.
21.74 Define the gradient of a scalar fiekd.

I Let $f(x, y, z)$ be a differentiable scalar fietd. The gradient of $f$, denoted by $\nabla f$ or grad $f$, is defined by $\nabla f=\left(E_{x} \mathrm{i}+D_{\gamma} \mathrm{j}+D_{z} \mathrm{k}\right)(f)=D_{x}(f) \mathbf{i}+D_{y}(f) \mathbf{j}+D_{z}(f) \mathbf{k}$. Note that $\nabla f$ is a vector field.
21.75 Define the divergence of a vector field.

1. Let $F(x, y, z)=F_{1} \mathrm{i}+F_{2} \mathrm{j}+F_{3} \mathrm{k}$ be a differeatiable vector field. Then the divergence of $F$, written $\nabla \cdot F$ or div $F$, is defined by $\nabla \cdot F=\left(D_{x} i+D_{3} \mathbf{j}+D_{z} k\right) \cdot\left(F_{i} \mathbf{i}+F_{2} j+F_{3} k\right)=D_{s}\left(F_{1}\right)+D_{y}\left(F_{2}\right)+D_{z}\left(F_{3}\right)$. Note that $\nabla \cdot \boldsymbol{F}$ is a scalar field.

## 476 CHAPTER 21

21.76 Define the curl of a vector field.

I Let $F(x, y ; z)=F_{1} \mathrm{i}-F_{2} \mathrm{j}+F_{3} \mathrm{k}$ be a differentiable vector field. Then the curl or rotation of $F$, writen $\nabla \times F$ or curl $F$ or rot $F$, is defined by

$$
\begin{aligned}
\nabla \times F & =\left(D_{x} \mathrm{i}+D_{y} \mathrm{j}+D_{2} \mathrm{k}\right) \times\left(F_{1} \mathrm{i}+F_{3} \mathrm{j}+F_{3} \mathbf{k}\right)=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
D_{x} & D_{y} & D_{2} \\
F_{1} & F_{2} & F_{3}
\end{array}\right| \\
& =\left[D_{y}\left(F_{3}\right)-D_{x}\left(F_{2}\right)\right] \mathrm{j}+\left[D_{x}\left(F_{1}\right)-D_{x}\left(F_{3}\right)\right] j+\left[D_{x}\left(F_{2}\right)-D_{y}\left(F_{1}\right)\right] \mathbf{k}
\end{aligned}
$$

Note that $\nabla \times F$ is again a vector fietd.
21.77. Is the gradient, divergence, and curl defined for a function in $\mathbf{R}^{\prime \prime}$ ?

1 If $f\left(x_{1}, \ldots, x_{n}\right)$ is a scalar field in $\mathbf{R}^{n}$, then $\operatorname{div} f=\nabla f=\left[D_{1}(f), D_{2}(f), \ldots, D_{n}(f)\right]$. If $F=$ $\left[F_{1}, F_{2}, \ldots, F_{n}\right]$ is a vector field in $\mathbf{R}^{n}$, then $\operatorname{div} F=\nabla \cdot F=D_{1}\left(F_{1}\right)+D\left(F_{2}\right)+\cdots+D_{n}\left(F_{n}\right)$. The curl of a vector field $F$ in $\mathbf{R}^{n}$ is not defined except when $n=3$, just like the cross product of vectors is not defined except in $\mathbf{R}^{3}$. [Observe that we cannot use the ijk notation in $\mathbf{R}^{i}$.]

Theorem 21.4: Suppose $f$ is a differentiable scalar field. Let $D_{\mu}(f)$ denote the directional derivative of $f$ in the direction of a vector $u$. Then

$$
D_{u}(f)(P)=(\nabla f)(P) \cdot \frac{u}{\|u\|}=\frac{(\nabla f)(P) \cdot u}{\|u\|}
$$

at a point $P$ in the domain, [That is, the component of the gradient of $f$ in the direction of a vector $u$ is equal to the directional derivative of $f$ in the direction of $u$.]

Problems 21.78-21.80 refer to the scalar field $f(x, y, z)=x^{2} y^{2}+z^{3}$.
21.78 Find the gradient of $f$, that is, $\nabla f$.

I $\nabla f=\left(D_{i} \mathbf{i}+D_{y} \mathbf{j}+D_{z} \mathbf{k}\right)\left(\dot{x}^{2} y^{2}+z^{3}\right)=D_{x}\left(x^{2} y^{2}+z^{3}\right) \mathbf{i}+D_{y}\left(x^{2} y^{2}+z^{3}\right) \mathbf{j}+D_{x}\left(x^{2} y^{2}+z^{3}\right) \mathbf{k}=2 x y^{2} \mathbf{i}+2 x^{3} y \mathbf{j}$ $+3 z^{2} k$.
21.79 Find the directional derivative of $f$ at the point $P(3,2,1)$ in the direction of $u=\mathbf{2 i}-\mathbf{j}+2 \mathbf{k}$.

I Evaluate $\nabla f$ at the point $P:(\nabla f)(P)=(\nabla f)(3,2,1)=24 \mathbf{i}+36 \mathbf{j}+3 \mathbf{k}$. Take the dot [inner] product of $(\nabla f)(P)$ with $u$ and divide by $\|u\|=\sqrt{4+1+4}=\sqrt{9}=3$ to get. $D_{n}(f)(P)$ :

$$
D_{s}(f)(P)=\frac{(24 i+36 \mathbf{j}+3 \mathbf{k}) \cdot(2 i-j+2 k)}{3}=\frac{18}{3}=6 .
$$

21.80 Find the directional derivative of $f$ at the point $Q(1,-2,3)$ in the direction $v=\mathbf{i}+3 \mathbf{j}-\mathbf{2 k}$.

I Evaluate the gradient $\nabla f$ at the point $Q:(\nabla f)(Q)=(\nabla f)(1,-2,3)=8 i-4 j+27 k$. Then

$$
D_{v}(f)(Q)=\frac{(\nabla f)(Q) \cdot v}{\|v\|}=\frac{(8 \mathbf{i}-4 \mathbf{j}+27 \mathbf{k}) \cdot(\mathbf{i}+3 \mathbf{j}-2 \mathbf{k})}{\sqrt{1+4+9}}=-\frac{58}{\sqrt{14}}
$$

Problems 21.81-21.83 refer to the following scalar field in $\mathbf{R}^{4}: f(x, y, z, t)=x t^{3}+y z^{3}$.
21.81 Find the gradient $\nabla f$.

I $\nabla f=\left\{D_{x}, D_{y}, D_{z}, D_{f}\right\} f=\left\{D_{x}(f), D_{y}(f), D_{x}(f), D_{i}(f)\right\}=\left\{t^{3}, z^{3}, 3 y z^{2}, 3 x f^{2}\right\}$.
21.82. Find the directional derivative of $f$ at the poin $P(1,2,-2,1)$ in the direction $u=\{2,-1,3,-2\}$.

I Evaluate the gradiant $\nabla f$ at the point $P:(\nabla f)(P)=(\nabla f)[1,2,-2,1]=[1,-8,24,3\}$. Then find ( $\mathrm{P} f)(P) \cdot u=[1,-8,24,3] \cdot[2,-1,3,-2]=2+8+72-6=76$. Next compute $\|u\|=\sqrt{4+1+9+4}=$ $\sqrt{18}=3 \sqrt{2}$. Then

$$
D_{\nu}(f)(P)=\frac{76}{3 \sqrt{2}}
$$

21.83 Find the directional derivative of $f$ at the point $Q(1,-3,2,-1)$ in the direction of $v=\{3,-2,1,4\}$.
$I$ We have $(\nabla f)(Q)=(\nabla f)[1,-3,2,-1]=[1,8,-36,3], \quad(\nabla f)(Q) \cdot v=[1,8,-36,3]-[3,-2,1,4]=3-$ $16-36+12=-37,\|v\|=\sqrt{9+4+1+16}=\sqrt{30}$. Thus $D_{0}(f)(Q)=-37 / \sqrt{30}$.

Problems 21.84-21.89 refer to the following vector field: $F(x, y, z)=x z^{2} \mathbf{i}+x y^{2} \mathbf{j}+x y z \mathbf{k}$.
21.84 Find the divergence $\nabla \cdot F$.

I $\nabla \cdot F=\left(D_{x} \mathbf{i}+D_{y} \mathbf{j}+D_{z} \mathbf{k}\right) \cdot\left(x z^{2} \mathbf{i}+x y^{2} \mathbf{j}+x y z k\right)=D_{x}\left(x z^{2}\right)+D_{y}\left(x y^{2}\right)+D_{z}(x y z)=z^{2}+2 x y+x y=z^{2}+3 x y$.
Find $\nabla \cdot F$ at $P(3,2,1)$.
I $(\nabla \cdot F)(P)=(\nabla \cdot F)(3,2,1)=1+18=19$.
21.86 Find $\nabla \cdot F$ at $Q(1,-2,3)$.

I $(\nabla \cdot F)(Q)=(\nabla \cdot F)(1,-2,3)=9-6=3$.
21.87 Find the curl $\nabla \times F$.

1

$$
\begin{aligned}
\nabla \times F & =\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
D_{x} & D_{y} & D_{z} \\
x z^{2} & x y^{2} & x y z
\end{array}\right| \\
& =\left[D_{y}(x y z)-D_{z}\left(x y^{2}\right)\right] \mathbf{j}+\left[D_{z}\left(x z^{2}\right)-D_{x}(x y z)\right] \mathbf{j}+\left[D_{x}\left(x y^{2}\right)-D_{y}\left(x z^{2}\right)\right] \mathbf{k} \\
& =(x z-0) \mathbf{i}+(2 x z-y z) \mathbf{j}+\left(y^{2}-0\right) \mathbf{k}=x z \mathbf{j}+(2 x z-y z) \mathbf{j}+y^{2} k
\end{aligned}
$$

21.88 Find $\nabla \times F$ at $P(3,2,1)$.

I $(\nabla \times F)(P)=(\nabla \times F)(3,2,1)=3 \mathbf{i}+4 \mathbf{j}+4 \mathbf{k}$.
21.89 Find $\nabla \times F$ at $Q(1,-2,3)$.

I $(\nabla \dot{x} F)(Q)=(\nabla \times F)(1,-2,3)=-3 \mathbf{i}+12 \mathbf{j}+4 \mathbf{k}$.

Problems 21.90-21.93 refer to the following vector field: $F(x, y, z)=x y z i+\left(x^{2}+y^{2}+z^{2}\right) j+\left(x^{2}-y z\right) \mathbf{k}$.
21.90 Find the divergence $\nabla \cdot F$.
$\boldsymbol{V} \cdot F=\left(D_{x} i+D_{y} j+D_{z} k\right)\left\{x y z i+\left(x^{2}+y^{2}+z^{2}\right) j+\left(x^{2}-y z\right) k\right]=D_{x}(x y z)+D_{y}\left(x^{2}+y^{2}+z^{2}\right)+D_{z}\left(x^{2}-y z\right)$
$=y z+2 y-y=y z+y$.
21.91 Find the corl $\nabla \times F$.

I

$$
\begin{aligned}
& F=\left|\begin{array}{cccc}
\mathbf{i} & \mathbf{j} & . & k \\
D_{x} & D_{y} & & D_{z} \\
x y: z & x^{2}+y^{2}+z^{2} & x^{2}-y z
\end{array}\right| \\
& =\left[D_{y}\left(x^{2}-y z\right)-D_{z}\left(x^{2}+y^{2}+z^{2}\right) \equiv+\left[D_{z}(x y z)-D_{s}\left(x^{2}-y z\right)\right] j\right. \\
& +\left[D_{x}\left(x^{2}+y^{2}+z^{2}\right)-D_{y}(x y z)\right] \mathrm{k} \\
& =(-z-2 z) i+(x y-2 x) j+(2 x-x z) k=-3 z i+(x y-2 x) j+(2 x-x z) k
\end{aligned}
$$

21.92

Find $V(\nabla \cdot F)$.


$$
\begin{aligned}
\nabla \times(\nabla \times F) & =\left|\begin{array}{ccc}
i & j & k \\
D_{x} & D_{y} & D_{z} \\
-3 z & x y-2 x & 2 x-x z
\end{array}\right| \\
& =(0-0) \mathbf{i}+(-3-2+z) \mathbf{j}+(y-2-0) k=(z-5) \mathbf{j}+(y-2) k .
\end{aligned}
$$

$\div$
21.94 Show that $\nabla \cdot(\nabla \times V)=0$ for any vector field $V$.

1 Suppose $V=F i+G j+H k$. Then

$$
\nabla \times V=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
D_{x} & D_{y} & D_{x} \\
F & G & H
\end{array}\right|=\left(H_{y}-G_{z}\right) \mathbf{i}+\left(F_{z}-H_{x}\right) \mathbf{j}+\left(G_{x}-F_{y}\right) \mathbf{k}
$$

Thus, $\nabla \cdot(\nabla \times V)=D_{x}\left(H_{y}-G_{z}\right)+D_{y}\left(F_{z}-H_{x}\right)+D_{z}\left(G_{x}-F_{y}\right)=H_{x y}-G_{x z}+F_{y z}-H_{x y}+G_{x z}-F_{y z}=0$.

### 21.5 DIFFERENTIAL EQUATIONS

21.95 Rewrite the following system of differential equations in matrix form:

$$
\begin{aligned}
& \frac{d x}{d t}=4 x-y \\
& \frac{d y}{d t}=2 x+y
\end{aligned}
$$

1 Let- $X=\binom{x}{y}$ and $A=\left(\begin{array}{rr}4 & -1 \\ 2 & 1\end{array}\right)$. Then the system is equivalent to the matrix differential equation $d X / d t=A X$.

Consider a linear matrix differential equation

$$
\begin{equation*}
\frac{d}{d t}(X)=A X \tag{1}
\end{equation*}
$$

Suppose $X=P Y$ is a nonsingular change of variables: Show that the transformed system has the form

$$
\frac{d}{d t}(Y)=P^{-1} A P Y
$$

I Substitute $X=P Y$ in (1) to get $d(P Y) / d t=A P Y$. Since the differential operator is linear, it commutes with the matrix $P$; that is, $d(P Y) / d r=P[d Y / d t]$. Thus we get $P[d Y / d r]=A P Y$. Multiplying .by $P^{-1}$ yields (1).
21.97 Consider the matrix $A=\left(\begin{array}{rr}4 & -1 \\ 2 & 1\end{array}\right)$ in Problem-21.95. Find a nonsingular matrix $P$ such that $B=P^{-1} A P$ is diagonal.
I The characteristic polynomial $\Delta(t)$ of $A$ is

$$
\Delta(t)=|t t=A|=\left|\begin{array}{cc}
t-4 & 1 \\
-2 & t-1
\end{array}\right|=t^{2}-5 t+6=(6-3)(t-2)
$$

Thus the eigenvalues of $A$ are 3 and 2. Substitute $t=3$ into the matrix $t i-A$ to obtain the corresponding homogeneous system $-x+y=0,-2 x+2 y=0$. A nonzero solution is $v_{1}=(1,1)$. Substitute $t=2$ into the matrix $t l-A$ to obtain the homogeneous system $-2 x+y=0,-2 x+y=0$. A nonzero solution is $v_{2}=(1,2)$. Let $\boldsymbol{P}$ be the matrix whose columns are $v_{1}$ and $v_{2}$, respectively. Then

$$
P=\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right) \quad \text { and } \quad B=P^{-1} A P=\left(\begin{array}{ll}
3 & 0 \\
0 & 2
\end{array}\right)
$$

21.98 Solve the system of differential equations in Problem 21.95.

1. Diagonalize the system by a change of variables using the matrix $P$ in Problem 21.97 as follows:

$$
\binom{x}{y}=P\binom{r}{s} \quad \text { or } \quad \begin{align*}
x=r+s  \tag{1}\\
y=r+2 s
\end{align*}
$$

By Problems 21.96 and 21.97, the system with this change of variables now has the diagonal form:

$$
\begin{aligned}
& \frac{d r}{d t}=3 r \\
& \frac{d s}{d t}=2 s
\end{aligned}
$$

The solution of this diagonal system is $r=a e^{3 t}, s=b e^{2 r}$ where $a, b$ are parameters. Substitute in (1) to obtain the required solution:

$$
\begin{aligned}
& x=a e^{3 t}+b e^{2 t} \\
& y=a e^{3 t}+2 b e^{2 t}
\end{aligned}
$$

Problems 21.99-21.104 refer to the following system of differential equations:

$$
\begin{aligned}
& \frac{d x}{d t}=4 x+2 y+z \\
& \frac{d y}{d t}=2 x+5 y+2 z \\
& \frac{d z}{d t}=-2 x-4 y-z
\end{aligned}
$$

21.99. Rewrite the system in matrix form.

I Let

$$
X=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right) \quad \text { and } \quad A=\left(\begin{array}{rrr}
4 & 2 & 1 \\
2 & 5 & 2 \\
-2 & -4 & -1
\end{array}\right)
$$

Then the system is equivalent to the matrix equation $d X / d t=A X$.
21.100 Find the characteristic polynomial $\Delta(t)$ of $A$.

I $\Delta(t)=t^{3}-\operatorname{tr}(A) t^{2}+\left(A_{11}+A_{22}+A_{33}\right) t-\operatorname{det}(A)=t^{3}-8 t^{2}+17 t-10$. [Here $\operatorname{tr}(A)$ is the trace of $A$ and $A_{i j}$ is the cofactor. of the diagonal element $a_{i i}$.]
21.101 Find the eigenvalues of $A$ or, in other words, the roots of $\Delta(t)$.

I If $\Delta(t)$ has a rational root it must divide 10. Testing $t=1$ we get

$$
\frac{1 \left\lvert\, \begin{array}{r}
1-8+17-10 \\
1-7+10
\end{array}\right.}{1-7+10}
$$

Thus $t-1$ is a factor of $\Delta(t)$ and $\Delta(t)=(t-1)\left(t^{2}-7 t+10\right)=(t-1)(t-2)(t-5)$. Accordingly, the eigenvalues of $A$ are $\lambda=1, \lambda=2, \lambda=5$.
21.102 Find a nonzero eigenvector for each of the eigenvalues of $A$.

1 Subtract $\lambda=1$ down the diagonal of $A$ to obtain the corresponding system $3 x+2 y+z=0,2 x+$ $4 y+2 x=0,-2 x-4 y-2 z=0$. A nonzero solution is $v_{1}=(0,1,-2)$. Subtract $\lambda=2$ down the diagonal of $A$ to obtain the system $2 x+2 y+z=0, \quad 2 x+3 y+2 z=0,-2 x-4 y-3 z=0$. A nonzero solution is $v_{2}=(1,-2,2)$. Subiract $\lambda=5$ down the diagonal of $A$ to obtain the homogeneous system $-x+2 y+z=0 ; \quad 2 x-2 z=0, \quad-2 x-4 y-6 z=0$. A nonzero solution is $v_{3}=(1,1,-1)$.
21.103 Find a nonsingular matrix $P$ such that $B=P^{-1} A P$ is diagonal.

1 Let $P$ be the matrix whose columns are $v_{1}, v_{2}, v_{3}$, respectively. Then

$$
\dot{P}=\left(\begin{array}{rrr}
0 & 1 & 1 \\
1 & -2 & 1 \\
-2 & 2 & -1
\end{array}\right) \quad \text { and } \quad B=P^{-1} A P=\left(\begin{array}{lll}
1 & & \\
& 2 & \\
& & 5
\end{array}\right)
$$

21.104 Solve the system of differential equations.
| Diagonalize the system by a change of variables using the above matrix $P$ as follows:

$$
\left(\begin{array}{l}
x  \tag{1}\\
y \\
z
\end{array}\right)=P\left(\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
z^{\prime}
\end{array}\right) \quad \text { or } \quad \begin{aligned}
& x= \\
& y= \\
& z=-2 x^{\prime}+2 y^{\prime}+y^{\prime}+z^{\prime} \\
& z^{\prime}
\end{aligned}
$$

With this change of variables, the system now has the diagonal form

$$
\frac{d x^{\prime}}{d t}=x^{\prime} \quad \frac{d y^{\prime}}{d t}=2 y^{\prime} \quad . \quad \frac{d z^{\prime}}{d t}=5 z^{\prime}
$$

The solution of the diagonal system is $x^{\prime}=a e^{2}, y^{\prime}=b e^{2 t}, z^{\prime}=c e^{5 \prime} \quad$ where $a, b, c$ are parameters. Substitute in (1) to obtain the required solution:

$$
\begin{array}{ll}
x & =b e^{2 t}+c e^{51} \\
y & =a e^{51}-2 b e^{2 x}+c e^{51} \\
z & =-2 a e^{6}+2 b e^{21}-c e^{51}
\end{array}
$$


[^0]:    Lemma 17.20: Left $T: V \rightarrow V$ be a linear operator whose minimal polynomial is $f()^{n}{ }^{n}$ where $f(t)$ is a monic irreducible polynomial and whose characteristic polynomial is $f(t))^{d}$. Then $V$ is the direct sum $V=Z\left(v_{i}, T\right) \oplus \cdots \oplus Z\left(v_{r}, T\right)$ of $F$-cyclic subspaces. $Z\left(v_{i}, T\right)$ with corresponding $T$ annihitators $f()^{n_{1}} f(i)^{n_{2}}, \cdots ; f()^{n_{2}}$, where $n=n_{i} \geq n_{2} \geq \cdots \geq n_{\text {; }}$ and $d=n_{1}+n_{2}+\cdots+n_{1}$. Any ather decomposition of $V$ into $T$-cyclic subspaces has the same number of components and the same sef of $T$-annihilators.

[^1]:    19.134 . Prove Theorem 19.10.

